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Abstract

Anthropogenic phosphorus (P) and nitrogen (N) inputs to aquatic environments have rapidly increased in magnitude since the middle of the twentieth century, and nutrient pollution has become the primary threat to global surface water quality. Because P is most often the nutrient limiting primary production in freshwater ecosystems, the control of P losses from anthropogenic sources is of paramount importance to the prevention of cultural eutrophication, i.e. the nutrient enrichment of water bodies as a result of human activities. Left unchecked, eutrophication causes optimal conditions for sudden, dramatic increases in populations of algae and many species of noxious aquatic weeds. The long-term effects of this are marked reductions of aquatic biodiversity, disruption of natural biogeochemical balances, and an accelerated ageing of water bodies resulting in their premature succession from clear water, to swamp/marsh, and finally to dry land. More obvious short-term effects are increased incidences of harmful algal blooms and associated fish kills resulting from low dissolved oxygen levels, i.e. hypoxic conditions, caused by the microbial decay of organic matter originating from the overgrowth of plants and algae.

Sources of P losses can be broadly divided into two main categories: point sources and nonpoint sources. The former represents easily identifiable, discreet sources of P such as outlets from municipal wastewater treatment plants, while the latter represents diffuse sources of P which are spatially and temporally heterogeneous. Advances in wastewater treatment technologies, coupled with increasingly strict legislative controls in recent decades, have lessened the threat posed by point source P losses, and nonpoint source P losses have become the dominant contributor to nutrient pollution in many regions, including Ireland, where nonpoint sources account for approximately 57% of P inputs to surface waters. Mitigation of nonpoint P losses is currently achieved through the implementation of source reduction strategies, such as matching fertilizer additions with crop deficiencies, and source interception strategies, such as trapping and retaining P-laden particles in runoff with the use of buffer zones. These best management practices (BMPs) can often fail to produce desired results, and sometimes their implementation is not practicable as a result of unfavourable onsite conditions. An example of such a case is the loss of dissolved P from clearfelling on blanket peat forestry plantations. These P losses are unamenable to mitigation with standard BMPs such as the use of buffer zones, and source control is not feasible either, as these P losses primarily originate from harvesting residues utilised to form brash mats. These mats
provide support to heavy harvesting machinery, and their use is therefore an integral part of the process of clearfelling on peat soils.

One solution in cases such as these may be to use low-cost P sorbing materials, and there has been much research in recent years attempting to identify and characterize novel sorbents for use in the treatment of various wastewaters. Such investigations more often than not use batch adsorption tests as a means of assessing the potential of such media, and, although these are an essential first step, there has been an overreliance on such methods which, when performed alone, provide insufficient information to predict media longevity. The purpose of this study was to develop a simple, economical, and rapid method by which to assess the potential in-field longevity of low-cost P sorbing materials, and then apply this method to identify media which might be suitable for use in pilot-scale in-field filters to prevent P losses associated with peatland forestry harvesting.

After an initial screening process, using batch adsorption methods to identify potentially suitable materials, small-scale column adsorption tests were carried out using four media: aluminium water treatment residual (Al-WTR), ferric water treatment residual (Fe-WTR), and two grades of crushed concrete. Long-term, large-scale adsorption column studies were also performed using these media (excluding Fe-WTR, which performed poorly in the small-scale tests), and it was demonstrated that the behaviour of these large-scale filters could be predicted accurately based on the performances of small-scale columns subjected to equivalent loadings. A mathematical modelling approach was then developed which would enable researchers to use the results of the small-scale column tests to predict the propagation of saturation and pore concentration fronts within large-scale filters. With these modelling techniques, the performance of large-scale filters (of any size) subjected to any loading could be predicted using results from a number of small-scale column tests to determine the necessary model coefficients. This significantly improved the utility of small-scale tests, as it enabled performance predictions to be made for any possible large-scale filter configuration using results from small-scale column tests.

The experimental and modelling methodologies developed over the course of this study were applied to assess the suitability of crushed concrete and Al-WTR for the treatment of peatland forestry runoff. The results of these investigations suggest that Al-WTR could successfully be used to remove P from this runoff, and there were no issues which would preclude its usage in a peatland forestry environment; the media showed no significant release of metals (total...
cumulative releases of nickel, copper, and aluminium were 0.16, 5.5, and 13.63 µg g⁻¹ filter media, respectively) and the pH of effluent from Al-WTR filters was well within the EPA recommended environmental quality standard (EQS) of 6 to 9 (average effluent pH was 7.31±0.36). Crushed concrete was even more effective than Al-WTR at removing P from forestry runoff, due to a higher P adsorption affinity at low concentrations. However, the high pH of effluent from filters containing this media indicated that significant pre-washing (≥ 240 bed volumes) of the filter media would be required to bring the filter effluent below the recommended EQS of 9, were it to be used in a forestry context. Crushed concrete also released much greater quantities of Cu and Al (31.90 and 96.17 µg g⁻¹ filter media, respectively), further highlighting the need for washing of the filter media prior to use. For these reasons, it was decided that Al-WTR shows greater promise, and it was concluded that its use for the treatment of peatland forestry runoff should be studied further in pilot-scale infield filters. Al-WTR was also found to be effective in removing P from dairy soiled water, a wastewater which had a P concentration that was approximately 30 times that of forestry runoff; this suggests that Al-WTR holds great promise for the removal of P from point sources as well as nonpoint sources, and further research should be carried out on this topic.
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<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>Aluminium</td>
</tr>
<tr>
<td>Al-WTR</td>
<td>Aluminium Drinking Water Treatment Residual</td>
</tr>
<tr>
<td>As</td>
<td>Arsenic</td>
</tr>
<tr>
<td>BDST</td>
<td>Bed Depth Service Time</td>
</tr>
<tr>
<td>BTC</td>
<td>Breakthrough Curve</td>
</tr>
<tr>
<td>C</td>
<td>Carbon</td>
</tr>
<tr>
<td>Ca</td>
<td>Calcium</td>
</tr>
<tr>
<td>CC</td>
<td>Crushed Concrete</td>
</tr>
<tr>
<td>Cr</td>
<td>Chromium</td>
</tr>
<tr>
<td>Cu</td>
<td>Copper</td>
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<td>Dissolved Oxygen</td>
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<td>EQS</td>
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</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>Fe</td>
<td>Iron</td>
</tr>
<tr>
<td>Fe-WTR</td>
<td>Ferric Drinking Water Treatment Residual</td>
</tr>
<tr>
<td>GAC</td>
<td>Granular Activated Carbon</td>
</tr>
<tr>
<td>H&lt;sub&gt;3&lt;/sub&gt;PO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>Dihydrogen Phosphate</td>
</tr>
<tr>
<td>HDPE</td>
<td>High Density Polyethylene</td>
</tr>
<tr>
<td>HLR</td>
<td>Hydraulic Loading Rate</td>
</tr>
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<td>HRT</td>
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Chapter 1 - Literature Review

1.1 Background

As a result of terrestrial human activities, aquatic ecosystems worldwide are receiving excessive inputs of nitrogen (N) and phosphorus (P). Aquatic nutrient influxes have rapidly increased in magnitude since the middle of the twentieth century, and nutrient pollution has become the primary threat to global surface water quality (Zaimes and Schultz, 2002; Smith and Schindler, 2009).

The critical importance of P and N lie in their role as limiting nutrients. In most waters there is an abundance of plant micronutrients available, and it is therefore a lack of P and/or N that limits primary production (Lewis et al., 2011; Moore et al., 2013) - the photosynthetic (or rarely chemosynthetic) creation of organic matter through carbon fixation by plants and algae (Lieth and Whittaker, 2012). Though some exceptions exist, in salt and brackish waters it is usually N which acts as the main limiting nutrient (Howarth and Marino, 2006). Conversely, in freshwaters, the general consensus of the scientific community is that P is the limiting nutrient (Correll, 1999; Blomqvist et al., 2004; Hilton et al., 2006; Schoumans et al., 2014).

There may be joint P-N limitation in certain freshwater ecosystems (Lewis and Wurtsbaugh, 2008; Sterner, 2008), and synergistic effects caused by simultaneous inputs of both P and N have been observed (Elser et al., 2007). However, regardless of whether or not there is joint limitation, there is strong evidence that limiting inputs of N alone simply favours a shift in algal community structures toward, arguably more objectionable, blue-green N fixing species (Schindler, 1977; Smith, 1983; Schindler et al., 2008). For this reason, and because it is essentially impossible to control the exchange of atmospheric N by N-fixing algae (Sharpley et al., 2000), to prevent eutrophication, it is vital to control P inputs into freshwater bodies (Sharpley et al., 2003; Schindler et al., 2016).
1.2 Anthropogenic disruption of the natural phosphorus cycle

Before the dawn of the 20th century, P surpluses were generally small (Bouwman et al., 2013). Phosphorus makes up only a minute amount of the earth's crust (0.09% wt%), and is largely present in mineral forms such as fluorapatite and carbonate-fluorapatite (Filippelli, 2008). In natural ecosystems, i.e. those not subject to human interference, inputs of P into aquatic environments originate mainly from the gradual weathering of these mineral sources and the seasonal decay of organic material (Manzoni et al., 2010). Unlike other essential nutrients such as N and carbon (C), P has no atmospherically stable gaseous phases (ignoring the comparatively minute amount carried on aerosolized dust particles (Ruttenberg, 2003)). Phosphorus therefore relies more-or-less solely on water to carry it through its natural cycle (Filippelli, 2008). Upon being incorporated into runoff, in either dissolved or particulate form, P is quickly washed downstream until it reaches lakes and oceans, where it is ultimately deposited and sequestered by the sedimentation of organic and mineral matter; at this point, it is removed from the P-cycle until such time that this sediment is exposed again by natural tectonic uplift and subsequent weathering (Ruttenberg, 2003).

The introduction of chemical fertilizers (sourced from mined rock phosphate) in the mid 19th century (Grigg, 1987), and their widespread adoption in the early to mid 20th century, marked the beginning of a significant change to the natural P cycle (Cordell et al., 2009). Since this time, terrestrial exports of P have at least doubled (Compton et al., 2000), perhaps even tripled (Smil, 2000; Carpenter and Bennett, 2011). As a result, the primary inputs of P to aquatic environments are now anthropogenic, coming primarily from sources such as agriculture, industry, and municipal wastewater (Ruttenberg, 2003). The effect of this human destabilization of the natural P cycle is already having a profoundly deleterious effect on Earth's biosphere, and it is quite likely that we have already crossed the upper tolerable limit, the 'planetary boundary,' for freshwater eutrophication (Carpenter and Bennett, 2011).

Moving forward, there are even more pressing issues than this immediate environmental cost: global food production relies on there being sufficient P to meet the demands of crops and livestock, and serious concerns have been raised over the security of future P supply (Beardsley, 2011; Cordell and White, 2011; Neset and Cordell, 2012). There was a massive intensification of agriculture post-World War II - the 'green revolution' - and this was largely fueled by the advent of fertilization with P sourced from mined rock phosphate (Ashley et al., 2011). Historically, agricultural needs were met by P in the soil and the return of P in the
form of manure (and human excreta in some parts of Asia) and crop residues formed an almost closed cycle, with minor loses and inputs associated with runoff and mineral weathering, respectively (Cordell et al., 2009). Feeding the ever increasing world population is now almost entirely dependent on P inputs from finite mined sources, and it is patently obvious that a major global reformation of humanity's approach to P use and recovery is needed if we are to ensure future food security and avoid further environmental degradation (Cordell and White, 2011). Figure 1.1 shows the increase in agricultural reliance on fertilizer sourced from mined rock phosphate over the past 50-60 years.

Figure 1.1 Historical global sources of phosphorus fertilizers (Cordell et al., 2009)
1.3 Eutrophication

Based on nutrient availability, water bodies may be classed as oligotrophic (low nutrient availability), mesotrophic (intermediate nutrient availability), eutrophic (high nutrient availability), or hypereutrophic (very high nutrient availability), with each ecosystem supporting unique assemblages of aquatic plant and animal life (Jeppesen et al., 2000; Reynolds, 1998). Of particular value are the nutrient-poor oligotrophic waters, as these typically have high levels of dissolved oxygen (DO), and provide unique habitat for many protected species of fish and other wildlife (Moorkens, 1999). They are also of great societal value, providing clear waters ideal for drinking water abstractions, crop irrigation, and amenity use (Wilson and Carpenter, 1999; Cooke and Kennedy, 2001; Pretty et al., 2003; Gössling et al., 2012).

Barring some external influence, oligotrophic conditions are usually quite stable, and are very slow to change over time, as the low P content of sediments in these waters allows for little recycling of settled P between solid and aqueous phases (Carpenter, 2005). However, due to their low nutrient contents, these waters are also uniquely sensitive to the effects of nutrient pollution (Figure 1.2), as even slight eutrophication, i.e. nutrient enrichment, can result in a change in such a water body's trophic state (Downing and McCauley, 1992; Carey and Migliaccio, 2009), with potentially serious knock-on implications for downstream systems (Dodds and Welch, 2000; Alexander et al., 2007). Similarly, once eutrophic conditions become established, it can be extremely challenging to effect recovery, as internal cycling of P between water and enriched sediments can potentially maintain high productivity levels long after external P inputs have been reduced (Havens et al., 1996).

Eutrophication is a natural aging process, and with continuous terrestrial influxes of nutrients and eroded particles, all initially oligotrophic inland water bodies naturally become eutrophic over a timeframe of many millennia (Khan and Ansari, 2005). These water bodies are ultimately inundated by mineral and organic sediments and plant life, which cumulates in a natural succession of lakes becoming ponds, then marshes and swamps, and finally, dry land (Greeson, 1969; Salameh and Harahsheh, 2010). It is therefore important to note that eutrophication itself is not necessarily a problem: it is inevitable, and it is, in fact, accelerated "cultural" eutrophication (i.e. eutrophication due to anthropogenic nutrient influxes) which poses a major concern, as it causes ecological changes which would naturally take place over millennia to occur in just decades (Havens et al., 1996).
Excessive anthropogenic inputs of nutrients to surface waters creates optimal conditions for the overgrowth of algae and many species of nuisance aquatic plants. In the long-term, the overabundance of these plants and algae seriously impairs the biodiversity of aquatic ecosystems, ageing the water body unnaturally. There are also much more immediate threats posed by the sudden unnatural accumulation of large amounts of biomass. Plants and algae die, and subsequent decay of the biological material in their cells removes massive amounts of DO from the water, creating hypoxic conditions which can result in fish kills and serious long-term disruption to prevailing biogeochemical conditions (Conley et al., 1993). Figure 1.2 shows the relationship between trophic status, water DO concentrations, and species richness.

Algae, in the form of free-floating phytoplankton and the more generally sessile periphyton communities, have long been recognized as being responsible for the bulk of primary production in aquatic ecosystems (Wetzel, 1964; Vadeboncoeur et al., 2003; Paerl et al., 2003), hence algal blooms have become one of the hallmarks of cultural eutrophication (Heisler et al., 2008). Though they can be a natural phenomenon, there has been an apparent increase in the incidence of algal blooms in recent decades, and their occurrence has often been linked to the effects of cultural eutrophication (Anderson et al., 2002). With soluble reactive phosphorus (SRP) concentrations as low as 2 µg L⁻¹ sufficient to satisfy the P requirements of some algae (Grobbelaar and House, 1995), these blooms can easily cause serious environmental problems - either from their production of toxins, or simply from the effect of their accumulated biomass on aquatic biogeochemistry and food web dynamics (Anderson et al., 2002).

Algae are obviously an integral part of any aquatic ecosystem, as they form the basis of the aquatic foodweb; however, algal overgrowth can have a host of detrimental ecological effects. The most immediate of these is the depletion of water DO levels, sometimes through their own respiration, but more often due to their decomposition. There are also other concerns associated with algal blooms including potent algal toxins entering the food chain and reaching humans, and harm to fish and invertebrates caused though the clogging of their gills (Hallegraeff, 1993). Oligotrophic waters tend to support small algae communities with a rich diversity of species, whereas algae are present in much greater numbers in eutrophic waters, but with less varieties of species (Greeson, 1969).
Figure 1.2 (a) The relationship between P concentrations and trophic status, highlighting the sensitivity of oligotrophic waters to eutrophication and (b) the relationship between P inputs, trophic status, primary production, DO concentrations, and biodiversity (Pierzynski et al., 2005)
1.4 Source apportionment of phosphorus losses

Sources of P pollution (and nutrient pollution in general) can be divided broadly into two categories: point sources and nonpoint sources. Easily identifiable discreet point sources such as, for example, outlets from municipal wastewater treatment plants and drains from livestock housing and farmyards, often represent high-concentration nutrient waste streams which are of comparatively low-volume compared to receiving waters (Bailey-Watts, 1997). In recent decades, these point sources have been subject to increasingly strict legislative controls (Carpenter, 2005), and consequently the threat posed by such sources, while still very relevant, has diminished slightly (Heathwaite et al., 2000). Nonpoint sources, such as runoff from pastures, arable lands, and forestry plantations, by comparison represent high-volume low-concentration nutrient pollution streams (Acreman, 2012). These diffuse sources of nutrient runoff are now recognized in many regions to be the largest contributor to the problem of nutrient pollution (Yang and Wang, 2010; Bouraoui and Grizzetti, 2014). Figure 1.3 summarizes sources of natural and anthropogenic P losses to aquatic environments.
Nonpoint sources are particularly difficult to control for a number of reasons, though the primary challenge is simply that the pollution source is spread across such a large area that it is extremely challenging to implement effective runoff treatment strategies (Rao et al., 2009). Also, because many watersheds have been subjected to decades of over enrichment, there can be a significant temporal lag between the reduction of nutrient inputs and environmental recovery, as soils release stored nutrients (primarily P) long after surplus additions have ceased (Sharpley et al., 2013). Without intervention, anthropogenic nutrient losses will certainly continue to increase in magnitude, as global population growth and concomitant intensifications of agriculture and industry further exacerbate the problem.

Sources of nutrient pollution vary substantially from region to region, based on factors such as land use, land management, soil types, and climate. For this reason, source apportionment of P losses must be approached on a regional, or, ideally even a catchment basis. In Ireland, the primary P losses from come from diffuse sources (57%), with major contributions coming from agriculture, forestry and peat lands (Figure 1.4) (Mockler et al., 2017). Reduction of diffuse losses from these sources is therefore paramount to addressing the problem of P pollution in Ireland.

![Figure 1.4 Source apportionment of Irish phosphorus loads, adapted from Mockler et al. (2017).](image-url)
1.5 Phosphorus in the terrestrial environment

In soil, P is present in both organic and inorganic forms. Organic P normally comprises 30-65% of total P present in most soils (Condron et al., 2005), though it can make up as little as 5% or as much as 95% (Paul, 2014). This organic fraction comprises any P which is present in C-based molecules (C-P and C-O-P bonds (Baldwin, 1999)), and originates from plant residues, manure, and soil organic matter; it is comprised primarily of orthophosphate monoesters (largely inositol phosphates) and diesters (nucleic acids, phospholipids, teichoic acid), with a small proportion of phosphonates and certain polyphosphates (Condron et al., 2005). Inorganic P refers to P in all forms not involving carbon, including free, adsorbed, and complexed forms (Turner et al., 2005). Major sources of inorganic P include phosphate mineral species, of which there are about 300 (Nriagu and Moore, 2012), fertilisers, and the mineralisation of organic P by soil microbes.

Total soil P can be divided into three "pools": stable P, reactive P, and solution P (Hansen et al., 2002), with each having organic and inorganic fractions. The primary source of P for plants and microorganisms is the inorganic P present in the soil solution in the form of orthophosphate anions (Condron et al., 2005), generally either HPO$_4^{2-}$ or H$_2$PO$_4^-$ at a normal soil pH range (Tan, 2000). Soil solution P concentrations are dependent on a host of soil properties including ionic strength, pH, and the concentrations of various anions and cations (Devau et al., 2009). Though the solution P represents only a tiny fraction of total soil P, c. 1% (Weil et al., 2016), all of the aforementioned P pools exist in a complex state of dynamic equilibrium with this dissolved fraction (Moody et al., 2013).

Internal cycling of P between these three major soil pools is controlled by a variety of biotic and abiotic processes. As P is continually lost from the soil solution to plant uptake, leaching, and surface runoff, it is constantly replaced by P from the reactive pool by the dissolution of easily soluble precipitates, and the desorption of P loosely bound to soil exchange sites (Frossard et al., 2000). Similarly, when P is added to the soil solution, for example in the form of fertilizer or through microbial mineralisation, it becomes bound in the reactive pool through adoption to available exchange sites and the formation of insoluble precipitates through reaction with minerals in the soil (predominantly Ca, Fe, and Al). The stable pool, which comprises occluded, insoluble, and tightly sorbed inorganic and organic P, in turn gradually replenishes the active pool through slow dissolution of phosphate minerals, though this process is extremely gradual compared to reactions between the reactive and solution
pools. Soil microbes also help to maintain equilibrium in the soil solution, converting organic P to soluble inorganic forms through the process of mineralisation, and also converting this plant-available P to non-available organic P in the process of immobilization (Richardson and Simpson, 2011). The internal cycling of soil P is illustrated in Figure 1.5.

![Figure 1.5 The soil phosphorus cycle (Pierzynski et al., 2005)](image)

Regarding the protection of surface waters, two issues are of primary concern - the mobility of the P, which dictates whether or not losses will occur, and the bioavailability of the P, which dictates whether or not the P lost is likely to cause eutrophication of receiving waters. Again, as P relies on water for its transport through the environment, it is the dissolved P in the soil solution (HPO$_4^{2-}$/H$_2$PO$_4^-$, polyphosphates, and various organic phosphorus compounds) and particulate P (PP) susceptible to erosion (adsorbed, exchangeable P; organic P; precipitates such as fertilizer or reaction products with calcium (Ca), iron (Fe), aluminium (Al) or other cations; and crystalline minerals/ amorphous P) that are potentially lost to receiving waters (Rigler, 1973). This loss occurs through hydrological pathways such as overland flow, subsurface flow (leaching and interflow), and groundwater discharge (base flow and springs) (Brogan et al., 2001). The actual distribution of these fractions in runoff water is largely dependent on local variances in climate, soil, hydrological conditions, and
land use/management (Ulén et al., 2007). Figure 1.6 shows the forms of P present in water.

**Figure 1.6** Forms and primary constituents of phosphorus in water

(adapted from Rigler, 1973)

Regarding bioavailability, algal available P can be defined as "the amount of inorganic P a P-deficient algal population can utilize over a period of 24 h or longer" (Sonzogni et al., 1982). Total phosphorus (TP) has been shown to be a poor indicator of algal available P, as significant portions of particulate phosphorus lost to runoff can't be utilized by plants and algae (Sonzogni et al., 1982), though total soluble P (SP) correlates strongly (Bradford and Peters, 1987). The P forms most readily available to algae are the dissolved P and that fraction of the PP which is in equilibrium with this dissolved portion (Sharpley et al., 1996). Logically then, the protection of the aquatic environment should focus on reducing the inputs of these biologically available fractions of TP losses.
1.6 Mitigation of phosphorus pollution

A large variety of management practices and technologies have been developed to curtail P losses from point and nonpoint sources. Reduction of P losses from municipal wastewater is often achieved at wastewater treatment plants through chemical dosing, enhanced biological removal, or a combination of both (Yeoman et al., 1988; de-Bashan and Bashan, 2004). These techniques, however, are usually applied to wastewaters containing P concentrations which are orders of magnitude greater than those observed from nonpoint sources, and hence are often not applicable to nonpoint low-concentration wastewaters which, for example, may not contain sufficient nutrients to sustain a viable biomass to allow for biological treatment (Wang et al., 2010), or whose P concentrations are so low as to make chemical removal of P cost-prohibitive (Herath, 1996).

The primary strategies implemented to tackle nonpoint source P losses are source reduction and source interception (Ribaudo et al., 2001). Source reduction measures seek to reduce or eliminate P inputs into managed environments such as farmlands or forestry stands, while source interception seeks to interrupt the flow of P from critical source areas to receiving waters by trapping and retaining P present in runoff. The European Commission funded research between 2006 and 2011, COST Action 869 (COST Action, 2006), to evaluate the suitability and cost-effectiveness of various options to reduce P losses to receiving waters, and 83 mitigation methods were identified (Schoumans et al., 2014). Some critical examples of these mitigation measures include source reduction strategies such as matching fertilizer additions with crop deficiencies and balancing animal feed inputs with livestock nutritional requirements (fodder management), and source interception strategies such as utilizing buffer zones, cover vegetation, and wetlands to trap and retain P-laden particles in runoff, and to remove SRP through adsorption to soil and plant uptake. Some commonly implemented P loss control strategies are illustrated in Figure 1.7.
A large number of best management practices intended to reduce P losses take advantage of the fact that overland flow and transport of particulate P is of primary importance during large rainfall events (Gentry et al., 2007). One of the primary goals of utilizing riparian buffer zones, constructed wetlands, vegetated swales, and settlement ponds etc. is the reduction of suspended solid concentrations in runoff through straining and settling of runoff waters. These strategies are highly effective in situations where the majority of P in runoff is present in particulate form, for example from cultivated lands where 75-90% of P loss is in the form of PP (McDowell et al., 2001), though less so where SP is the dominant form of P in runoff (Kronvang et al., 2005; Uusi-Kämppä, 2005).

Even when implemented properly, these mitigation measures may still fail to produce desired results, and in many cases it may not be possible to implement such measures at all due to some site specific limitation or circumstance. An excellent example of onsite conditions precluding the effective implementation of standard P loss management strategies can be found in the case of forestry harvesting on blanket peat soils - an activity known to result in significant nonpoint P losses (Cummins and Farrell, 2003; Nieminen et al., 2004). Forestry guidelines specify riparian buffer zones as the recommended best management practice to prevent P losses associated with such forestry operations (DAFM, 2015), and while these may successfully retain mobilized sediments, they remain largely ineffective at preventing losses of SP because of the low P sorption capacity of the highly organic peat soil coupled

Figure 1.7 Phosphorus loss mitigation strategies (Dodd and Sharpley, 2015)
with insufficient P uptake by riparian vegetation (Rodgers et al., 2010). Given that the P released during harvesting operations largely originates from the harvesting residues (Asam et al., 2014; Finnegan et al., 2014), the reduction of P inputs to site is not a feasible option, as P stored by the trees in foliage essentially originates from fertilizer applications applied decades previously and long-term accumulation from the surrounding soil.

With source control impossible, as in the case of P release from forestry harvesting residues, and where traditionally applied management practices such as riparian buffer zones and constructed wetlands are ineffective, alternative strategies must be employed to prevent potential pollution. A solution may be found in the use of low-cost P sorbing materials, and there is an ever growing body of research emerging which has focused on the identification and characterization of novel sorbents which may be of use in the treatment of various wastewaters (Cucarella and Renman, 2009). Recently, there has also been great interest in the use of P sorbing materials for use in combating P losses from diffuse pollution sources (Buda et al., 2012), and these have been used in applications including substrates in constructed wetlands (Vohla et al., 2005), media in in-drain P removal structures (Penn et al., 2007; Postila et al., 2017) and permeable reactive barriers (Baker et al., 1997), and also the amendment of soils to improve their phosphorus retention capacity (Stout et al., 2000).
1.7 Assessment of potential phosphorus sorbing materials

Adsorption is a surface phenomenon involving the adhesion, via physical or chemical bonds, of molecules from one phase to the surface of another phase (the adsorbent) (Foo and Hameed, 2010); in the context of water and wastewater treatment, adsorption occurs at the interface between the water being treated and a solid adsorbent, though adsorption may also occur at other phase interfaces including liquid-gas, liquid-liquid, and solid-gas (Dąbrowski, 2001). The practical applications of adsorption are myriad, and the phenomenon is exploited across a diverse range of industries for the separation of mixtures and the removal of contaminants and impurities from liquids and gases. Examples of such applications include the removal of organic compounds during drinking water treatment (Crittenden et al., 2012), purification of natural gas (Yang, 2013), and the removal of heavy metals and dyes from industrial effluents (Kadirvelu et al., 2003).

Figure 1.8 A hypothetical system involving the adsorption of two substances onto the surface of a solid adsorbent. (Keller and Staudt, 2005)

The hypothetical adsorption system shown in Figure 1.8 is in state of dynamic equilibrium, with molecules of Adsorptives 1 and 2 constantly moving from the liquid phase and attaching to the solid phase (adsorption), and detaching from the solid phase to enter the liquid phase (desorption). The quantity of adsorbate, i.e. adsorbed molecules, on the surface of the solid phase depends on the concentration of the liquid phase, and equilibrium is reached when rates of adsorption and desorption are equal to one another. This equilibrium relationship is described by a curve called an adsorption isotherm (Figure 1.9). Note also how molecules of Adsorptive 2 occlude adsorption sites that might otherwise be available for Adsorptive 1 in what is termed 'competitive adsorption'.
To prove effective as a filter media, a number of criteria must be met, but the media must first and foremost have a capacity to adsorb P under expected field conditions. In the majority of studies, this criterion is assessed using batch test methodologies (Ali and Gupta, 2007), whereby the reaction between a wastewater and a potential adsorbent is studied by simply placing the two in contact with each other in a container. A great deal of importance has been placed on using batch methods to obtain the adsorption isotherm of the system in question; this is usually achieved by obtaining results from a number of batch tests in which a given mass of adsorbent is allowed to reach equilibrium with solutions of varying initial concentration, though the isotherm may also be obtained by using various masses of adsorbent with the same initial solution concentration.

Figure 1.9 A representative adsorption isotherm

The shape of the adsorption isotherm is strongly affected by a multitude of factors including temperature (Aksu, 2001), solution pH (Martins et al., 2004), the presence of competing substances (Newcombe et al., 2002), the solid to liquid ratio (Limousin et al., 2007), the media particle size (Yean et al., 2005), and the agitation speed (Demirbaş et al., 2002). Furthermore, it is assumed that the isotherm describes the equilibrium state; however, some media are very slow to reach equilibrium and therefore, when using standard 24-48 hr batch adsorption techniques, there are many instances where sufficient time may not have been allowed for equilibrium to be achieved (Limousin et al., 2007). Considering the variability inherent in batch testing, their results are not considered to be suitably informative for the design of in-field filtration systems (Zeng, 2003; Rao et al., 2011), and instead, flow-through experiments are recommended for this purpose (Drizo et al., 2002).
Full-scale field testing is likely to be the only way to fully and confidently assess a media for a given purpose (Pratt and Shilton, 2009). However, it is obviously unjustifiable to perform such large-scale, costly investigations with an unproven material; it may have insufficient capacity or kinetic characteristics which render it ineffective, and there are other major considerations such as the possibility of metals or other polluting substances leaching from the media and causing environmental damage (Golder et al., 2006; Yilmaz et al., 2011; Velghe et al., 2012). For these reasons, laboratory-based flow-through experiments should form an integral part of any media assessment procedure (Ali and Gupta, 2007).

Rapid small-scale column tests (RSSCTs) have proven very popular as a flow-through testing methodology capable of producing quick results (Crittenden et al., 1991), and they are excellent for many applications. RSSCTs involve the use of equations to scale down media particle sizes and filter contact times in such a manner as to achieve exact similitude between large-scale and small-scale column tests. However, as a single RSSCT provides predictions for only one single large-scale filter in which exact similitude is maintained, thus individual RSSCTs are required for each possible permutation of full-scale filter design (in terms of loading rate, bed depth etc.); this is a major limitation of the RSSCT approach (Chowdhury, 2013). To obtain more versatile assessments of media performance, fixed-bed modelling approaches like the bed depth service time (BDST) technique proposed by Hutchins (1973) are often used.

Though flow-through experiments are most suitable for assessing the potential in-field performance of media, there has been an over-reliance on batch testing (Ali and Gupta, 2007), with this popularity largely attributable to their convenience and speed (Jang et al., 1998; Gupta et al., 2010). Large-scale flow-through experiments may, by comparison, take weeks (Razali et al., 2007), months (Heal et al., 2003; Bowden et al., 2009), or even years (Baker et al., 1998) to complete. When using RSSCT methodologies, the principles of similitude used to scale down full-scale filters may not always be applicable (Chowdhury, 2013), or even practicable when using adsorbents other than granular activated carbon (GAC) - the media with which the methodology was developed. For example, many low-cost P sorbing materials are of a highly heterogeneous composition compared to GAC, and different particle sizes may differ greatly in their physical, chemical, and therefore, their adsorptive properties, e.g. fly-ash (Erdoğdu and Türker, 1998; Kara et al., 2007), red mud (Gupta et al., 2001) and aluminium drinking water residual (Ippolito et al., 2011).
Chapter 1

1.8 Mathematical modelling

The usefulness of batch and column experiments can be greatly expanded with the use of mathematical modelling. For example, in batch adsorption systems, the equilibrium solid-phase adsorbate concentration, \( q_e \) (mg g\(^{-1}\)), and the equilibrium liquid-phase adsorbate concentration, \( C_e \) (mg L\(^{-1}\)), may be related to one another thus:

\[
q_e = \frac{(C_0 - C_e)V}{m} \quad (1)
\]

where \( C_0 \) is the initial liquid-phase adsorbate concentration data (mg L\(^{-1}\)), \( V \) is the volume of solution (L), and \( m \) is the mass of adsorbent material (g). The equilibrium concentration data obtained from batch tests are often fit to an adsorption isotherm model to gain further insight into the adsorption system; the two most commonly used models are the Langmuir (Langmuir, 1918) and the Freundlich (Freundlich, 1906) equations.

The Langmuir equation is as follows:

\[
q_e = q_m \frac{K_L C_e}{1 + K_L C_e} \quad (2)
\]

Where \( q_m \) is the theoretical maximum solid-phase concentration (i.e. the solid-phase concentration at media saturation) (mg g\(^{-1}\)), and \( K_L \) is a constant of the Langmuir equation.

As can be seen from the equation above, at high concentrations (i.e. at high values of \( C_e \)), the fractional term on the right-hand side of the equation will approach unity (as the 1 in the denominator of the fraction becomes negligible compared to the product of \( K_L \) and \( C_e \)) and \( q_e \) will therefore tend towards a value of \( q_m \). Should the adsorption isotherm data obtained from batch tests fit the Langmuir model, the implication is that the adsorbent surface has a finite adsorption capacity; at high solution concentrations, a monolayer of adsorbate molecules forms on the surface of the adsorbent (once \( q_e = q_m \)), and after this point it is assumed that the medium has no further adsorption capacity.

The Freundlich adsorption model, in contrast, allows for multilayer adsorption; the Freundlich equation is as follows:

\[
q_e = K_F C_e^{\frac{1}{n}} \quad (3)
\]

Where \( K_F \) and \( n \) are empirical constants of the Freundlich model.
In cases where batch adsorption data best fits the Freundlich model, it is indicative of there being no easily defined maximum adsorption capacity per se (as with the Langmuir equation), rather the Freundlich equation predicts multi-layer adsorption with an exponentially decreasing attraction as the adsorbent becomes increasingly saturated.

While the Langmuir and Freundlich equations are the most widely used isotherm models, there are a vast multitude of other adsorption models available. The Koble-Corrigan (Koble and Corrigan, 1952) equation is an example of a model which is essentially a hybrid of the Langmuir and Freundlich equations (Han et al., 2009), making it ideal for studying media with heterogeneous surfaces (Behnamfard and Salarirad, 2009). The Koble-Corrigan (K-C) equation is as follows:

$$q_e = \frac{A_{KC}C_e^p}{1+B_{KC}C_e^p} \quad (4)$$

Where $A_{KC}$, $B_{KC}$, and $p$ are constants of the K-C model.

As can be seen, the form of the K-C equation is very similar to that of the Langmuir equation, and indeed if we let $p$ equal to 1, the equation reduces to the Langmuir equation (where $B_{KC}$ is analogous to $K_L$, and $A_{KC}$ is analogous to the product $q_mK_L$). As with the Langmuir equation, at high concentrations the unity term in the denominator of the right-hand-side becomes negligible and $q_e$ tends towards an upper limit (i.e. $q_e \approx A_{KC}/B_{KC}$); at low concentrations (where the product $B_{KC}C_e^p$ is very small and the denominator approaches a value of 1) however, the K-C model more closely resembles the Freundlich isotherm with $A_{KC}$ being analogous to $K_F$ and $p$ being analogous to $1/n$. Having 3 model parameters, the K-C model is particularly versatile for the description of adsorption on heterogeneous surfaces and can often describe a wider range of adsorptive behaviours than either the Freundlich or Langmuir models alone.

The utility of flow-through adsorption experiments is similarly improved with the application of mathematical modelling techniques. In the case of such experiments, modelling is often used as means of using the results from flow-through experiments to predict the breakthrough curves of flow-through filters subjected to loading rates and concentrations other than those used in the initial experiment. A highly popular example of the use of such modelling techniques can be seen in the bed depth service time (BDST) approach developed by Hutchins (1973). This was based on the Adams-Bohart model which is as follows:
\[
\ln \left( \frac{C_0}{C_b} - 1 \right) = K_{BA} N_O \frac{Z}{U} - k_{BA} C_0 t_b
\]  

(5)

where \( C_b \) is the effluent breakthrough concentration at a corresponding breakthrough time (mg L\(^{-1}\)), \( t_b \) (min); \( K_{BA} \) is a kinetic constant associated with the B-A model, \( N_o \) is the adsorptive capacity of the medium per unit volume of the bed (mg L\(^{-1}\)), \( z \) is the depth of medium in the filter bed (m), and \( U \) is the linear flow velocity (m min\(^{-1}\)).

Rearranging this into a linear form gives Hutchins’ BDST equation:

\[
t_b = \frac{N_o}{C_0 U} z - \frac{1}{K_{BA} C_0} \ln \left( \frac{C_0}{C_b} - 1 \right)
\]  

(6)

Because this is in the form \( t_b = a \cdot z - b \) the B-A model parameters \( N_o \) and \( K_{BA} \) may be easily calculated from a plot of \( t_b \) vs. \( z \):

\[
a = \text{slope} = \frac{N_o}{C_0 U}
\]  

(7)

\[
b = \text{intercept} = \frac{1}{K_{BA} C_0} \ln \left( \frac{C_0}{C_b} - 1 \right)
\]  

(8)

Suppose results are obtained from a number of flow-through adsorption experiments performed using a variety of bed depths; if a graph of \( t_b \) against bed depth, \( z \), yields a linear plot, it may be assumed that the BDST model is appropriate for the description of the adsorbate-adsorbent system in question. Importantly, by interpolation and extrapolation using the linear BDST equation, predictions of breakthrough time can be made for filter beds which have depths greater than those initially studied. This allows for scaled down lab-based experiments to be used to design large scale in-field phosphorus removal structures and therefore significantly improves the usefulness of such flow-through investigations.
1.9 Knowledge gaps and project aims

Further research is urgently needed to identify methods of preventing P losses from sources where current best management practices are proving inefficient or ineffective. As outlined above, a prime example of such a case is losses of SRP associated with forestry harvesting on blanket peat soils. The primary goal of this study was to address this need, though it is hoped that the methods and models developed will ultimately also be of use to mitigation of P losses from sources other than peatland forestry. The knowledge gaps addressed by this research are outlined below:

1. It is well known that interactions between adsorbents and wastewaters are extremely complex, influenced by a multitude of factors including solution pH, ionic strength, and concentrations of competing anions and cations. There is a consequent need to investigate each adsorbent-wastewater system on an individual basis, and though low-cost adsorbents have shown great promise in reducing P losses from diffuse sources such as agriculture, their potential to reduce P losses associated with clearfelling of peatland forestry remains largely unexplored.

2. Large-scale column experiments are commonly used for the purpose of assessing a novel adsorbent, but these are labour- and cost-intensive, taking many weeks, months, or even years to complete. They also necessitate the use of very large volumes of wastewater, and this wastewater must be regularly sourced in order for it to be representative of onsite conditions. Limitations of current RSSCT methodologies can make them unsuitable for use with many low-cost adsorbents - particularly those which are highly variable in terms of physical and chemical makeup, and there is therefore a need for a rapid way to investigate media under flow-through conditions that will give comparable results to long-term column studies.

3. Another major limitation of current RSSCT methodologies is that individual RSSCTs are required to predict the performance of each possible large-scale filter. Mathematical models exist to address this concern, but these models are usually developed using well-structured 'ideal' adsorbents such as GAC, and hence often do not satisfactorily describe the performance of flow-through reactors utilising low-cost adsorbents of variable composition. There is therefore a need to develop a modelling strategy that will allow researchers to use experimental results from laboratory-based
tests with low-cost adsorbents to predict the potential performance of hypothetical large-scale filters with sufficient accuracy to warrant pilot-scale in-field trials.

4. With potential media identified, there is a need to perform column studies using real wastewater (in this case, forestry runoff and dairy-soiled water), both to address the shortcomings of batch tests, and to assess other practicalities such as potential pollution-swapping issues which might preclude a medium from in-field usage.

The primary aims of this study were:

1. To identify media which would be capable of removing dissolved P from solution in a solution matrix representative of peat forestry runoff. This is intended to address the first knowledge gap identified above.

2. To develop a RSSCT methodology that is applicable to low-cost adsorbents which have highly variable physical and chemical properties, and demonstrate that this methodology may be used to predict the performance of large scale columns. This is intended to address the second knowledge gap identified above.

3. To develop and demonstrate the validity of a modelling procedure which will allow the user to make predictions as to the potential efficacy of an in-field filter using results from the RSSCTs, whose methodology was developed previously. This is intended to address the third knowledge gap identified above.

4. To assess the in-field potential of the media which showed greatest promise in batch tests by applying the experimental and modelling approaches developed previously, while also addressing possible pollution swapping issues which might preclude their use in real world applications. This is intended to address the fourth knowledge gap identified above.
1.10 Structure of Dissertation

This thesis comprises four papers, the first three of which are published and the fourth of which is currently in review for publication.

Chapter 2 presents an overview of experimental methodologies and schematics of the experimental apparatuses used.

Chapter 3 comprises a published paper, "Use of amendments in a peat soil to reduce phosphorus losses from forestry operations" (Ecological Engineering 85: 193-200). This chapter reports on the results of batch tests performed with various P sorbing materials, and examines the influence of a peat soil environment on their ability to remove P from aqueous solution. This addresses the first aim of this study.

Chapter 4 comprises a published paper, "Evaluating the long-term performance of low-cost adsorbents using small-scale adsorption column experiments" (Water Research 101: 429-440). This chapter investigates the use of small-scale column experiments to predict the performances of large-scale adsorption and introduces a model, which can describe the convex breakthrough curves often observed in flow through experiments using low-cost adsorbents. This addresses the second aim of this study.

Chapter 5 comprises a published paper, "Predicting the propagation of concentration and saturation fronts in fixed-bed filters" (Water Research 123: 556-568). This chapter describes the development of a modelling strategy, which allows a user to predict the long-term performances of large-scale column experiments using results from multiple short-term small-scale column experiments. This addresses the third aim of this study.

Chapter 6 comprises a paper, currently under review, entitled, "A novel method to rapidly assess the suitability of low-cost adsorbents for the mitigation of point and nonpoint source phosphorus losses". This chapter reports on the results of small-scale column experiments using aluminium water treatment residual and crushed concrete to remove P from peatland forestry runoff and dairy-soiled water. The release of metals and the effect of each media on wastewater pH was also investigated. This addresses the fourth aim of this study.

Chapter 7 presents the conclusions and recommendations.
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Chapter 2

2.1 Experimental Methodologies

This study aimed to identify and assess the potential of phosphorus sorbing media (PSM) capable of removing dissolved P from aqueous solution. A number of different experimental methodologies were implemented to achieve this aim and descriptions of these methodologies, as they were applied in this study, are provided in this chapter.

2.2 Batch tests

Batch adsorption experiments are a common first step in the characterisation of adsorptive media (Crini and Badot, 2008) and, as described in Chapter 1, such tests are routinely used to examine the equilibrium relationship between the solid phase concentration (the amount of adsorbate associated with the solid adsorbent) and the liquid phase concentration (the amount of adsorbate dissolved in the adsorbate solution) for a given adsorption system.

To perform a basic batch adsorption test, known masses of a solid adsorbent (in this case a potential PSM), \( m \) (g), are first placed into a number of acid-washed glass Erlenmeyer flasks. A known volume, \( V \) (L), of phosphorus-spiked solution (prepared by adding \( \text{K}_2\text{HPO}_4 \) to distilled water) is then added to each of the flasks, which are then sealed with Parafilm M® and agitated at 250RPM on a reciprocal shaker until the adsorbent-solution system reaches equilibrium; an experimental duration of 24 hours is commonly used (Ok et al., 2007). The solution concentration at equilibrium, \( C_e \) (mg/L), is measured, and with the starting solution concentration, \( C_o \) (mg/L), already known, the solid concentration at equilibrium, \( q_e \) (mg/g), may be calculated by:

\[
q_e = \frac{(C_o - C_e)m}{V}
\]

The results of batch tests using a range of starting solution concentrations may be used to construct an adsorption isotherm which may then be fit to a suitable isotherm model (as discussed in section 1.8 of Chapter 1). In this study, batch tests were performed, in the manner described above, using a number of different potential PSM, and further batch tests were performed using a slightly modified methodology whereby small masses of peat soil were also added to the Erlenmeyer flasks at the beginning of each test. A detailed description of the batch test methodologies applied in this study may be found in Section 3.2 of Chapter 3.
2.3 Large-scale column tests

Although batch tests provide a rapid and convenient means of determining whether or not a potential medium has the capacity to remove P from solution, the experimental conditions of such experiments differ greatly from in-field conditions, and consequently these tests offer limited insight into a medium's in-field potential. Crucially, batch tests offer no information regarding a medium's longevity under flow-through conditions like those that might be encountered in phosphorus removal structures of the kind described in Chapter 1. For this reason, the performance of the medium under flow-through conditions representative of in-field usage must be investigated. This is most commonly achieved with the use of large-scale, laboratory-based column experiments.

In this study, large-scale filter-columns were constructed using PVC pipe with an internal diameter of 0.104m. These filters were loaded (in down-flow mode) with a synthetic phosphorus-spiked wastewater which was prepared by adding a small quantity of K$_2$HPO$_4$ to water. The filter-beds were created by packing the PVC columns (in 5 cm layers to ensure uniform packing density throughout) with various potential PSM to create 40 cm deep beds. An overflow pipe exited from the top of the columns, and the invert level of this overflow was located so as to allow for 25 cm of freeboard above the top surface of the filter media. Thus, when loading the columns from above, a constant head (and therefore constant flow rate) could easily be achieved. Influent was supplied to the top of the filter columns using a centrifugal pump, and the overflow pipe returned excess influent to the feed tank located at the base of the column. The filter effluents were collected in tanks which were positioned directly beneath the filter columns, and syringe ports located at bed depths of 0.05, 0.1, 0.18, and 0.25m allowed for the collection of pore water samples from within the filter-beds. Figure 2.1 shows the experimental setup, and further details regarding the large-scale column methodologies applied in this study may be found in sections 4.3 of chapter 4, and 5.3 of chapter 5.
2.4 Small-scale column tests

Despite their usefulness, there are major drawbacks associated with large-scale column tests of the kind described above. As outlined in Chapter 1, operating multiple large filter-columns can be highly cost- and labour-intensive. Furthermore, large-scale filter studies often take months, if not years, to complete. For these reasons, small-scale column tests present a highly attractive alternative to large-scale tests, allowing the user to investigate a potential PSM under flow-through conditions representative of in-field conditions, while offering significant savings in time, labour, and expenditure.

In this study, small-scale filter columns (with lengths of 0.1, 0.15, 0.2, 0.3, and 0.4 m) were prepared by packing polycarbonate/HDPE tubing (internal diameter 0.094 m) with various PSM. The ends of each filter column were inserted into syringe barrels which were packed with small quantities of glass wool, and silicone influent/effluent lines were attached to the tips of the syringe barrels. The columns were attached to a retort stand to maintain a stable vertical orientation, and a peristaltic pump was used to supply wastewater to the base of each filter column. The effluent lines exiting the top of each filter column were routed to autosamplers, which divided the effluent from the columns into a number of acid-washed glass Erlenmeyer flasks. Figure 2.2 shows the experimental setup, and further details regarding the large-scale column methodologies applied in this study may be found in sections 4.3 of chapter 4, and 5.3 of chapter 5.
Sample collection was carried out using a simple autosampler as shown in Fig. 2.3. The autosampler consisted of a rotating arm (mounted on a central motor/clock mechanism), which guided the outlet of the silicone effluent line on a circular path around a v-shaped groove. This groove was divided into six sections, with a small outlet holes drilled in the centre of each section; the effluent was thus divided into six separate containers in sequence as the effluent line completed one revolution of the groove every 12 hours.
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Chapter 3

Phosphorus (P) sorbing materials have shown great promise for the removal of P from a multitude of wastewaters, though their potential for treatment of peatland forestry runoff remains largely unexplored. The first aim this thesis was to address this knowledge gap. The study detailed in this chapter used batch adsorption tests to examine the ability of six materials, (1) aluminium water treatment residual (Al-WTR) (2) crushed concrete (3) gypsum, (4) magnesium hydroxide Mg(OH)$_2$ (5) magnesium oxide (MgO), and (6) steel wool, to remove P from aqueous solution in the presence of a forest peat soil.

The contents of this chapter have been published in Ecological Engineering [Ecol. Eng. 85, 193–200 (2015)]. Oisin Callery designed and set up the experiment, carried out all of the testing and analysis, and is the primary author of this publication. Dr. Mark G. Healy contributed to the experimental design and paper writing. Dr. Ray Brennan assisted with the data analysis. The published paper is included in Appendix A.
Use of amendments in a peat soil to reduce phosphorus losses from forestry operations

O. Callery, R.B. Brennan, M.G. Healy

Civil Engineering, National University of Ireland, Galway, Co. Galway, Rep. of Ireland.

Abstract

Forestry harvesting on peats is known to result in significant losses of soil phosphorus (P) to adjacent waters, and the issue is becoming an increasingly serious concern as peatland forest stocks mature and reach harvestable age. One potential solution could be the use of low-cost P recovery techniques based on the chemical precipitation and/or adsorption of the dissolved fraction of soil P, which would otherwise be lost. Such recovery techniques have shown promise in similar applications on mineral soils. However, the interaction of peat with P adsorbing materials can significantly alter their adsorptive characteristics, and it is consequentially not known what materials might be suitable for this application. This study compared the performance of six potential soil amendments (aluminum water treatment residual (Al-WTR), crushed concrete, gypsum, magnesium hydroxide, magnesium oxide, and steel wool) in removing P from aqueous solution in the presence of a typical forest peat soil. Comparison of adsorption isotherms plotted from these batch adsorption studies showed that the observed P adsorption maxima of Al-WTR and steel wool were increased by the presence of peat, from 10.6 mg g\(^{-1}\) and 20.4 mg g\(^{-1}\), to 11.8 mg g\(^{-1}\) and 52.5 mg g\(^{-1}\), respectively. In contrast, the observed P adsorption maxima of crushed concrete, gypsum, and magnesium oxide were reduced in the presence of peat, by 44\%, 87\%, and 37\%, respectively. The maximum P adsorption achieved by magnesium hydroxide was increased from 29.8 mg g\(^{-1}\) to 59 mg g\(^{-1}\) at an amendment to peat-solid ratio of 1:4, but decreased from 73.9 mg g\(^{-1}\) to 23.6 mg g\(^{-1}\) at an amendment to peat-solid ratio of 1:10. It was concluded that Al-WTR, in particular, shows considerable promise for use as a soil amendment for P immobilization in a peat environment.
3.1 Introduction

Ireland's forestry stock of 731,000 ha covers about 10.5% of the country, of which 44% is planted on peats (National Forest Inventory, 2012). Peats, especially ombrotrophic upland blanket peats, are generally lacking in minerals like aluminum (Al) and iron (Fe), and consequently have extremely low soil phosphorus (P) sorption capacities (Renou et al., 2000). As a result, any P released by the forestry operations, such as clearfelling and afforestation, is liable to leach unimpeded into adjacent receiving waters, even with the application of current best management practices targeted at preventing such pollution (Finnegan et al., 2014).

Nutrient enrichment, or eutrophication, of inland waters is recognized as Ireland’s most serious environmental pollution problem (Department of the Environment, 2002). As P has been identified as the primary nutrient limiting eutrophication in freshwaters (Carpenter et al., 1998; Boesch et al., 2001), preventing its migration from soil to aquatic environments is paramount. The oligotrophic nature of Ireland's upland catchments, and the unique flora and fauna present in these waters, make them particularly sensitive to eutrophication (Mainstone and Parr, 2002; Hutton et al., 2008). These forested peat catchments are headwaters for many of Ireland’s river systems, a great number of which contain important salmonid populations (Giller and O’Halloran, 2004), as well as other species protected under European Union (EU) legislation (O’Driscoll et al., 2012; Reid et al., 2013). Consequentially, pollution from diffuse, low concentration sources of P, such as forestry, is capable of causing considerable environmental damage to an area much larger than that which is forested.

The sustained release of P following forestry harvesting has been highlighted as an issue of particular concern, as much of Ireland's current peatland forestry stock was planted between the 1950s and the 1990s (Renou and Farrell, 2005) and has now reached, or is reaching, harvestable age (Rodgers et al., 2010). Clearfelling is the harvesting technique most prevalent in Ireland, and accounted for 76.6% of timber felled between 2006 and 2012 (National Forest Inventory, 2012). Clearfelling involves the removal from site of the commercially-viable portions of the forestry crop (i.e. tree trunks), leaving large amounts of P to remain onsite, present both in the soil and in the non-commercial logging residues, or 'brash'. This brash accounts for a considerable percentage of the above ground nutrients contained in a typical coniferous tree (Moffat et al., 2006), and it has been shown to release these nutrients for many years following its deposition (Titus and Malcolm, 1999; Hyvönen et al., 2000). To compound the issue, the use of brash mats to form temporary driving surfaces for heavy
felling machinery is an essential management practice, as it prevents serious damage to the underlying soil (Moffat et al., 2006). Clearfelling completely disrupts natural P cycling in a forest ecosystem, with the deposition of brash mats resulting in increased P availability, while the concurrent removal of trees from site results in decreased P uptake and sequestration - a situation which greatly increases the threat of P leaching to aquatic ecosystems (Schaller et al., 2015).

While rates of afforestation on blanket peats have been in decline in recent years (National Forest Inventory, 2012), the harvesting of presently established forest is inevitable, as are the resulting water quality issues, if effective pollution mitigation measures are not implemented. Current best management practices advocate the use of riparian buffer strips between forestry and adjacent aquatic zones (Forest Service, 2000). Previous research has found the use of suitably large riparian buffer zones on peat soils to be largely successful in protecting surface waters from influxes of suspended sediments and associated particulate nutrients (Nieminen et al., 2005). However, with peat's low P adsorption capacity, the performance of these buffer zones in satisfactorily mitigating the flow of dissolved P off site varies greatly. Moreover, it has been found that these buffer zones' effect can be anywhere from positive, with total retention of released P (Vaaninen et al., 2008), to negative, compounding the issue with additional P release (Vasander et al., 2003; Liljaniemi et al., 2003).

There has been increasing interest in the use of soil amendments to control P losses from diffuse sources, such as land spreading of manure from dairy cattle (Brennan et al., 2011a,b) and pigs (O’Flynn et al., 2012), land spreading of dairy waste water from washing of milking parlors (Serrenho et al., 2012), and construction of wetlands on sites previously used for agriculture (Ann et al., 1999). The use of chemical amendments has shown much promise in these instances, though there has been little to no investigation into the practice’s potential in abating the loss of P from peatland forestry. The performance of chemical amendments in this context has the potential to be quite different, as the interaction of amendments with the complex chemistry of peat can significantly alter their P removal performance (James et al., 1992).

This study tested the hypothesis that chemical amendments could immobilize P in a forest peat soil. To address this hypothesis, the aim of this study was to identify and compare potential soil amendments which function well in a peat chemistry environment and, when mixed with peat onsite, could increase the adsorptive capacity of the amendment-soil mixture to the point where P losses from a forestry site would no longer pose a risk to receiving
surface waters. Specifically, the objectives of this study were to: (1) identify chemical amendments capable of removing P from an aqueous solution which mimics the chemistry of runoff/ground water on a forested peat site (2) compare the performance of each amendment and identify the amendment most ideally suited to application in a forested peat site (3) analyze the effect of peat on the performance of each amendment in terms of its adsorptive capacity.

3.2 Materials and Methods

3.2.1 Collection and characterization of peat samples

Samples of blanket peat were collected from a recently clearfelled riparian buffer zone, located near the town of Oughterard, County Galway, Ireland (approx. coordinates 53.375N, -9.419E). The peat was collected from a stratum of homogeneous composition, at a depth of 5-25cm from the surface (the surface layer of vegetation and semi-decayed sphagnum moss was discarded, along with any larger roots and plant fibers). The peat was moderately to strongly decomposed with only some recognizable plant structure visible and approximately one third to one half of the peat being extruded through the fingers on squeezing (corresponding to a Von Post (1922) classification of H6-H7). Before testing, the samples were homogenized by repeatedly folding and kneading the peat until its texture and water content were entirely uniform. Once homogenized, peat samples were sealed in airtight Ziploc® bags and stored in a temperature-controlled room at 11°C until testing commenced. The water content of the homogenized peat was determined to be 872.12±7.28% (calculated as a the mass of water divided by the mass of solids) by oven drying the peat for 24 h at 105°C (BSI, 1990).

3.2.2 Sourcing and characterization of amendments

The following amendments were used in this study (Table 3.1): dewatered aluminum sulphate water treatment residual (Al-WTR; oven dried for 24 h at 105°C and ground to pass a 0.5 mm sieve), crushed concrete cubes (pulverized with a mortar and pestle and ground to pass a 0.5 mm sieve), gypsum (sourced from recycled plasterboard, supplied as a powder, and passed through a 0.5 mm sieve to ensure uniformity), magnesium oxide (MgO; sourced from seawater, supplied as a powder, and passed through a 0.5 mm sieve to ensure uniformity), magnesium hydroxide (Mg(OH)₂; sourced from seawater, supplied as a paste, and passed through a 0.5 mm sieve to ensure uniformity) and steel wool (grade 00, fiber diameter approx. 0.04 mm).
Table 3.1 Peat and amendment characteristics

<table>
<thead>
<tr>
<th>Material</th>
<th>Total exchange capacity (meq 100 g$^{-1}$)</th>
<th>pH</th>
<th>Organic matter (%)</th>
<th>P† (mg kg$^{-1}$)</th>
<th>Bray II P (mg kg$^{-1}$)</th>
<th>Ca† (mg kg$^{-1}$)</th>
<th>Mg† (mg kg$^{-1}$)</th>
<th>Fe† (mg kg$^{-1}$)</th>
<th>Al† (mg kg$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peat</td>
<td>11.45</td>
<td>3.8</td>
<td>≈100</td>
<td>5</td>
<td>3</td>
<td>228</td>
<td>142</td>
<td>152</td>
<td>47</td>
</tr>
<tr>
<td>Al-WTR</td>
<td>16.78</td>
<td>7</td>
<td>21.62</td>
<td>2</td>
<td>&lt; 1</td>
<td>2983</td>
<td>32</td>
<td>154</td>
<td>2159</td>
</tr>
<tr>
<td>Gypsum</td>
<td>64.3</td>
<td>8.8</td>
<td>1.85</td>
<td>6</td>
<td>14</td>
<td>11858</td>
<td>296</td>
<td>111</td>
<td>66</td>
</tr>
<tr>
<td>Crushed Concrete</td>
<td>145.15</td>
<td>11.7</td>
<td>0.82</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>27593</td>
<td>622</td>
<td>405</td>
<td>441</td>
</tr>
<tr>
<td>MgO</td>
<td>267.55</td>
<td>10</td>
<td>1.04</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>2734</td>
<td>29760</td>
<td>77</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Mg(OH)$_2$</td>
<td>247.78</td>
<td>9.8</td>
<td>23.53</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>739</td>
<td>28660</td>
<td>57</td>
<td>&lt; 1</td>
</tr>
</tbody>
</table>

†Mehlich -3 extractable

3.2.3 Batch test procedure

Samples were prepared comprising two grams (wet weight) of the homogenized peat, mixed with each of the six amendments, at amendment to peat-solid ratios of 1:10, 1:4 and 1:2. These masses provided a material to solution ratio that was small enough to ensure non-zero equilibrium concentrations, thus allowing the determination of the entire isotherm curve. The material to solution ratio used in the current study was comparable to ratios used in similar studies (Li et al., 2006; Chardon et al., 2012). The samples were placed in separate 50 ml conical flasks and overlain by 25 ml of deionized water, with ortho-phosphorus (PO$_4$-P) concentrations (prepared by adding various amounts of K$_2$HPO$_4$ to deionized water) of 0, 25, 50, 75, 100, and 150 mg P L$^{-1}$. This range of P concentrations was determined to be sufficiently wide to account for the variation in the amendments’ adsorptive capacities, and the dependence of adsorption capacity on the initial concentration (Seo et al., 2005). The flasks were sealed with Parafilm and shaken in a reciprocal shaker (250 rpm) at room temperature (25°C) for 24 h. After 24 h had elapsed, the samples were centrifuged at 14,500 rpm for 5 min, and the supernatant water was passed through a 0.45 µm filter. Dissolved P concentrations of the supernatant water were determined using a nutrient analyzer (Konelab 20, Thermo Clinical Lab systems, Finland) after APHA (1998). Experiments were conducted at natural pH to ensure that all observed changes in pH could be attributed to the addition of peat to the solution. The same procedure was also carried out using identical masses of amendment but without the addition of peat.

3.2.4 Analysis of experimental data
The mass of P adsorbed per gram of adsorbent, \( q_e \), at equilibrium was calculated by:

\[
q_e = \frac{V(C_o - C_e)}{m}
\]

(1)

where \( C_o \) and \( C_e \) are the initial and final PO₄-P concentrations of the solution (mg L⁻¹), \( V \) is the volume of solution (L), and \( m \) is the dry weight of adsorbent (g). For the purpose of these calculations, the PO₄-P adsorbency of the peat was measured and found to be negligible, and for solutions containing peat and amendment, only the dry weight of the amendment was considered in Eqn 1.

The \( C_e \) and \( q_e \) data obtained from the batch tests were fitted to the Koble-Corrigan equation, which was chosen for its ability to model adsorption over a wide range of data, as well as for its being more universally applicable than the commonly used Langmuir and Freundlich equations (Koble and Corrigan, 1952). The Koble-Corrigan equation is as follows:

\[
q_e = \frac{A_K C_e^p}{1 + B_K C_e^p}
\]

(2)

where \( A_K \), \( B_K \) and \( p \) are the Koble-Corrigan isotherm constants determined by using an iterative approach to minimize the value returned by the hybrid fractional error function (HYBRID), an error function used to fit Eqn. 2 to the observed data (Porter et al., 1999):

\[
100 \sum_{i=1}^{n-w} \left( \frac{q_{e,i,meas} - q_{e,i,calc}}{q_{e,i,meas}} \right)^2
\]

(3)

where \( n \) is the number of experimental data points, \( w \) is the number of isotherm constants in the Koble-Corrigan equation (Eqn. 2), \( q_{e,i,meas} \) is the value of \( q_e \) obtained from Eqn. (1), and \( q_{e,i,calc} \) is the value of \( q_e \) obtained from Eqn. (2). By fitting the experimental data for each adsorbent to the Koble-Corrigan equation, it was possible to make predictions for values of \( C_e \) and \( q_e \) for any given \( C_o \). Substituting Eqn. 1 into Eqn. 2 gives:

\[
\frac{V(C_o - C_e)}{m} = \frac{A_K C_e^p}{1 + B_K C_e^p}
\]

(4)

An iterative approach, using Microsoft Excel's Solver™, was then used to determine values of \( C_e \) for any given value of \( C_o \). The impact of peat on the amendments’ performance was evaluated using:

\[
\phi = \frac{q_{e,a,calc}}{q_{e,b,calc}}
\]

(5)

where \( q_{e,a,calc} \) is the modelled mass of P adsorbed by the amendment in a solution containing peat, and \( q_{e,b,calc} \) is the modelled mass of P adsorbed by the amendment in a solution containing no peat. Calculated values of \( \phi > 1 \) indicate a synergistic effect was obtained by exposing an amendment to peat, i.e. the influence of peat chemistry was favorable for P adsorption, while values of \( \phi < 1 \) suggest the opposite, i.e. that the effect was antagonistic. In this way, \( \phi \) could be considered to be a coefficient of synergy.
3.3 Results and Discussion

All of the amendments were effective at removing P from aqueous solution, both with and without the presence of peat in solution. The addition of peat did, however, influence the behavior of all amendments, leading to either improved or diminished adsorptive performance.

3.3.1 Equilibrium adsorption isotherms

Figure 3.1 shows the adsorption isotherms obtained by fitting the Koble-Corrigan model to each of the peat amendment-mixtures (the adsorption isotherms obtained from tests using amendments only are omitted for clarity, but the model coefficients of these tests are provided in Table 3.2). The Koble-Corrigan fitting coefficients ($A_{kc}$, $B_{kc}$, and $p$) as well as slope, and $R^2$ values obtained from plots of $q_{e \text{ calc}}$ (calculated using the Koble-Corrigan equation) vs $q_{e \text{ exp}}$ are shown in Table 3.2. The Koble-Corrigan model fitted the experimental data well, and there was a very good correlation (average $R^2 = 0.94\pm0.1$) between predicted and experimental values. In general, higher values of $q_e$ were observed when the ratio of adsorbent to solution was smaller. This is in agreement with a literature review conducted by Cucarella and Renman (2009), in which analyses of results from batch tests carried out using a wide range of materials demonstrated that smaller adsorbent-to-solution ratios may lead to higher concentrations of P sorbed to the adsorbent materials. Al-WTR, in particular, showed a much larger increase in P adsorption capacity (maximum observed $q_e = 11.8 \text{ mg g}^{-1}$) when added to peat-containing solutions at an amendment to peat-solid ratio of 1:10, compared to amendment to peat-solid ratios of 1:4 and 1:2 (maximum observed $q_e = 3.3 \text{ mg g}^{-1}$ and $3.6 \text{ mg g}^{-1}$, respectively).

Maximum $q_e$ values observed for concrete were 15 mg g$^{-1}$, 8.9 mg g$^{-1}$, and 6.8 mg g$^{-1}$ at amendment to peat-solid ratios of 1:10, 1:4, and 1:2, which were similar to $q_e$ values of 26.8 mg g$^{-1}$, 15.1 mg g$^{-1}$, and 6.6 mg g$^{-1}$ observed for the same masses of concrete, but without the addition of peat. These values are all comparable to the $q_e$ range of 5.1-19.6 mg g$^{-1}$ observed by Egemose et al. (2012). With respect to gypsum, the presence of peat in solution resulted in greatly reduced maximum observed $q_e$ values of 10.8 mg g$^{-1}$, 4.4 mg g$^{-1}$, and 3.6 mg g$^{-1}$ at amendment to peat-solid ratios of 1:10, 1:4, and 1:2, compared to values of 84.8 mg g$^{-1}$, 58.4 mg g$^{-1}$, and 34 mg g$^{-1}$ observed for the same masses without the addition of peat.

Magnesium oxide and Mg(OH)$_2$ displayed the highest P adsorption capacities, with MgO having the greatest of the two, with a maximum $q_e$ of 102.7 mg g$^{-1}$ observed at an amendment to peat-solid ratio of 1:10. Liu et al.(2011) found that removal of Arsenic (As(III)) from
aqueous solution by MgO was due to the \textit{in situ} formation of Mg(OH)$_2$ by reaction of the MgO with water, followed by subsequent adsorption/reaction of the newly formed Mg(OH)$_2$ with the As anion. Liu et al. (2011) also reported that the adsorptive performance of Mg(OH)$_2$ formed \textit{in situ} was greater than that of pre-formed Mg(OH)$_2$, at least partially as a result of

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Best fit Koble-Corrigan adsorption isotherm models derived using non-linear regression methods for (a) magnesium oxide, (b) gypsum, (c) steel wool, (d) crushed concrete, (e) magnesium hydroxide, and (f) Al-WTR, at amendment to peat-solid ratios of 1:10, 1:4, and 1:2.}
\end{figure}
Table 3.2 Koble-Corrigan fitting coefficients, HYBRID errors, and values of slope and R² obtained from plots of qₑ calc vs qₑ exp for all amendments studied.

<table>
<thead>
<tr>
<th>Amendment</th>
<th>Mass of amendment (g)</th>
<th>Mass of Peat (g)</th>
<th>Koble-Corrigan Parameters</th>
<th>Hybrid Error</th>
<th>qₑ calc vs qₑ exp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Aₛ, Bₛ, p</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Aₛ</td>
<td>Bₛ</td>
<td>p</td>
</tr>
<tr>
<td>Al-WTR</td>
<td>0.021</td>
<td>-</td>
<td>0.004</td>
<td>0.000</td>
<td>1.748</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>-</td>
<td>0.002</td>
<td>0.001</td>
<td>1.844</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>-</td>
<td>0.029</td>
<td>0.010</td>
<td>1.090</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.710</td>
<td>0.032</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>2.000</td>
<td>0.669</td>
<td>0.259</td>
<td>1.201</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>2.000</td>
<td>0.001</td>
<td>-0.999</td>
<td>0.000</td>
</tr>
<tr>
<td>Crushed Concrete</td>
<td>0.021</td>
<td>-</td>
<td>1.031</td>
<td>-0.072</td>
<td>0.446</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>-</td>
<td>0.510</td>
<td>0.020</td>
<td>0.873</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>-</td>
<td>1.929</td>
<td>0.205</td>
<td>0.514</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>3.964</td>
<td>-0.099</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>2.000</td>
<td>1.087</td>
<td>0.109</td>
<td>0.935</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>2.000</td>
<td>1.625</td>
<td>0.169</td>
<td>0.585</td>
</tr>
<tr>
<td>Gypsum</td>
<td>0.021</td>
<td>-</td>
<td>0.191</td>
<td>0.002</td>
<td>1.722</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>-</td>
<td>0.004</td>
<td>0.000</td>
<td>2.841</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>-</td>
<td>0.089</td>
<td>-0.950</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.504</td>
<td>-0.381</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>2.000</td>
<td>0.000</td>
<td>-0.999</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>2.000</td>
<td>0.000</td>
<td>-0.999</td>
<td>0.000</td>
</tr>
<tr>
<td>Magnesium Oxide</td>
<td>0.021</td>
<td>-</td>
<td>1.686</td>
<td>0.012</td>
<td>2.406</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>-</td>
<td>27.452</td>
<td>0.442</td>
<td>1.438</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>-</td>
<td>17.694</td>
<td>0.252</td>
<td>0.520</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>23.555</td>
<td>0.177</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>2.000</td>
<td>24.286</td>
<td>0.407</td>
<td>1.197</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>2.000</td>
<td>18.636</td>
<td>0.895</td>
<td>0.774</td>
</tr>
<tr>
<td>Magnesium Hydroxide</td>
<td>0.021</td>
<td>-</td>
<td>1.214</td>
<td>-0.159</td>
<td>0.379</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>-</td>
<td>0.055</td>
<td>0.001</td>
<td>1.474</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>-</td>
<td>0.152</td>
<td>-0.939</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.047</td>
<td>-0.009</td>
<td>1.011</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>2.000</td>
<td>7.849</td>
<td>0.098</td>
<td>1.065</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>2.000</td>
<td>2.075</td>
<td>0.047</td>
<td>1.473</td>
</tr>
<tr>
<td>Steel wool</td>
<td>0.021</td>
<td>-</td>
<td>2.921</td>
<td>0.159</td>
<td>1.484</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>-</td>
<td>4.128</td>
<td>0.411</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>-</td>
<td>1.181</td>
<td>0.156</td>
<td>1.001</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>434.832</td>
<td>9.756</td>
<td>1.352</td>
</tr>
<tr>
<td></td>
<td>0.051</td>
<td>2.000</td>
<td>41.715</td>
<td>0.926</td>
<td>1.313</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>2.000</td>
<td>68.370</td>
<td>2.490</td>
<td>0.728</td>
</tr>
</tbody>
</table>
the former’s larger specific surface area, which was almost 5.5 times greater than that of the latter (58.4 m²g⁻¹ vs. 10.7 m²g⁻¹, respectively). The results of our study indicate that Mg(OH)₂ formed in situ also had a greater adsorptive capacity for PO₄-P compared to that of pre-formed Mg(OH)₂. Stoichiometrically, MgO contains approximately 45% more Mg per unit weight than Mg(OH)₂; however, its P adsorption capacity was observed to be up to 120% greater than that of preformed Mg(OH)₂ in solutions where peat was absent (data not shown).

When steel wool was examined, P adsorption was observed to be inhibited at high initial PO₄-P concentrations (C₀), both with and without the addition of peat. This appeared to be the result of high PO₄-P concentrations inhibiting the formation of the iron oxides/hydroxides responsible for P removal, and it was observed that much less of the steel wool had rusted in these comparatively high concentration solutions. Similar observations were made by Pryor and Cohen (1953), who found that solutions of orthophosphate passivate iron; i.e. iron became less reactive due to presence of a micro-coating in the presence of dissolved air, and Harahuc et al. (2000), who found that phosphate at or above concentrations of 25 mmol inhibited the solubilization of iron.

3.3.2 pH effects

Figure 3.2 summarizes the effect that the addition of peat had on the pH of the solution at equilibrium (after 24 h). The peat displayed a strong buffering capacity, and its addition altered the final pH of the solution at equilibrium in all cases. In real-world applications, an amendment that has a strong effect on pH may not be desirable, as large fluctuations in pH may have a deleterious impact on the environment. For example, the addition of an amendment which increases the soil’s pH may increase soil nitrate (NO₃) concentrations, and the risk of NO₃ leaching could be particularly great during the clearfelling of forestry (Wickström, 2002). After shaking for 24h, the pH of samples containing peat mixed with Al-WTR was found to be closest to those of a solution containing peat only; as can be seen in Figure 3.2, solutions containing peat only had an average pH of 6.04±0.64 and solutions containing Al-WTR mixed with peat had an average pH of 5.21±0.55. The performances of P adsorbent materials are known to be strongly affected by pH, and in acidic soils such as peats, Al and Fe are known to be responsible for the sorption of P (Sato et al., 2005), while binding by calcium (Ca) and magnesium (Mg) is responsible for P immobilization in alkaline soils (Faulkner and Richardson, 1989; Reddy et al., 1999).
Figure 3.2 Effect of peat on pH at equilibrium
3.3.3 Synergistic Effects

The results indicate that, at certain initial PO₄–P concentrations, a degree of synergy exists between the peat and certain amendments; i.e. their adsorption performance was better in an environment whose chemistry was influenced by peat (Figure 3.3). Al-WTR and steel wool, in particular, showed improved performance across a large range of concentrations, while concrete, gypsum, and MgO showed largely diminished efficacy. The effect of peat on P adsorption by Mg(OH)₂ varied from beneficial to detrimental, depending on the ratio of peat to amendment in solution.

One mechanism by which an amendment's P sorption performance may improve when in a peat environment is as a result of the interaction of humic substances with soluble metal ions. Humic substances facilitate the removal of P through reactions with Al and Fe ions, which results in the formation of insoluble phosphate complexes (Bloom, 1981; Renou et al., 2000). Conversely, humic materials inhibit the removal of P by precipitation with Ca by competing with the phosphate anion for Ca, with this effect being more exaggerated at lower pH (Alvarez et al., 2004; Song et al., 2006; Cao et al., 2007). The formation of humic complexes may therefore contribute both to the observed improvement in Al-WTR and steel wool’s adsorptive performance, as well as the diminished performance of concrete and gypsum. Phosphorus sorption by gypsum, for example, is directly related to its solubility, as its P removal is largely due to precipitation reactions (Penn et al., 2007) and thus the availability of Ca for the formation of calcium phosphates (Kordlaghari and Rowell, 2006).

The concrete used in this study had significantly higher levels of Al and Fe present than the gypsum (Table 3.1), which may explain why its P removal performance was not as adversely affected as gypsum's. Oğuz et al. (2003) found that P removal by concrete was by precipitation of metallic PO₄ salts, which were adsorbed onto the surface of the concrete, and AlPO₄ appeared to be the main product adsorbed onto the surface of the gas concrete examined in their study. This result suggests that the Al and Fe content of the concrete examined in this study, perhaps more so than its Ca content, plays a crucial role in P adsorption. Berg et al. (2005) reported that P removal by crushed gas concrete was not affected by the presence of organic matter in the form of dissolved organic carbon. However, as concrete’s adsorption of P is strongly related to pH, and improves with increasing pH (Oğuz et al., 2003), it appears that the acidification of the solution by the peat is at least partially responsible for the observed reduction in performance.
Chapter 3

The pH buffering action of the peat is also likely to have contributed to the observed synergistic effects by lowering the solution pH, which can improve Al-WTR’s P adsorption, as observed by Yang et al. (2006), and promote corrosion of the steel wool to form P adsorbing iron oxide/hydroxides. Consequently, the peat had a stronger effect on pH at this rate, with the final solution pH ranging from 8.3-8.6, compared to 9.8-10.2 and 9.9-10.5 at amendment to peat-solid ratios of 1:4 and 1:2, respectively. It was also observed that when Mg(OH)$_2$ was added at an amendment to peat-solid ratio of 1:10, recorded $q_e$ values were

![Figure 3.3 Synergistic effect of peat on P adsorption (Refer to Eqn. 5)](image)

The pH buffering action of the peat is also likely to have contributed to the observed synergistic effects by lowering the solution pH, which can improve Al-WTR’s P adsorption, as observed by Yang et al. (2006), and promote corrosion of the steel wool to form P adsorbing iron oxide/hydroxides. Consequently, the peat had a stronger effect on pH at this rate, with the final solution pH ranging from 8.3-8.6, compared to 9.8-10.2 and 9.9-10.5 at amendment to peat-solid ratios of 1:4 and 1:2, respectively. It was also observed that when Mg(OH)$_2$ was added at an amendment to peat-solid ratio of 1:10, recorded $q_e$ values were
much lower than solutions containing Mg(OH)$_2$ at amendment to peat-solid ratios of 1:4 and 1:2. While the reason for this is not entirely clear, the marked difference in pH accompanied by the significant drop in P adsorption strongly suggests that the pH buffering effect of the peat may also be responsible for reducing the P adsorbency of Mg(OH)$_2$ at this lowest rate of amendment. Xie et al. (2013) reported that fulvic and humic acids had a slight negative effect on PO$_4$ adsorption by a magnesium oxide nanoflake-modified diatomite adsorbent, and attributed this observation to the effects of competitive adsorption. It is quite possible that at low Mg(OH)$_2$ to peat ratios this effect is more exaggerated.

3.4 Conclusions

This study found that the presence of peat in solution increased the P adsorption capacities of Al-WTR and steel wool, while the adsorptive capacities of crushed concrete, gypsum, and magnesium oxide were decreased. Magnesium hydroxide showed both increased and decreased adsorptive capacity, depending on the ratio of peat to amendment in solution. Throughout the study, peat displayed considerable ability to buffer the peat-amendment mixture pH. However, the equilibrium pH of solutions containing Al-WTR and gypsum were observed to be closest to the peat's natural pH, indicating that these amendments were best suited to the peat environment. Taking these factors into consideration, the results of this study indicate that Al-WTR, in particular, holds great promise for utilization in the mitigation of P runoff caused by forestry operations on blanket peat sites. Previous research into the use of Al-WTR has shown it to be effective in preventing P runoff when used as a soil amendment in an agricultural context, and this study's findings demonstrate that the chemistry of a peat forest environment is likely to interact with Al-WTR in such a manner as to improve its P removal performance at low P concentrations. As a waste material, an additional benefit lies in the fact that it does not have the production costs associated with other high performing amendments studied, i.e. steel wool and Mg(OH)$_2$.
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Chapter 4

Chapter 3 detailed the results of batch adsorption tests performed to identify media suitable for use in the removal of phosphorus (P) from runoff originating from forestry plantations on blanket peat soils. The results of this study indicated that three materials - aluminum drinking water treatment residual (Al-WTR), crushed concrete, and steel wool - might be suitable for this use. Though batch tests are an important first step in the assessment of P sorbing materials, they don't provide sufficient information to predict the in-field performance of filter media. Large-scale column studies are often used for this purpose; however, these may take weeks, months, or even years to perform. Therefore, there is a need for a rapid way to investigate media under flow-through conditions that will give comparable results to long-term column studies. The second aim of this thesis was to address this knowledge gap.

This chapter details the development of a rapid small-scale flow-through testing methodology that is applicable to low-cost adsorbents which have highly variable physical and chemical properties, and demonstrates that this methodology produces comparable results to large-scale column studies, thus addressing the second aim of this thesis. Initial small-scale filter tests with steel wool indicated that accumulation of iron oxides and hydroxides in the filter-columns rapidly caused filter clogging and rendered it unusable as a filter media. Ferric drinking water treatment residual (Fe-WTR) was therefore substituted for steel wool as an iron-based adsorbent.

The contents of this chapter have been published in Water Research [Water Res. 101, 429–440 (2016)]. Oisín Callery designed and set up the experiment, carried out testing and analysis, developed the mathematical approach used to model experimental data, and is the primary author of this publication. Florian Rognard and Loïc Barthelemy assisted in data collection and analysis. Dr. Mark G. Healy contributed to the experimental design and paper writing. Dr. Ray Brennan assisted with the data analysis. The published paper is included in Appendix B.
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Abstract

This study investigated a novel method of predicting the long-term phosphorus removal performance of large-scale adsorption filters, using data derived from short-term, small-scale column experiments. The filter media investigated were low-cost adsorbents such as aluminum sulfate drinking water treatment residual, ferric sulfate drinking water treatment residual, and fine and coarse crushed concretes. Small-bore adsorption columns were loaded with synthetic wastewater, and treated column effluent volume was plotted against the mass of phosphorus adsorbed per unit mass of filter media. It was observed that the curve described by the data strongly resembled that of a standard adsorption isotherm created from batch adsorption data. Consequently, it was hypothesized that an equation following the form of the Freundlich isotherm would describe the relationship between filter loading and media saturation. Moreover, the relationship between filter loading and effluent concentration could also be derived from this equation. The proposed model was demonstrated to accurately predict the performance of large-scale adsorption filters over a period of up to three months with a very high degree of accuracy. Furthermore, the coefficients necessary to produce said model could be determined from just 24 hours of small-scale experimental data.
4.1 Introduction

Adsorption and surface precipitation are fast, cost-effective, and therefore highly attractive water treatment techniques that are applicable to the removal of a broad range of contaminants. In particular, there is considerable interest in low-cost adsorbents, which may be suitable for use in the treatment of water contaminated by pollutants such as heavy metals, industrial dyes, and nutrients (Demirbas, 2008; Vohla et al., 2011; Yagub et al., 2014). Natural materials, as well as industrial and agricultural wastes, are ideal in this regard, due to their low cost, local availability, and the added economic value associated with avoiding disposal routes such as landfill and incineration (Babel and Kurniawan, 2003; Crini, 2006).

When assessing the suitability of a potential filter medium, batch adsorption experiments are the most commonly utilized test, favored by researchers for their convenience and low cost (Crini and Badot, 2008). In fact, a large proportion of studies (arguably erroneously) rely solely on batch experiments to make inferences as to the behaviour of media in real-world filters (Ali and Gupta, 2007). The data from these batch adsorption tests are used in the construction of adsorption isotherms - curves that describe the removal of a contaminant from a mobile (liquid or gaseous) phase by its binding to a solid phase, across a range of contaminant concentrations. The determination of these isotherms is considered a critical step in the design and optimization of any adsorption process (Behnamfard and Salarirad, 2009; Hamdaoui and Naffrechoux, 2007), and there are a multitude of models describing these equilibrium curves.

Whilst important in the characterisation of potential adsorptive materials, it has been noted that batch adsorption tests have a number of potential shortcomings. Data obtained from batch studies are heavily influenced by factors such as initial solution concentration (Drizo et al., 2002), pH (Cucarella and Renman, 2009), and contact time (McKay, 1996), as well as by experimental conditions which are sometimes very different to real world applications - for example the use of unrealistic solid-to-solution ratios, and the agitation of batch samples (Ádám et al., 2007; Søvik and Kløve, 2005).

Adsorption isotherms may also be determined using flow-through experiments, and the utilization of such methodologies, while not offering an all-encompassing solution, may help to address many of the shortcomings associated with batch studies. Buergisser et al. (1993) note that the solid-to-liquid ratio used when determining sorption isotherms with flow-
through experiments is much closer to ratios that might be found in real-life systems where the adsorption of contaminants plays an important role in the treatment of contaminated waters (e.g. wastewater filtration units, constructed wetland substrates, and riparian buffer zones). Grolimund et al. (1995) also highlighted a number of other advantages of flow-through methodologies, such as the ease of prewashing the media under investigation, the reduced cost of the equipment necessary to perform the analysis, and the mitigation of experimental errors caused by the shaking motions used in batch experiments. A question still remains, however, regarding the applicability of the obtained isotherm to real-world situations. The isotherm alone provides no useful information regarding the longevity of a system (Seo et al., 2005), and when considering potential practical applications, predicting the lifespan of a given filter media is of paramount importance (Johansson, 1999).

Pratt et al. (2012) argue that the only reliable method of predicting the long-term performance of a filter media is full-scale field testing. While this may be true, it is obviously impractical to conduct such a study with an unproven material, and it is therefore desirable to perform short-term, laboratory-based experiments prior to undertaking any such large-scale study. Therefore, to address the question of adsorbent longevity, flow-through experiments in large-scale, laboratory-based columns are the most commonly utilised method, though Crittenden et al. (1991) demonstrated that rapid small-scale column tests (RSSCTs) could also be used to predict the performance of pilot-scale adsorption columns.

There are a number of models commonly used to describe column adsorption, among the most popular of which are the Thomas model (Thomas, 1944), the Clark model (Clark, 1987), the Yoon-Nelson model (Yoon and Nelson, 1984), and the bed depth service time (BDST) model developed by Hutchins (Hutchins, 1973), based on an earlier model proposed by Bohart and Adams (Bohart and Adams, 1920). All of these models attempt to predict the performance of a filter column by studying the relationship between filter loading and effluent concentration, though in full-scale filters this relationship can be far from ideal. When a filter is intermittently loaded, as might be the case, for example, in sub-surface vertical flow constructed wetlands (Healy et al., 2007; Pant et al., 2001), intermittent sand filtration systems (Rodgers et al., 2005), or indeed even riparian buffer zones (Ulén and Etana, 2010; Vidon et al., 2010), the relationship between effluent concentration and running time can be strongly affected by pauses in filter loading. It has been noted by a great many researchers that such breaks in the continuity of loading potentially allows for the diffusion of
adsorbate molecules further into the adsorbent particles, thus resulting in a rejuvenation of the adsorbent surface prior to the next loading cycle (Ouvrard et al., 2002; DeMarco et al., 2003; Greenleaf and SenGupta, 2006; Sengupta and Pandit, 2011). This results in a non-uniform evolution of column effluent concentration with successive loadings, and means that the relationship between effluent concentration and loading is unlikely to follow one of the ideal breakthrough curves described by any of the aforementioned models. For example, the BDST model predicts an S-shaped curve, which is often not observed in laboratory studies, experimental data instead producing linear to convex curves associated with less ideal adsorption (Malkoc et al., 2006; Walker and Weatherley, 1997). Furthermore, this model is best suited to columns containing ideal adsorbents with continuous flow-through rates that are low enough to allow adsorptive equilibrium to be reached (Jusoh et al., 2007) – conditions which are not necessarily representative of real world conditions.

Considering that the ability to predict the point at which the effluent from an adsorptive filter exceeds a pre-defined contaminant concentration (i.e., the breakthrough point) is the principal objective of any column service time model (Deliyanni et al., 2009), the purpose of the current study was to develop a model capable of predicting filter breakthrough, while addressing the difficulties of modelling effluent concentration from an intermittently loaded filter. The proposed model works under the hypothesis that, if the relationship between filter media saturation and filter loading can be accurately described for an intermittently loaded filter, then effluent concentration can be obtained implicitly for any given influent concentration, and in the case of an intermittently loaded media, this approach is likely to be more successful than attempting to simply model the effluent concentration directly. To the best of our knowledge, this approach to predicting filter longevity has not been attempted before.

The proposed model was developed from rapid small-scale column tests, and its accuracy was confirmed using large-scale, laboratory-based filters which, in terms of media mass and loading, were two orders of magnitude larger than the experiment from which the model was derived. To test the model’s adaptability to variations in operating conditions such as 1) removal of contaminants, 2) continuous loading, 3) treatment of complex sample matrices, 4) variations in contaminant concentration, and 5) variations in filter hydraulic retention time (HRT), the proposed model was fit to published data from a previous study (Claveau-Mallet et al., 2013).
The speed and ease with which the proposed experimental procedure may be performed, as well as the low costs associated with equipment and analysis, make this methodology an attractive complement to batch tests, as it provides an estimate of filter longevity in a similarly short timeframe to batch tests’ provision of estimates of filter capacity. As is the case with the RSSCTs proposed by Crittenden et al. (1991), the proposed model makes rapid predictions of filter longevity without the need for any preceding kinetic or isotherm studies, and only a small volume of sample wastewater is required for collection of the experimental data necessary to construct the model. In contrast with RSSCTs, the proposed model focuses on filter media subject to intermittent loading, modelling media saturation instead of filter effluent concentration. Predictions of filter performance are greatly simplified by virtue of the proposed model’s empirical nature, which circumvents the need to consider mechanistic factors such as solute transport mechanisms and intraparticle diffusivities.

4.2 Theory

Where a wastewater is loaded onto an adsorptive filter column, and the effluent collected in a number of containers, the relationship between the total volume of wastewater filtered and the mass of a contaminant adsorbed per unit mass of filter media is described by:

\[ q_e = \sum_{i=1}^{n} \frac{(c_o - c_{e,i})V_i}{m} \]  

(1)

where \( q_e \) is the cumulative mass of contaminant adsorbed per gram of filter media, \( n \) is the number of containers in which the total volume of effluent (\( \sum V_i \)) is collected, \( c_o \) is the influent contaminant concentration, \( c_{e,i} \) is the effluent contaminant concentration in the \( i^{th} \) container, \( V_i \) is the volume of effluent contained in the \( i^{th} \) container, and \( m \) is the mass of filter media contained in the filter column.

The Freundlich adsorption isotherm (Freundlich, 1906) is an empirical model describing the relationship between the adsorption of a contaminant from a mobile phase to a solid phase across a range of contaminant concentrations. The equation is as follows:

\[ q_e = K_f C^{\frac{1}{n}} \]

(2)

where \( q_e \) is the cumulative mass of contaminant adsorbed per gram of filter media, \( C \) is the
contaminant concentration of the supernatant at equilibrium, and \( K_f \) and \( n \) are the Freundlich constants. The Freundlich equation assumes that the heat of adsorption decreases in magnitude with increasing extent of adsorption, and that this decline in the heat of adsorption is logarithmic, thus implying an exponential distribution of adsorption sites and energies (Sheindorf et al., 1981; Thomas and Crittenden, 1998). There is much experimental evidence that the real energy distributions, while perhaps not being strictly exponential, are indeed roughly of this sort (Cooney, 1998). Being a characteristic of the media, the assumption of exponential distribution remains equally valid, regardless of whether the saturation of the media is due to batch or through-flow exposure to adsorbate molecules. In the case of a batch experiment, the mass of adsorbate bound to the surface of a filter media increases with increasing solute concentration. In the case of a column experiment, the mass of adsorbate bound to the surface of the media increases as more solution is passed through the filter. Column effluent concentration, \( C_e \), increases as progressively more wastewater is passed through the adsorptive media in a filter column, and therefore \( C_e \) is a function of \( V \), the volume treated by the filter. If that function of \( V \) were modeled after Eqn. 2, it could reasonably be hypothesized that there would be some values of \( A \) and \( B \) such that the following equation might hold true:

\[
q_e = AV^{\frac{1}{B}} \quad (3)
\]

where \( B \) is a dimensionless constant of system heterogeneity, just as \( n \) is a heterogeneity factor in the Freundlich equation (Allen et al., 2004), and \( A \) is a constant of proportionality with units \( (\text{mg/g})(L)^{(1/B)} \). This hypothesis was originally arrived at after noting the striking similarity between plots of \( q_e \) vs. \( V \) from column experiments and plots of \( q_e \) vs. \( C_e \) from batch experiments. Eqn. 3 should only be considered valid for \( B > 1 \), as values of \( B < 1 \) would imply that a greater adsorbate concentration in the filter media serves to enhance the free energies of further adsorption. If this were the case, it would contradict the earlier assertion that the heat of adsorption decreases in magnitude with increasing extent of adsorption. Eqn. 3 can be validated in the same manner as the Freundlich equation is validated for batch tests, i.e. by constructing a plot of experimental data and comparing it to the linearized version of the equation:

\[
\ln(q_e) = \ln(A) + B^{-1}\ln(V) \quad (4)
\]

If Eqn. 3 describes the experimental data, the plot of \( \ln(q_e) \) versus \( \ln(V) \) would then be linear,
meaning the model constants could be determined from the plot as follows: \( A = \exp(\text{intercept}) \), and \( B = (\text{slope})^{-1} \). Should the linear plot have a coefficient of determination, \( R^2 \), close to unity, it would indicate that Eqn. 3 is a suitable empirical model to describe the relationship between filter loading and filter media saturation.

Were all the filter column effluent collected in a single container, the average effluent concentration up to any volume, \( V \), would be given by substituting Eqn. 1 into Eqn. 3 to yield:

\[
C_{e_{\text{avg}}} = C_o - A m V \left( \frac{1}{B} - 1 \right)
\]  

(5)

If, however, the effluent were collected in a number of sequentially filled containers, the theoretical concentration of a given effluent aliquot collected at any time over the duration of operation of a filter may be calculated using:

\[
C_{e_{\Delta V}} = C_o - \frac{\Delta q_e m}{\Delta V}
\]

(6)

where \( \Delta V \) is the volume the filter effluent collected in a container between some arbitrary volumes \( V_a \) and \( V_b \), \( C_{e_{\Delta V}} \) is the theoretical concentration of the filter effluent volume \( \Delta V \), and \( \Delta q_e \) is the theoretical change in the mass of contaminant adsorbed per unit mass of filter media from \( V_a \) to \( V_b \).

Assuming Eqn. 3 fits the experimental data with acceptable accuracy, \( \Delta q_e \) between \( V_a \) and \( V_b \) can be calculated as follows:

\[
\Delta q_{e,mod} = A V_b \left( \frac{1}{B} - A V_a \left( \frac{1}{B} \right) \right)
\]

(7)

Substituting Eqn. 7 into Eqn. 6, and letting \( V_a \) equal \( V_{b-\Delta V} \) therefore gives the following:

\[
C_{e_{\Delta V}} = C_o - \frac{A m [\frac{1}{B} (V_b - (V_{b-\Delta V}) \frac{1}{B})]}{\Delta V}
\]

(8)

The concentration of effluent at a given cumulative flow-through volume, \( V \), as opposed to the average concentration, as given by Eqn. 5, can then be estimated by obtaining the concentration across an infinitesimally small \( \Delta V \) as follows:
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\[ C_{ev} = \lim_{\Delta V \to 0} \left[ C_o - \left( \frac{Am\left[\frac{1}{B-1}\left(V-\Delta V\right)^{\frac{1}{B-1}}\right]}{\Delta V} \right) \right] \]  

(9)

This yields the following:

\[ C_{ev} = C_o - \frac{AmV^{\left(\frac{1}{B-1}\right)}}{B} \]  

(10)

Thus, to determine \( V_b \), the volume at which any given breakthrough concentration, \( C_{eb} \), is reached, Eqn. 10 can be rearranged as follows:

\[ V_b = \left( \frac{\left(C_o-C_{eb}\right)B}{Am} \right)^{-\frac{B}{B-1}} \]  

(11)

Eqn. 11 describes the breakthrough curve for all breakthrough effluent concentrations in the range \( 0 < C_{eb} < C_o \), though it is important to note in Eqn. 10 that \( V^{1/B-1} \to 0 \) as \( V \to \infty \), meaning the model will only asymptotically approach total breakthrough, \( C_{eb} = C_o \). This should not pose a limitation at concentration ranges of practical interest, i.e \( 0 < C_{eb} < 0.9(C_o) \). Above this range filter media are commonly thought to have reached exhaustion (Han et al., 2006; Netpradit et al., 2004), and caution should be exercised when trying to utilise the model to predict effluent concentrations past this exhaustion point. The volume at which initial breakthrough occurs, \( V_{b,0} \), is found by letting \( C_{eb} \), in Eqn. 11 equal to 0 mg L\(^{-1}\). Inputting a value less than \( V_{b,0} \) into Eqn. 10 would result in a negative \( C_e \) (as \( V^{1/B-1} \to -\infty \) as \( V \to 0 \)) which should simply be taken as zero. Breakthrough curves can easily be predicted for any filter subjected to equivalent loading by simply multiplying Eqn. 11 by a scaling factor, \( M_2/M_1 \), where \( M_1 \) is the mass of the filter from which the data to derive Eqn.11 was obtained, and \( M_2 \) is the mass of the filter of interest. Eqn. 10 can also be rearranged to yield following linear relationship between \( C_e \) and \( V \):

\[ \ln(C_o - C_e) = (\frac{1}{b} - 1)\ln V + \ln\frac{AM}{B} \]  

(12)

With Eqn. 12, the coefficients \( A \) and \( B \) can theoretically be obtained from the slope and intercept of a plot of \( \ln(C_o-C_e) \) vs \( \ln(V) \) as follows: \( A = B(\exp(\text{intercept})/(M)) \), and \( B = (\text{slope}+1)^{\frac{1}{b}} \). However, as discussed previously, for an intermittently loaded filter column, it is
hypothesized that attempting to model the saturation of the filter media would prove more successful than attempting to directly model column effluent concentration. To complement the explanations given in this section, Figure S4.1 shows the derivation of the breakthrough curve (Eqn. 11) from a mass balance analysis of a filter system.
4.3 Materials and Methods

4.3.1 Preparation of small bore adsorption columns

Small-bore adsorption columns were prepared using polycarbonate tubes with an internal diameter of 0.94 cm and lengths of 10, 15, 20, 30, and 40 cm. Sets of tubes (comprising one tube of each length without replication) were packed with four different adsorbent media. These media comprised mixtures containing (1) aluminium sulfate drinking water treatment residual (Al-WTR; oven dried for 24 h at 105 °C and ground to pass a 0.5 mm sieve) (2) ferric sulfate drinking water treatment residual (Fe-WTR; oven dried for 24 h at 105 °C and ground to pass a 0.5 mm sieve) (3) fine crushed concrete (pulverized with a mortar and pestle and ground to pass a 0.5 mm sieve), and (4) coarse crushed concrete (pulverized with a mortar and pestle and ground to pass a 1.18 mm sieve, but retained by a 0.5 mm sieve); these will henceforth be referred to as media A, B, C, and D, respectively. In a preliminary experiment (not reported here), the relationship between dry density and hydraulic conductivity was studied for each media. On this basis, polycarbonate tubes used in this study were packed with media at a dry density such that each of the columns had a saturated hydraulic conductivity of 0.14 cm s⁻¹. The physical characteristics of the different media were such that this value could be achieved for all four media, and this value of hydraulic conductivity is comparable to that found in constructed wetland substrates (Brix et al., 2001) and slow sand filters (Mauclaire et al., 2006; Rodgers et al., 2004). Plastic syringes with an internal diameter equal to that of the polycarbonate tubes’ outside diameter were fastened, by friction fit, to either end of the columns, and a small quantity of acid-washed glass wool was placed at the top and bottom of each column to retain the filter media within the tube. Flexible silicone tubing was attached to the syringe ends to provide influent and effluent lines, and the columns were attached to a frame to maintain a stable vertical orientation throughout the duration of the experiment.

4.3.2 Operation of small bore adsorption columns

A peristaltic pump with a variable speed motor was used to pump influent water, with an ortho-phosphorus (PO₄-P) concentration of 1 mg L⁻¹, into the base of each small-bore adsorption column at an approximate flow rate of 202±30 ml hr⁻¹. The combination of using a low flow rate in up-flow mode, and the high ratio of the column diameter to adsorbent particle diameter was considered sufficient to preclude any channeling effects.
(Vijayaraghavan et al., 2004). The influent was prepared by adding a small quantity of K$_2$HPO$_4$ to tap water, with the resulting solution having a pH of 8.09±0.37. The simple makeup of the influent precluded interfering chemical interactions, and phosphorus (P) was selected as an excellent example of a contaminant commonly targeted by adsorption filters; its precise quantification is also relatively simple and inexpensive. The pump was operated in twelve hour on/off cycles to achieve loading periods of 24 to 156 hours. The effluent from each column was collected in two-hour aliquots in separate containers using an auto-sampler. The effluent in each container was analyzed for dissolved PO$_4$-P using a nutrient analyzer (Konelab20, Thermo Clinical Lab systems, Finland) after APHA (1998) and the cumulative mass of P adsorbed by the filter media was calculated using Eqn. 1. The limit of detection was determined, after McNaught and Wilkinson (1997), to be 0.009 mg L$^{-1}$.

4.3.3 Preparation of full-scale filter units

The media which showed the highest and the lowest absorbencies in the small-bore column experiments – media A and media D, respectively – were studied in 0.65 m-deep laboratory filters with an internal diameter of 0.104 m. These filters were constructed in triplicate and were packed with filter media to a depth of 0.4 m from the bottom of each column. The free-board of 0.25 m in each column was to allow water to be poured onto the surface without spillage. As was the case in the small bore columns, the mass of media in each column was varied to achieve a packing density such that each of the columns had an approximate hydraulic conductivity of 0.14 cm s$^{-1}$.

4.3.4 Operation of full-scale filter units

The filter units were operated in a temperature-controlled room at 10°C, and were subjected to repeated synthetic wastewater loadings over one to three months (see Figure S4.1 of the supplementary information). The synthetic wastewater influent contained a PO$_4$-P concentration of 1 mg L$^{-1}$, and was loaded manually onto a baffle at the top of the filter media. Columns containing filter media D were loaded with 28 liters of synthetic wastewater per loading event 10 times over the course of one month. Columns containing filter media A were loaded with 28 liters of synthetic wastewater 17 times, and were subsequently loaded nine times with 56 liters, in order to hasten the P saturation of the media. This loading was carried out over the space of three months. For both media, each loading event took place over a period of 1.5 hours, and there was a minimum of one day’s rest between each loading.
event. (see Figure S4.1 of the supplementary information)

4.3.5 Processing of experimental data

During each loading event, the effluent from the filter units was collected in large HDPE containers and was analyzed for PO$_4$-P using a nutrient analyzer (Konelab20, Thermo Clinical Lab systems, Finland) after APHA (1998). The mass of phosphorus adsorbed per unit mass of filter media was calculated using Eqn. 1, and a graph of cumulative $q_e$ versus cumulative collected effluent volume, $V$, was constructed. The observed values of $q_e$ were then compared to values predicted by models created using coefficients calculated from the data collected during small-scale adsorption column experiments.

4.3.6 Verification of model’s adaptability to variances in operating conditions

In their 2013 paper, “Removal of phosphorus, fluoride and metals from a gypsum mining leachate using steel slag filters”, Claveau-Mallet et al. (2013) provided a supplementary file containing concentration and pH data for effluents from columns which were being used to treat reconstituted gypsum mining leachate. In the study, a total of ten columns were operated as five sets of two columns connected in series. These were continuously loaded with leachate for a period of 145-222 days, and effluent concentrations of fluoride (amongst other contaminants) were measured twice per week. Four of the columns were loaded with a low concentration leachate (L1), while the remaining six were fed with a higher concentration leachate (L2). The effluents of those columns fed with leachate L2 showed variations in pH of 4.15±2, while those of columns fed with leachate L1 showed variations of 1.29±0.67. Due to the effect that the large fluctuations in the pH of effluent from columns fed with leachate L2 had on the data, the model proposed in the current study was fit to the effluent fluoride concentration data from the columns fed with leachate L1. The columns were loaded continuously with an influent that had a fluoride concentration of 9 mg L$^{-1}$. Effluent fluoride concentrations were measured twice weekly, and using these data, averages of effluent concentration were used to determine the amount of fluoride removed by the filter media ($q_e$). Given that the columns were loaded at a continuous rate by a peristaltic pump, the volume of leachate filtered ($V$) was taken to be analogous to the time ($T$) for which the columns were running (as $V=\alpha T$, where $\alpha$ is the flow rate in L day$^{-1}$), and a plot of $q_e$ versus $V$ was developed from which the model coefficients, $A$ and $B$, were computed from plots of Eqn. 4, as described previously. The difficulties of modeling non-ideal breakthrough curves was
discussed in detail by Sperlich et al. (2005), and to further validate our proposed model, a supplementary Excel file has been made available with this paper demonstrating our model’s ability to describe and predict (using RSSCT data) the breakthrough curves observed in that study. The Excel file also contains a template to facilitate the fitting of our proposed model to other experimental data.

### 4.3.7 Determination of model error

The hybrid error function (HYBRID), developed by Porter et al. (1999), is a non-linear error function often employed when using non-linear regression methods to predict isotherm parameters. Chan et al. (2012) analyzed data relating to the adsorption of acid dyes onto charcoal, and of the five non-linear error functions studied, concluded that the HYBRID function was the most effective in determining isotherm parameters for the six isotherm equations used in their study. The HYBRID function was used in the current study as a metric for the comparison of the goodness of model fit to experimental data. The function is:

$$\frac{100}{n-p} \sum_{i=1}^{n} \frac{(q_{e,i,meas} - q_{e,i,calc})^2}{q_{e,i,meas}}$$

where \( n \) is the number of experimental data points, \( p \) is the number of constants in the proposed model, \( q_{e,i,meas} \) is the value of \( q_e \) obtained from Eqn. 1, and \( q_{e,i,calc} \) is the value of \( q_e \) obtained from Eqn. 3. The mean percentage error (MPE) was also calculated to provide an easily comparable metric by which to assess the model’s goodness of fit and its bias toward either over- or underestimation of predicted values compared to observed values. The MPE was calculated thus:

$$MPE = \frac{100}{n} \sum_{i=1}^{n} \frac{q_{e,i,meas} - q_{e,i,calc}}{q_{e,i,meas}}$$

where \( n \), \( q_{e,i,meas} \), and \( q_{e,i,calc} \) are the same as given for Eqn. 12. A negative MPE indicates that the model predictions tend to underestimate experimentally observed adsorption, whereas a positive error indicates an overestimation.
4.4 Results and Discussion

4.4.1 Verification of theory at bench scale.

For all four of the media studied, the relationship between filter loading and the mass of P adsorbed per unit mass of filter media, \( q_e \), could be estimated with a very high degree of accuracy by the proposed model (Eqn.3). Figure 4.1 shows the goodness of fit of model predictions made using 36 hours of experimental data. The model coefficients, along with the R\(^2\) values of the linear plots from which they were determined, are shown in Table S4.1. The experimental data fitted the linear expression of the model with a very high degree of accuracy, and the average linear regression coefficients observed for media A, B, C, and D were 0.997, 0.991, 0.963 and 0.997, respectively.

A column containing media A was loaded for 68 hours to study the effect of experimental runtime on the accuracy with which model coefficients could be determined. Revised estimates of model coefficients were determined from experimental data collected at two-hour increments, and a model using these coefficients was fitted to experimental data for the entirety of the period for which the filter was loaded. Figure S4.2a shows the HYBRID error of these models, against the time at which the model coefficients were determined. After an initial sharp drop-off in model error, there was little improvement in model fit past the 24-hour mark. Figure S4.2b shows the goodness of fit to experimental data of models using coefficients determined after 24 and 36 hours of data aggregation, demonstrating that there was little benefit to be gained from experimental run times in excess of 24 hours.
Figure 4.1 Filter media P adsorption (y-axis) vs. filter loading (x-axis), showing observed progressions of media saturation and the goodness of model fit for each media and column length.
To study the accuracy with which effluent concentration, average daily effluent concentration, and total P loss could be predicted, a small-bore adsorption column containing media A was operated for an extended period of 156 hours. All filter effluent was collected in two hour aliquots, and it was possible, using Eqn. 9, to predict the P concentration of any one of these aliquots at any given time. There were 12 hour rest-periods in between loading cycles, and these cessations in filter loading appear to have allowed the filter media to replenish some of its adsorptive potential. Increased P uptake at the beginning of each loading phase resulted in the effluent concentrations producing the cyclical 6-point pattern seen in Figure 4.2a, and this strongly suggests that intraparticle diffusion of P, driven by the concentration gradient within the media particles, resulted in rejuvenation of the media surface; this has also been observed by many others (DeMarco et al., 2003; Greenleaf and Sengupta, 2006; Sengupta and Pandit, 2011; Song et al., 2011). Model predictions of $C_e$ describe the general trend of increasing effluent concentration with increasing volume well, though the model does not describe the cyclical pattern described previously. However, as can be seen in Figure 4.2b, it was possible to produce highly accurate model predictions of average daily effluent concentration; these values could be forecast with a mean error of just 0.59% ± 10.54%. Average daily effluent concentration is, arguably, a more useful metric for assessing the long-term performance of a filter media, and, as seen in Figure 4.2c, predictions of cumulative P loss made using predicted average daily effluent concentration had a mean error of just 3.74% ± 8.31%.

To ensure the results of the small-bore column experiments were replicable, 20 cm columns packed with media A were operated in triplicate for a period of 24 hours, and the model coefficients calculated from each column were compared. As can be seen in Figure S4.3a, the experimental data from each of the three columns fit the linear expression of the proposed model with a coefficient of determination, $R^2$, of 0.996±0.001. The model coefficients were determined as $A = 0.109\pm0.003$ and $B = 1.480\pm0.043$. Figure S4.3b demonstrates the effect of this variability in coefficients on the models produced. After 24 hours of operation, at which 0.5 liters of effluent had been collected, the mean $q_e$ predicted by substituting $V=5$ litres into Eqn. 3 was $0.320\pm0.017$ mg g$^{-1}$. The variability of model predictions being so slight would indicate that this method of determining model coefficients is highly replicable.
Figure 4.2 (a) Comparison of predicted and observed progressions of effluent concentration (y-axis) vs. cumulative filter loading (x-axis), with predictions and observations made on a bi-hourly basis.

Figure 4.2 (b) Comparison of predicted and observed daily mean effluent concentrations (y-axis) vs. cumulative filter loading (x-axis).

Figure 4.2 (c) Comparison of predicted and observed cumulative P loss in effluent (y-axis) vs. cumulative filter loading (x-axis).
4.4.2 Verification of theory at filter-scale.

Figure 4.3 shows the experimental data from large-scale experiments overlain by predictions made using models created from the small-bore adsorption column data. In the case of filter media A, the model obtained from the 24 hour small-bore adsorption study predicted the performance of the full-scale filter unit over three months with a very high degree of accuracy. Predicted values of \( q_e \) differed from observed values by just 2.94\%±4.31\%, and the model fit the observed values with a HYBRID error of just 0.074. In the case of filter media D, predicted values of \( q_e \) differed from observed values by 8.08\%±11.49\%, and the model fit the observed values with a HYBRID error of just 0.070. It was thus demonstrated that, in terms of media mass and loading, scaling the experiment up by approximately two orders of magnitude had very little negative impact on the ability of the model to predict filter performance, appearing to confirm the hypothesis that a small-scale, 24-hour experiment could be used to accurately predict large-scale filter performance over a much greater period. To further validate this assertion, RSSCT data from a study conducted by Sperlich et al. (2005) was used to construct a model which was then used to successfully predict the performance of a lab-scale filter that was over 700 times larger than the RSSCT in terms of filter media mass. This model and the data used in its construction can be found in the supplementary Excel file which has been made available with this paper.

4.4.3 Adaptability of model to varying conditions

Figure 4.4 shows the model proposed by this study fit to fluoride removal data published by Claveau-Mallet et al. (2013). As can be seen, the model described the evolution of fluoride concentrations in the filter effluent well for both those filters fed with a constant fluoride concentration of 9 mg L\(^{-1}\) (Figure 4.4, ‘A’ Columns), and those fed with a variable concentration from the effluent of the preceding filter in a series (Figure 4.4, ‘B’ Columns). This would appear to confirm the model's applicability to contaminants other than P, as well as to filter media other than those examined by this study. The complexity of the wastewater's composition did not appear to have a negative impact on the model's ability to describe the observed data, nor did continuous loading of the columns. Columns 1A, 1B, 4A, and 4B (Figure 4.4) had HRTs of 14.2, 18.2, 4.8, and 4.3 hours, respectively, though these variations in HRT appear to have had no significant impact on the goodness of model fit. Columns 1A and 4A were both loaded using wastewater with a constant fluoride concentration of 9 mg L\(^{-1}\), while columns 1B and 4B were loaded with the effluents from columns 1A and 4A, thus...
Figure 4.3 Comparison of predicted and observed $q_e$ values (y-axis) vs. filter loading (x-axis), demonstrating the ability of the proposed model to predict large-scale filter performance.
Figure 4.4 (a-d) Goodness of model fit to fluoride removal data reported by Claveau-Mallet et al. (2013).
receiving an influent with fluoride concentrations ranging from 0.85-7.66 and 5.86-8.63 mg L\(^{-1}\), respectively. In general, higher MPEs were recorded for models fit to data from columns fed by an influent of varying concentration, and a greater variance in influent concentration resulted in a larger MPE. This would seem to indicate that variation in influent concentration had a negative impact on model fit, though with a maximum recorded MPE of 12.35% (Figure 4.5b), the model appeared to cope well with this variability nonetheless.

### 4.4.4 Practical implications

To be of the greatest utility, a method of filter media characterisation must be easy to use, quick to execute, and should replicate the performance of a field-scale system as closely as possible (Limousin et al., 2007). Many field-scale adsorption systems are loaded intermittently, and it was hypothesized that for such a system, a model which attempted to describe and predict filter media saturation would be more successful than a model which attempted to model filter column effluent directly. The model proposed by this study can be linearized in two ways, and the coefficients required to produce the model can be determined from linear plots of \(q_e\) or \(C_e\) data using linear plots of \(\ln q_e\) vs \(\ln V\) (method 1) and \(\ln(C_o-C_e)\) vs \(\ln V\) (method 2), respectively. The former attempts to model media saturation, while the latter attempts to model column effluent directly. The suitability of an equation to model an adsorption system can be judged by the R\(^2\) correlation coefficient of its linear plot, and when there are multiple methods of linearizing an equation to obtain model coefficients (e.g. as with the Langmuir isotherm) the R\(^2\) can be used to determine the better method (Behnamfard and Salarirad, 2009). As can be seen in Figure 4.5, plots of \(\ln q_e\) vs \(\ln V\) produced graphs with higher linearity than plots of \(\ln(C_o-C_e)\) vs \(\ln V\) in all cases, suggesting that method 1 may be preferable to method 2. To further confirm this hypothesis, graphs of experimental data from small-bore columns containing filter media A were modeled using model coefficients determined using method 1 and method 2, respectively. Figure 4.6 shows the comparison of these models and their goodness of fit to values of \(q_e\) and \(C_e\) obtained experimentally. As can be concluded from analysis of Figure 4.6, coefficients determined using method 1 and method 2 described the evolution of filter effluent with similar accuracy, though method 2 gave marginally better accuracy. In contrast, method 1 was significantly better for producing accurate models of the evolution of filter saturation. This appears to confirm the hypothesis that to predict the performance of an intermittently loaded filter, modeling media saturation is a more successful approach than attempting to model filter effluent concentrations directly.
Figure 4.5 Comparison of the linearity of plots of \( \ln(q_e) \) (left y-axis) vs. \( \ln(V) \) (x-axis), and \( \ln(C_0-C_e) \) (right y-axis) vs. \( \ln(V) \) (x-axis). These plots are used to determine model coefficients by analysis of filter saturation or filter effluent concentration respectively.
Figure 4.6 Plots of $q_e$ (left y-axis) and $C_e$ (right y-axis) vs. filtered volume (x-axis), demonstrating the effect that the method of coefficient determination (ie analysis of filter saturation or analysis of filter effluent concentration) has on model accuracy.
4.5 Conclusions

This study proposed a model capable of describing the non-ideal (i.e. non S-shaped, linear to convex) breakthrough curves often described by data from column experiments using low-cost adsorbents and soils.

- It was demonstrated that the model could be used to describe and predict the performance of multiple low-cost filter media, which were intermittently loaded with a wastewater containing 1 mg L\(^{-1}\) of PO\(_4\)-P.
- The model was fit to data from two independent studies, demonstrating its ability to describe the removal of contaminants other than phosphorus (fluoride and arsenate), and its adaptability to continuous loading conditions, complex wastewater compositions, and variations in HRT.
- It was shown that model parameters could be determined experimentally from both filter effluent data and media saturation data, with the latter approach being more successful when modelling intermittently loaded filters.
- The model was successfully used to predict the performance of lab-scale filter columns which were intermittently loaded over the course of a number of months.
- The model parameters required to predict the performance of the lab-scale filters were determined using data aggregated over a 24 hour period using small-scale column tests.
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Supplement to Chapter 4
Table S4.1  Model coefficients and goodness of fit from 36 hour experiments

<table>
<thead>
<tr>
<th>Filter Media</th>
<th>Length (cm)</th>
<th>Model Coefficients</th>
<th>$q_{\text{calc}}$ vs $q_{\text{expt}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
<td>A</td>
</tr>
<tr>
<td>Media A</td>
<td>10</td>
<td>0.994</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.998</td>
<td>0.125</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.999</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.997</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.997</td>
<td>0.085</td>
</tr>
<tr>
<td>Media B</td>
<td>10</td>
<td>0.973</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.995</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.994</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.996</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.997</td>
<td>0.091</td>
</tr>
<tr>
<td>Media C</td>
<td>10</td>
<td>0.957</td>
<td>0.168</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.959</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.975</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.970</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.954</td>
<td>0.080</td>
</tr>
<tr>
<td>Media D</td>
<td>10</td>
<td>0.932</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.976</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.994</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.997</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.998</td>
<td>0.027</td>
</tr>
</tbody>
</table>
**Figure S4.1**

**(a) Mass in retained vs Filtered Volume, V**

*Eqn. S1: Mass in = C_o(V)*

*Eqn. S2: Mass retained = M(q_e) = M \left( AV^\beta \right)^{1/\beta}*

From *Eqn. 3*

**(b) Mass Leaving Filter in Effluent vs. Filtered Volume**

*Eqn. S3: Mass out = (Eqn. S1) - (Eqn. S2) = C_o(V) - M \left( AV^\beta \right)*

**(c) Effluent Concentration, C_o, vs. Filter Loading, V**

*Eqn. S4: C_o = \frac{\partial}{\partial V} (Eqn. S3) = \frac{\partial}{\partial V} C_o(V) - M \left( AV^\beta \right) = C_o - \frac{AMV^{\frac{1}{\beta} - 1}}{B} = Eqn. 10*

*Effluent Concentration = C_o = C_o - \frac{AMV^{\frac{1}{\beta} - 1}}{B} \text{ Rearranged V} = \left( \frac{(C_o - C_{e})B}{AM} \right)^{\beta/\beta} = Eqn. 11*
Figure S4.2 (a) HYBRID errors (y-axis) of models predicting 68 hours of adsorption column performance, against the time at which model predictions were made (x-axis). Model predictions were revised at two hour increments using increasingly more data as it was obtained.

Figure S4.2 (b) Comparison of predicted and observed progressions of filter media saturation (y-axis) vs. filter column loading time (x-axis). Two models were used to make predictions, with model coefficients determined after 24 and 36 hours respectively.
Figure S4.3
Figure S4.4
Chapter 5

Chapter 4 detailed how rapid small-scale column tests (RSSCTs) and long-term large-scale column tests may be used to obtain similarly useful estimates of filter media longevity. Although the use of RSSCTs provides massive savings of time and cost compared to large-scale column tests, there is still a requirement to perform individual RSSCTs to predict the performances of individual large-scale column tests. This limitation can be addressed with the use of mathematical modeling techniques. However, current modeling methodologies are often unsuitable for the description of adsorption by low-cost adsorbents with highly variable chemical and physical characteristics, and novel methods are therefore required for this purpose. The third aim of this thesis was to address this knowledge gap.

In this chapter, a mathematical modelling approach was developed which related the pore concentrations and media saturation within a filter column to both the volume of wastewater filtered through the column, and the loading rate at which that wastewater was applied to the column. This addresses the third aim of the thesis. The model uses results from multiple small-scale column experiments to determine model coefficients which allow for the full description and prediction of the performances of filters of any size. To validate this approach, the model was fit to a number of independent data sets, and was found to successfully describe these data.

The contents of this chapter have been published in Water Research [Water Res. 123, 556–568 (2017)]. Oisin Callery designed and set up the experiment, carried out all testing and analysis, developed the mathematical approach used to model experimental data, and is the primary author of this publication. Dr. Mark G. Healy contributed to the experimental design and paper writing. The published paper is included in Appendix C.
Predicting the propagation of concentration and saturation fronts in fixed-bed filters
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Abstract

The phenomenon of adsorption is widely exploited across a range of industries to remove contaminants from gases and liquids. Much recent research has focused on identifying low-cost adsorbents which have the potential to be used as alternatives to expensive industry standards like activated carbons. Evaluating these emerging adsorbents entails a considerable amount of labor intensive and costly testing and analysis. This study proposes a simple, low-cost method to rapidly assess the potential of novel media for potential use in large-scale adsorption filters. The filter media investigated in this study were low-cost adsorbents which have been found to be capable of removing dissolved phosphorus from solution, namely: i) aluminum drinking water treatment residual, and ii) crushed concrete. Data collected from multiple small-scale column tests were used to construct a model capable of describing and predicting the progression of adsorbent saturation and the associated effluent concentration breakthrough curves. This model was used to predict the performance of long-term, large-scale filter columns packed with the same media. The approach proved highly successful, and just 24-36 hours of experimental data from the small-scale column experiments were found to provide sufficient information to predict the performance of the large-scale filters for up to three months.
Nomenclature

a  Time constant in Eqn. 6/Eqn.13
a* Time constant in Eqn. 7/Eqn.14
a** Time constant in Eqn. 8/Eqn.15
A  Constant of proportionality in Eqn. 12 (mg g\(^{-1}\))
B  Constant of system heterogeneity in Eqn. 12
C  Sorbate concentration in bulk solution (mg L\(^{-1}\))
C\(_b\) Breakthrough concentration (mg L\(^{-1}\))
C\(_e\) Sorbate concentration of filter effluent (mg L\(^{-1}\))
C\(_o\) Sorbate concentration of filter influent (mg L\(^{-1}\))
k\(_{BA}\) Bohart-Adams rate constant (L mg\(^{-1}\) min\(^{-1}\))
M  Mass of adsorbent (g)
N  Residual sorption capacity of bed (mg L\(^{-1}\))
N'  Fractional residual sorption capacity (N/N\(_o\))
N\(_o\) Sorption capacity of bed at equilibrium (mg L\(^{-1}\))
N\(_t\) Time dependent sorption capacity of bed (mg L\(^{-1}\))
Q  Filter loading rate (L min\(^{-1}\))
q\(_e\) Equilibrium sorbate concentration per unit mass of adsorbent (mg g\(^{-1}\))
q\(_t\) Time dependent sorbate concentration per unit mass of adsorbent (mg g\(^{-1}\))
t  Service time/operating time of bed (min)
t\(_b\) Service time/operating time of bed at breakthrough (i.e. when C\(_e\) = C\(_b\)) (min)
U  Flow velocity of solution past adsorbent (cm min\(^{-1}\))
V  Volume of solution filtered (L)
V\(_B\) Empty bed volumes of solution filtered
V\(_x\) Filter-bed volume to a bed depth of ‘x’ (L)
Z  Filter bed depth (cm)
5.1 Introduction

Adsorbents are used to remove contaminants from gases and liquids across a diverse range of industries including manufacturing, agriculture, mining, and the treatment of both drinking water and municipal wastewater (Dąbrowski, 2001). These industries are naturally interested in achieving optimum treatment efficiency with minimal investment, and there has been a growing interest in 'low-cost adsorbents', which are emerging as alternatives to more expensive and well-established adsorbents such as activated carbons (Babel and Kurniawan, 2003; Crini, 2006). The term ‘low-cost adsorbent’ can be used to describe any abundantly available natural material, industrial byproduct, or waste material which, with minimal processing, has suitable physical and chemical properties to allow for its use in the adsorption of some contaminant of interest (Bailey et al., 1999). Such media often display lower adsorption affinities and saturation capacities than well-established adsorbents, like activated carbons and synthetic resins, but they can nonetheless replace these ostensibly 'better' media with the introduction of minor modifications to adsorption treatment processes (Brown et al., 2000; Reddad et al., 2002): for example, increasing the hydraulic residence time of a filter bed or increasing the adsorbent dose in a batch reactor. Therefore, despite the fact that low-cost adsorbents often display less favorable adsorption characteristics, their use is nonetheless a highly attractive option because of their ability to ultimately achieve equal treatment efficacy to established adsorbents, but at a greatly reduced cost.

The interaction between an adsorbent material and a dissolved contaminant is a highly complex one, influenced by a multitude of factors such as the physicochemical properties of the adsorbent and target adsorbate (Bockris et al., 1995), the composition and pH of the solution matrix (Faust and Aly, 1998), and the contact mechanism (i.e. batch or through-flow) between adsorbent and adsorbate (Goel et al., 2005). The complexity of these interactions makes characterizing the adsorptive properties of a medium for a given contaminant a vital first step in assessing its suitability for any intended treatment process. As low-cost adsorbents are often derived from locally sourced natural materials, industrial by-products, and waste materials, there is an inherent variability in their physical structure and chemical composition; no two low-cost adsorbents are exactly alike, and consequently, no two adsorbents will display identical adsorption characteristics. This problem is exacerbated by the fact that there is equal variability in waste streams, and hence there results an unavoidable necessity to characterize and assess every low-cost medium with respect to every
This poses a significant challenge to researchers, as there is a substantial amount of work involved in characterizing an adsorptive medium prior to its utilization in a real world application. Batch studies, capable of providing a rough approximation of a medium's adsorptive properties, are a common first step in media characterization, and these are an attractive option by virtue of being cheap and easy to perform, with experimental methods well established and results easy to interpret (Crini and Badot, 2008). The primary disadvantage is that batch experimental conditions are radically different to through-flow conditions in real world filter-beds. These studies are, for this reason, unable to provide sufficient information to allow for the design of a full-scale adsorption filters (Søvik and Kløve, 2005). Accordingly, when media are to be used in filter-beds, large-scale field studies are widely considered to be the most reliable method of assessing their potential (Pratt et al., 2012). Such tests provide excellent insight into the behavior of real-world adsorption systems; however, the propriety of conducting such large-scale and costly investigations is questionable when using untested and unproven materials. The limitations of both batch studies and large-scale column studies have made rapid small-scale column tests (RSSCTs), of the kind proposed by Crittenden et al. (1986, 1987), an ideal option for initial media characterization, and it has been repeatedly demonstrated that such tests can provide excellent predictions as to the performances of real-world filter units (Crittenden et al., 1991). RSSCTs involve the use of scaling equations to select media particle sizes, hydraulic loading rates, and empty bed contact times (EBCT, defined as the empty bed volume divided by the flow rate) which will ensure exact similarity of operation between small- and large-scale adsorption filters. Providing exact similitude is achieved, the breakthrough curve (BTC) observed when operating a small-scale filter column should match that of a large-scale filter almost exactly. The advantages of RSSCT type experiments are numerous; they are fast and inexpensive to perform, they require minimal quantities of both adsorbent and adsorbate solution, and perhaps most importantly, they investigate the interaction between adsorbent and adsorbate under through-flow conditions which are representative of intended field conditions, providing insight into both adsorption capacity and kinetics simultaneously. The primary drawback of RSSCTs is that they only make reliable predictions for the very specific case for which they were designed; a single RSSCT corresponds to only one large-scale filter operated in an exactly similar manner (in terms of loading rate and empty bed contact time etc). Also, while it is easy to obtain different particle sizes of activated carbon (the material
for which the RSSCT methodology was originally proposed), it may not be possible to scale down many low-cost media due to their physical characteristics.

Mathematical models provide a means by which to make theoretical predictions for any fixed-bed system, and there are a great many mathematical models which have been developed in an attempt to predict the breakthrough behavior of adsorptive media. Xu et al. (2013) summarized some of the most widely used of these in a recent review, listing, amongst others, the Thomas model (Thomas, 1944), the Bohart-Adams (B-A) model (Bohart and Adams, 1920), and the Bed Depth Service Time (BDST) model (Hutchins, 1973). It is interesting to note that the B-A model is often erroneously referred to as the Thomas model; this has caused considerable confusion (Chu, 2010), even though the former predates the latter by a considerable margin. The B-A model is also the basis of the popular BDST model proposed by Hutchins (1973), which is, essentially, just a simplified rearrangement of the B-A model. It therefore seems reasonable to assert that the B-A model is quite possibly the most popular fixed-bed sorption model in current use. The basic form of the B-A model is as follows:

\[
\ln \left( \frac{C_0}{C_b} - 1 \right) = \ln \left[ e^{k_B A N_O \frac{Z}{U}} - 1 \right] - k_B A C_O t_b \tag{1}
\]

where \(C_o\) is the influent concentration, \(C_b\) is the effluent breakthrough concentration at any time, \(t_b\); \(k_{BA}\) is a kinetic constant associated with the B-A model, \(N_o\) is the adsorptive capacity of the medium per unit volume of the bed, \(Z\) is the depth of medium in the filter bed, and \(U\) is the linear flow velocity.

In practice, \(e^{k_B\text{A}\text{N}_{\text{O}}\text{Z}/U}\) is often much larger than one (Cooney, 1998; Al-Degs et al., 2009; Chu, 2010), and the equation can therefore be simplified by ignoring the unity term on the right hand side of Eqn. 1 to yield:

\[
\ln \left( \frac{C_0}{C_b} - 1 \right) = k_B A N_O \frac{Z}{U} - k_B A C_O t_b \tag{2}
\]

As stated earlier, Hutchins’ BDST model is based on a rearrangement of the simplified B-A equation (Eqn.2), and proposes a linear relationship between filter-bed depth and filter service time to a given breakthrough concentration. The time to any breakthrough concentration is found by rearranging Eqn. 2 into form \(t=mx+c\), to yield Hutchins’ BDST equation (Hutchins, 1973) as follows:
\[ t_b = \frac{N_o}{C_o U} Z - \frac{1}{K_{BA} C_o} \ln \left( \frac{C_o}{C_b} - 1 \right) \]  

Mathematical modelling offers more versatility in terms of predicting a wide range of potential fixed-bed arrangements, though this is arguably at the cost of the certainty and reliability that predictions based on experimental observations provide. It would therefore seem logical that a combination of both experimental observation and mathematical modelling would hold promise - providing the versatility of mathematical modelling as well as the certainty associated with experimental results. The BDST modeling approach is a widely implemented example of such a procedure. The BDST approach to filter design involves using experimental data from a number of filter columns to determine the coefficients \( N_o \) and \( K_{BA} \) in Eqn. 3. The BDST model then allows for designers to use interpolation and extrapolation to make predictions as to the behavior of adsorption systems with different flow rates, bed depths, and influent concentrations to those used to obtain the model coefficients.

The BDST model does not attempt to predict full BTCs, but instead predicts the time at which a certain breakthrough concentration will occur for a given filter depth and flow rate. Were the BDST equation rearranged in an attempt to predict the entire BTC, a sigmoidal function would be obtained, i.e. Eqn. 2. Therefore, the BDST model may fit experimental data at a single breakthrough point, but if extrapolations are made to different breakthrough concentrations, predicted BTCs may vary significantly from observed BTCs. This is particularly true in relation to low-cost adsorbents, which often produce BTCs that deviate significantly from the ideal symmetrical sigmoidal shape predicted by formulae such as that used in the BDST model.

Naturally, with the addition of enough modifying constants, a model can achieve an almost perfect fit to any dataset, but this detracts from the purpose of creating a model; a model should be simple enough to be of practical use, allowing for its easy application by those in industry, but sophisticated enough that the predictions it offers will be of practical use. Creating a model which adheres to these criteria will necessitate the adoption of various simplifications and assumptions, and depending on the assumptions made, the resultant model will almost certainly only be suitable for only certain adsorption systems (Xu et al., 2013). This is not a limitation, per se, rather just an unavoidable reality, one that necessitates the use of different models for different systems. Striving to create a ‘perfect’ model at the
expense of its ever being practically utilized is a wholly academic pursuit if its complexity is such that very few can effectively implement it. This is reflected by the popularity of the simple B-A model, which assumes a rectangular isotherm, while the Thomas model, which assumes a more realistic Langmuir isotherm, and often offers a better fit to experimental data, has seen much less use; Chu (2010) compared the Thomas model to the B-A model and described the former as being “computationally intractable”.

In a recent paper, Callery et al. (2016) found that the long-term performance of large-scale filters packed with low-cost adsorbents could be predicted mathematically using a simple model, which was constructed using 24 hr of experimental data obtained from small-scale column tests. The methods used didn’t require the use of scaling equations, as is generally the case with RSSCTs. Similitude was achieved by using the same media particle sizes and hydraulic loading rates in both the large and small-scale filters. In this way, the small columns were not so much scaled-down versions of large-scale filters, rather they could be considered cylindrical longitudinal-sections of hypothetical large-scale filter-beds. The BTCs obtained from these small-scale filters could be modeled, and extrapolations could be made to predict the performance of large-scale filters using the same media.

While dispensing with the necessity for scaling equations made this method simpler than the RSSCT approach, the advantages of RSSCTs were retained. So too was the disadvantage that there needed to be exact similarity between the small- and large-scale tests. For this reason, there is a necessity to develop this method further before it is capable of predicting the performance of filters with any bed depth operated at any loading rate, and this need is addressed by this study.

5.2 Theory
In through-flow adsorption systems, the mass of adsorbate retained by a filter medium is a function of the contact time between the adsorbent medium and the adsorbate solution. This means that having an understanding of an adsorbent’s kinetic performance is of paramount importance when attempting to design any such system (Qiu et al., 2009). Changing the depth of a filter-bed (or adjusting the hydraulic loading rate) will affect the EBCT (used as a measure of the contact time between the adsorbent and the adsorbate solution) which will in turn affect the system’s performance. The BDST model supposes that the relationship between bed depth (and therefore EBCT) and service time – the filter operating time to some defined breakthrough concentration - is a linear one (Hutchins, 1973). This assumption, while
often reasonable, was quickly shown to not be valid for all systems (Poots et al., 1976a, 1976b). Curved plots of bed depth vs. service time are not uncommon, and intraparticle diffusion can cause tailing of BTCs (Deokar and Mandavgane, 2015), and non-linear BDST plots which deviate from those predicted by Hutchins’ BDST model (Ko et al., 2000, 2002). Internal diffusion of adsorbate molecules often becomes a significant factor as a medium’s surface becomes increasingly saturated, or as a result of lengthy filter EBCTs. Hutchins’ BDST model is based on the assumption that intraparticle diffusion and external mass resistance are negligible (Ayoob and Gupta, 2007); this is rarely the case in real-world adsorption systems, where adsorption is seldom controlled solely by surface chemical reactions between the adsorbent and adsorbate (Crini and Badot, 2010). This limitation has been noted before, and attempts have been made to modify the BDST model to make it more universally applicable (Ko et al., 2000, 2002).

In deriving their fixed-bed model, Bohart and Adams (1920) made the assumption that the rate of the adsorption reaction in a fixed bed filter is proportional to the fraction of the medium’s adsorption capacity which is still retained, and the concentration of adsorbate in the solution being filtered. They described this relationship as follows:

\[
\frac{\partial N}{\partial t} = -kNC \quad (4)
\]
\[
\frac{\partial C}{\partial Z} = -\frac{k}{U}NC \quad (5)
\]

where C is the adsorbate concentration of the solution being filtered, t the time, Z the filter bed depth, U the flow velocity of the solution past the adsorbent, and k is a reaction rate constant; N is the residual adsorption capacity which is assumed to be some fraction, N’, of the adsorptive capacity of the adsorbent, Nₐ (i.e. N’=N/N₀, or N=NₐN’).

Eqns. 4 and 5 are based on the assumption that the filter bed has a definite sorption maximum, N₀, which is independent of bed contact time and the duration for which the filter has operated; at equilibrium Eqn. 4 reduces to a rectangular sorption isotherm (highly favorable, irreversible adsorption) (Chu, 2010). In reality, it is known that filter-bed adsorption capacity does change depending on the fluid residence time in the bed (Ko et al., 2000, 2002) and the duration of filter operation. Increases in bed depth, and consequent increases in EBCT and service time, allow adsorbate molecules to diffuse deeper into the adsorbent particles resulting in a consequent increase in bed capacity. To account for this, Ko
et al. (2000, 2002) proposed that a time dependent bed capacity term, $N_t$, could replace the standard bed capacity term of the BDST model, $N_o$, and presented two possible equations with which to determine this value:

$$N_t = N_o (1 - e^{-at})$$  \hspace{1cm} (6)  

$$N_t = N_o (1 - e^{-a^*\sqrt{t}})$$  \hspace{1cm} (7)  

where $a$ and $a^*$ are first order and diffusional kinetic rate parameters respectively.

Regardless of the solid-liquid contact mechanism employed (i.e. batch or fixed bed), the equilibrium and kinetic characteristics of an adsorption system remain unchanged (Chu, 2010). With this in mind, just as Eqn. 6 is based on Lagergren’s (1898) pseudo first-order model, following the work of Liu (2008), another possible expression for $N_t$ is proposed, based on Ho and McKay’s (1999) pseudo second-order model:

$$N_t = N_o \frac{t}{t+a^{**}}$$  \hspace{1cm} (8)  

where $a^{**}$ is a fitting parameter associated with second order kinetics; the full derivation of Eqn. 8 can be found accompanying Figure S5.1 of the supplementary information. It is worth noting that (given the interdependence of bed depth, EBCT, and service time), with different values for the constants $a$, $a^*$, and $a^{**}$, EBCT could be used in the place of service time, $t$, in Eqns. 6 - 8. The primary advantage of this is that EBCT is an easily calculable property of a filter, whereas service time must be experimentally determined. This point is also expounded in Figure S5.1 of the supplementary file accompanying this text.

When $N_t$ (as defined by one of Eqns. 6, 7 or 8, to be selected on the basis of best fit to the system in question) is substituted for $N_o$ in Eqn. 3, a modified form of the BDST equation (one which can describe a non-linear relationship between bed depth and service time) is obtained:

$$t_b = \frac{N_t Z}{C_0 U} - \frac{1}{k_{BA} C_0} \ln \left( \frac{C_0}{C_b} - 1 \right)$$  \hspace{1cm} (9)  

This equation can also be rearranged in the form of a modified BA equation to describe sigmoidal breakthrough curves.
\[ \ln \left( \frac{C_o}{C_b} - 1 \right) = \frac{k_B A N_t Z}{u} - k_B A C_0 t_b \]  

(10)

Ko et al. (2000, 2002) demonstrated the utility of this modified BDST model (Eqn. 9), using Eqns. 6 and 7 to determine values for \( N_t \) (to the best of our knowledge, Eqn. 8 has not yet been used for this purpose), however, once the model is rearranged in the form of Eqn. 10 an inherent limitation becomes apparent: the model describes only sigmoidal curves, and is therefore poorly suited to the description of linear to convex BTCs which are commonly observed in fixed-bed studies using low-cost adsorbents.

To address this limitation, Callery et al. (2016) proposed the following model in a recent study:

\[ C_e = C_o - \frac{q_e M}{V B} \]  

(11)

where \( C_e \) and \( C_o \) are the filter effluent and influent contaminant concentrations respectively, \( M \) is the mass of filter medium, \( V \) is the volume of solution loaded on to the filter, \( B \) is a model constant, and \( q_e \) is the mass of adsorbate adsorbed per unit mass of filter medium, as modeled by:

\[ q_e = A V_B \left( \frac{1}{\bar{t}} \right) \]  

(12)

where \( A \) is a model constant and \( V_B \) is the number of bed volumes of solution filtered.

Callery et al. (2016) found that Eqns. 11 and 12 were well suited to the modeling of non-sigmoidal BTCs, though a limitation of this model is that it does not provide any information regarding the bed depth service time relationship. It is hypothesized that this may be easily addressed; just as Ko et al. (2000, 2002) replaced \( N_o \) with \( N_t \) to modify the B-A/BDST model, \( q_e \) in Eqn. 11/12 could be replaced with an analogous time dependent parameter, \( q_t \). Mirroring Eqns. 6-8, the following expressions for \( q_t \) are obtained:

\[ q_t = q_e (1 - e^{-at}) \]  

(13)

\[ q_t = q_e (1 - e^{-a^*\sqrt{t}}) \]  

(14)

\[ q_t = q_e \frac{t}{t + a^{**}} \]  

(15)

Again, \( a \), \( a^* \), and \( a^{**} \) are model constants associated with first order, diffusional, and second
order kinetics respectively. Their value in the above equations will depend on whether service time or EBCT is used in the place of \( t \); EBCT will be used in this study.

The adsorbate solution's concentration will reduce as it travels through the filter bed and, if the flow rate is constant, we can assume that at any depth within the filter, the pore concentrations will depend on the contact time that has elapsed between the solution and the filter medium, (as well as the duration for which the filter has been loaded). The solution adsorbate concentration at any filter depth (i.e. after any EBCT), \( C_t \), as opposed to the filter effluent concentration, \( C_e \), can be found by substituting \( q_t \) for \( q_e \) in Eqn 11/12:

\[
C_t = C_o - \frac{q_t M}{V_B} \quad \text{(16)}
\]

Given the linear relationship between filter depth and EBCT, Eqn. 16 can be used to calculate the filter pore concentrations of the adsorbate solution at any depth within the filter-bed after any filter loading, \( V \), and can therefore describe the propagation of concentration fronts within the filter-bed.

Eqn. 16 can also be rearranged to yield a function with similar utility to Hutchins’ BDST model, i.e. one that describes the relationship between bed depth and volume of solution treated to any breakthrough concentration, \( C_t \), of interest:

\[
V = \frac{q_t M}{B(C_o - C_t)} \quad \text{(17)}
\]

The filter service time can be found from Eqn. 17 by dividing the volume treated, \( V \) (L), by the loading rate (L s\(^{-1}\)).

In summary, sigmoidal BTCs and corresponding plots of bed depth vs. service time may be described by Eqns. 10 and 9 respectively, while linear to convex BTCS and corresponding plots of bed depth vs. service time may be described by Eqns. 17 and 16 respectively.
5.3 Materials and Methods

5.3.1 Preparation of filter columns

The low-cost adsorbents utilized in this study were aluminum water treatment residual (dried at 105°C for 24 hr and ground to pass a 0.5 mm sieve) and two grades of crushed concrete (“fine”, ground to pass 0.5 mm sieve, and “coarse”, ground to pass a 1.18 mm sieve but retained by a 0.5 mm sieve). Small bore filter columns of lengths 0.1, 0.15, 0.2, 0.3, and 0.4 m were constructed using HDPE tubing with an internal diameter of 0.0094 m. These columns were packed with each of the aforementioned media, with care being taken to ensure that an equal bulk density was achieved in each filter. Endcaps, consisting of PE syringe barrels packed with a small quantity of glass wool, were fastened by means of a friction fit to the ends of the filter columns, and silicone tubing was connected to the tip of these syringe barrels to provide inlet and outlet lines to the filter columns. Large bore filter columns of length 0.65 m were then constructed in triplicate using uPVC piping with an internal diameter of 0.104 m. These columns were packed to a bed depth of 0.4 m using the same media and same packing density as was used in the small-bore filters. Again, care was taken to ensure that an equal bulk density was achieved in each filter for each medium. Sampling ports were installed through the walls of the large-bore filter columns at bed depths of 0.05, 0.1, 0.18, and 0.25 m from the filter surface. Water samples could also be collected from the outlet at the base of each column.

5.3.2 Operation of filter units

A synthetic wastewater was produced by dissolving K$_2$HPO$_4$ in tap water to obtain a PO$_4$-P concentration of 1 mg L$^{-1}$ [similar to forest drainage water (Finnegan et al., 2012)]. A peristaltic pump was used to supply this wastewater to the small-bore filter units at consistent flow rates of between 134 and 259 mL hr$^{-1}$ [hydraulic loading rates similar to those found in high rate trickling filters (Spellman, 2013) or activated carbon adsorbers (Chowdhury, 2013)] to achieve a variety of filter bed contact times. The small-bore filters were operated intermittently, in 12 hour on/off cycles, and were fed from the bottom of the vertically oriented filters to preclude any incidence of wastewater bypassing the filter media. The effluent from the small-bore columns was collected in 2 hr aliquots using an auto-sampler. The large-bore filter columns were manually loaded 2-3 days per week with 28 L of the same synthetic wastewater as used in the small-bore filters. Water samples were collected from the
sampling ports at various intervals, and the effluent from each loading event was collected in large HDPE containers.

5.3.3 Data collection and analysis

Collected effluent samples were passed through 0.45 μm filters and analyzed with a Konelab nutrient analyzer in accordance with the standard methods (Eaton et al., 1998). With the influent and effluent PO$_4$-P concentrations determined, medium saturation, $q_e$, was calculated. Graphs of $q_e$ vs V and $C_e$ vs V were plotted, and Eqn.15 and Eqn.16 were fit to these experimental data by non-linear regression, using Microsoft Excel’s solver add-in to minimize the sum of the squares of the errors (ERRSQ):

$$\sum_{i=1}^{p} (q_{e,calc} - q_{e,meas})^2_i$$

where $q_{e,calc}$ is the model predicted equilibrium solid phase PO$_4$-P concentration and $q_{e,meas}$ is the measured equilibrium solid phase PO$_4$-P concentration.

5.3.4 Predicting large-scale filter performance

With the coefficients A, B, and $a^*$ determined from the small-scale column tests, Eqn. 16 was used to predict effluent concentrations and pore water concentrations at multiple depths within the large-scale filter columns. $V_x$, the volume of the large-scale filter to a depth of ‘x’ was calculated by multiplying ‘x’ by the area of the filter column (i.e. $\pi D^2/4$, where D is 0.104 m, the internal diameter of the large-scale filter column). After some filter loading, $V$, the pore concentration at a filter-bed depth of ‘x’ (if predicting effluent concentration, x= Z, the full filter-bed depth), was predicted by inputing the following values into Eqn. 16: $V_B = V/V_x$, $M = \rho V_x$ (where $\rho$ is the bulk density of the media in the filter column; this should be the same as used in the small-scale tests), and $t = V_x/Q$ (where Q is the loading rate applied to the large-scale filter).

5.3.5 Validation of model using independent data

To validate and further support the modelling strategy applied in this study, a literature review was carried out to identify column studies which utilized low-cost adsorbents and observed BTCs which tended towards a convex to linear shape, rather than the sigmoidal curve predicted by other models. The BTCs published in these studies were downloaded as raster images and converted to vector graphics, the ordinates of which could be exported as a
text file. The text files were imported into Microsoft Excel as x and y coordinates, which could then be processed in the same fashion as the experimental data. This method was validated using known data points, and it was found that the mean absolute percentage error between actual values and data points obtained in this manner was 0.18%.

Figure 5.1 shows a step-by-step schematic of the data collection and modelling procedure employed in this study.
Figure 5.1 Step-by-step schematic of the data collection and modelling procedure employed in this study.
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5.4 Results and Discussion

5.4.1 Predicting medium saturation in RSSCTs

Figure 5.2 shows plots of filter loading versus phosphorus retained by filter columns of various lengths. As can be seen, the relationship between filter loading and medium saturation could be accurately described by Eqn. 15. The ERRSQ function was used as a metric for goodness of model fit, with average ERRSQ values of 0.074, 0.057, and 0.008 obtained for small-scale filter columns containing Al-WTR, fine concrete, and coarse concrete, respectively. As described previously, \( q_t \) can be calculated in a number of ways; Figure S5.2 in the supplementary file compares graphs of the three functions from which a value for \( q_t \) may be obtained. Comparing the shapes of these functions, it can be seen that Eqn. 14, originally proposed by Ko et. al (2000, 2002) to account for diffusional adsorption, appears to very closely match the curve produced by Eqn. 15, based on second-order kinetics. This would seem to indicate that both functions might have similar utility, however the differences between the two can be considerable when the two are compared on a local scale, as can be seen from the inset in Figure S5.2. In constructing Figure 5.2, attempts were made to fit the experimental data from the small-scale column tests to each of Eqns.13, 14 and 15. As can be seen from Table 5.1, which compares ERRSQ values obtained using each of these equations, Eqn. 15 was found to be optimal for each of the media studied. As it provided the best fit to these initial data (and because Ko et al. (2000, 2002) have already explored the use of Eqns. 13 and 14), Eqn. 15 was used for the remainder of this study when fitting Eqns. 16 and 17 to experimental data.

Table 5.1 ERRSQ values obtained using Equations 13, 14, and 15 to model phosphorus retained by filter media vs. filter loading for small-scale filter columns of various lengths.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Average model ERRSQ values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AI-WTR</td>
</tr>
<tr>
<td>( q_t = q_e(1 - e^{-at}) )</td>
<td>0.0762</td>
</tr>
<tr>
<td>( q_t = q_e(1 - e^{-a\sqrt{t}}) )</td>
<td>1.0534</td>
</tr>
<tr>
<td>( q_t = \frac{e}{a(t+a)^{0.5}} )</td>
<td><strong>0.0737</strong></td>
</tr>
</tbody>
</table>
Figure 5.2 Phosphorus retained by filter media (y-axis) vs. filter loading (x-axis) for small scale filter columns of various lengths and predictions made by Equation 15.
Figure 5.3 PO₄-P concentration (y-axis) vs. filter loading (x-axis) for large scale filter columns, showing (a) Equation 16 fit directly to large scale column data, and (b) predictions made by Equation 16 with model coefficients determined from small-scale column tests.
5.4.2 Predicting pore concentrations at multiple depths in large-scale filter columns

Once it was established that Eqn.15 was capable of describing and predicting the progression of medium saturation in small-scale filter columns of various lengths, it was hypothesized that Eqn.16 would also be able to predict pore PO₄-P concentrations at any bed depth within the filter bed of a large-scale column. To test this hypothesis, Eqn. 16 (with qₜ determined using Eqn. 15) was fit, using the ERRSQ method, to the data obtained from depth samples taken from various depths within the large-scale filter columns. Figure 5.3(a) shows the fit of Eqn. 16 to these experimental data, and the associated ERRSQ values are shown in Table 5.2. Average ERRSQ values of 0.026, 0.011, and 0.005 were obtained for large-scale filter columns containing Al-WTR, fine concrete, and coarse concrete, respectively. It can be seen that the slight day-to-day variances in influent concentration had a marked influence on the shape of the observed BTCs. While Eqn.16 was initially proposed to be accurate with the assumption of constant influent concentration, it appeared to display good resilience to these fluctuations, and was nonetheless able to make accurate pore and effluent concentration predictions. With it established that the model could describe the performance of both small- and large-scale filter columns, it was further hypothesized that the coefficients determined from the small-scale columns could also be used to predict the performance of the large-scale filter columns. With these coefficients, the performance of small-scale filters of any depth operated at any HLR could be predicted, and equivalent loadings for large-scale columns subjected to the same HLR were calculated by scaling filter throughput based on the ratio of the small- and large-scale filter areas. Figure 5.3(b) shows data from the large-scale column tests fit to models created using data from the small-scale column tests, and the associated ERRSQ values are shown in Table 5.2. While not fitting quite as closely as when modeled directly on the large-scale column data, the level of precision achieved was still very good, with average ERRSQ values of 0.062, 0.054, and 0.008 obtained for filter columns containing Al-WTR, fine concrete, and coarse concrete, respectively. For practical purposes of preliminary filter design, this level of accuracy was considered more than sufficient, and it allowed for prediction of the adsorptive performance of the large-scale filter columns for the entire duration of their operation. It could reasonably be expected that loading the large-scale filters with a wastewater whose chemical composition was significantly different from that of the wastewater applied to the small-scale filters (in terms of pH, concentration of target contaminant, competing compounds etc.) would invalidate any model predictions of large-scale performance based on the small-scale experiments; a more complex modeling approach would be required to take account of such variations.
Table 5.2 Comparison of model coefficients and ERRSQ values obtained when (a) fitting Equation 16 directly to concentration data from the large-scale column experiments and (b) when fitting Eqn. 16 to concentration data from the large-scale column experiments using model coefficients determined from small-scale column tests.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th>Al-WTR</th>
<th>Coarse Concrete</th>
<th>Fine Concrete</th>
<th>Model Parameters determined from Large Column Data</th>
<th>Model Parameters determined from Small Column Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.0105</td>
<td>0.0062</td>
<td>0.0058</td>
<td>0.0163</td>
<td>0.0071</td>
</tr>
<tr>
<td>B</td>
<td>1.2370</td>
<td>1.6385</td>
<td>1.3733</td>
<td>1.3692</td>
<td>1.7606</td>
</tr>
<tr>
<td>a**</td>
<td>10.6786</td>
<td>9.1300</td>
<td>1.3525</td>
<td>10.1007</td>
<td>9.2322</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter Depth</th>
<th>Model ERRSQ values</th>
<th>Model ERRSQ values</th>
</tr>
</thead>
<tbody>
<tr>
<td>5cm</td>
<td>0.0245</td>
<td>0.0028</td>
</tr>
<tr>
<td>10cm</td>
<td>0.0328</td>
<td>0.0012</td>
</tr>
<tr>
<td>18cm</td>
<td>0.0472</td>
<td>0.0032</td>
</tr>
<tr>
<td>25cm</td>
<td>0.0209</td>
<td>0.0106</td>
</tr>
<tr>
<td>40cm</td>
<td>0.0038</td>
<td>0.0074</td>
</tr>
<tr>
<td>μ</td>
<td>0.0259</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

5.4.3 Validation of model using independent data

To further verify the validity and utility of Eqn. 16, it was fit to BTCs published in a number of independent studies. These results are shown in Figure 5.4, and it can be seen that the model fit these data very well. Poots (1976b) was the first author who attempted to apply Hutchins’ (1973) BDST model to experimental results (according to the Web of Science™ citation index), and found that it was a poorly suited to describing the relationship between bed depth and service time in peat filters designed to remove Telon blue from aqueous solution. However, as can be seen in Figure 5.4(a), Eqn. 16 was able to describe the breakthrough behavior of Telon blue at all filter depths, accurately describing the non-linear relationship between bed depth and service time described by the BTCs. A recent study on phosphate adsorption (Nguyen et al., 2015) recorded BTCs from filters packed with a low cost adsorbent (zirconium-loaded okara) using phosphate concentrations an order of magnitude higher than those used in the present study; as can be seen from Figure 5.4(b), Eqn. 16 was well suited to the description of these curves. Finally, Han et al. (2009) investigated the ability of iron oxide-coated zeolite as an adsorbent for the removal of copper (II) from aqueous solution in filter beds of various depths, and, as shown in Figure 5.4(c), the BTCs obtained these can be suitably modeled by Eqn. 16.
Figure 5.4 Equation 16 fit to independent data sets of normalised pore/effluent contaminant concentration (y-axis) vs. filter loading/operating time (x-axis).
5.4.4 Description of sigmoidal curves

Although Eqn. 15 can describe many of the linear to convex BTCs commonly observed from fixed-bed studies using low-cost adsorbents, it is not suitable for the description of sigmoidal curves. This is perhaps the most commonly observed BTC shape observed in fixed-bed sorption studies (Gupta et al., 2000), and so, an attempt was made to model curves of this shape by modifying the B-A model (Eqn. 2) to obtain Eqn. 10, as described previously. Using Eqn. 8 (letting t in Eqn. 8 equal to EBCT) to determine a value for $N_t$, Eqn. 10 was fit to a number of independent data sets, as shown in Figure 5.5. In the B-A model, $N_o$ serves a similar function to $q_e$ in Eqn. 11, as both represent the sorption capacity of the media. The B-A model assumes a rectangular sorption isotherm (highly favorable, irreversible adsorption) and a definite sorption maximum, which is independent of the contact time and the duration for which the filter has operated. However, in reality, it is known that filter-bed adsorption capacity does change depending on contact time (Ko et al., 2002) and duration of operation. Eqn. 11 assumes that there is an exponential distribution of adsorption sites and energies, meaning that adsorption energies become exponentially weaker with increasing duration of filter operation and associated medium saturation; the bed’s capacity increases with operating time and, though there is no defined maximum capacity, there are adsorption maxima for any given filter runtime. Making bed capacity dependent on empty bed contact time, i.e. substituting $q_t$ for $q_e$, proved to be very successful, and similar success was found modifying Eqn. 2 by replacing $N_o$ with $N_t$. This can be seen in Figure 5.5, in which Eqn. 10 (with $N_t$ determined from Eqn. 8) has been fit to six independent data sets. Ko et al. (2000, 2002) also implemented a similar approach, using Eqn. 6 and Eqn. 7 to modify the BDST model, which is itself derived from the B-A model.

5.4.5 Prediction of BDST relationship

The relationship between bed depth and service time is not necessarily a linear one; greater bed depths result in longer EBCTs, which in turn allow for increased adsorption due to increased intraparticle diffusion of adsorbate molecules. Figure S5.3 of the supplementary file shows some hypothetical BTCs, comparing a linear relationship between bed depth and service time, as proposed by Hutchins’ arrangement of the B-A equation (Figure S5.3a), and a non-linear relationship between bed depth and service time as predicted by Eqn. 10, the B-A equation modified with Eqn. 8 (Figure S5.3b). The non-linear relationship between bed depth and service time as predicted by Eqns. 16 and 17 is also shown in Figure S5.3b.
illustrating that the BDST plot doesn’t necessarily provide any information regarding the shape of the BTC; though the BTCs predicted by Eqn. 10 and Eqn. 16 are very different, both yield the same curved BDST plot.

Figure 5.5 Equation 10 fit to independent data sets of normalised pore/effluent contaminant concentration (y-axis) vs. filter loading/operating time (x-axis).
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**Figure 5.6 (a)** Equation 16 fit to an independent data set (Ko et al., 2002) of normalised effluent contaminant concentration (y-axis) vs. filter operating time (x-axis) for various filter-bed depths, and (b) plots of filter service-time (y-axis) vs. filter-bed depth (x-axis) compared to predictions made by Equation 17 using the same model coefficients.
Ko et al. (Ko et al., 2002) modified the BDST model using Eqn. 6 and Eqn. 7, and this made it possible to describe non-linear BDST plots. However, as can be seen in Figure 5.6, the BTCs observed in their study were not sigmoidal, and so, the B-A model on which the modified BDST model is based would not be appropriate for the description of entire BTCs. Eqn. 16 was fit to the data from this study, and, as can be seen in Figure 5.6, it was capable of describing not only the non-linear BDST relationship, but also the entire BTC for each filter-bed depth investigated. Eqn. 17 can therefore, in this case, be used to predict the BDST relationship at any breakthrough concentration of interest, as well as at any flow rate of interest, as demonstrated in Figure 5.6b.

5.5 Conclusions

This study described a testing and modelling methodology which uses results from short-term small-scale column tests to predict the long-term performance of large-scale fixed-bed filters.

- The proposed methodology was used to describe the adsorptive performance of small-scale and large-scale filter columns, successfully modelling medium saturation, as well as filter-pore and effluent concentration data.
- Predictions of large-scale filter performance based on small-scale filter performance were highly accurate.
- Two three-parameter models were investigated, and these allowed for the description and prediction of sigmoidal or convex breakthrough curves for multiple filters containing the same media, as well as concentration profiles across multiple depths within single filters.
- The proposed models also allow for the description of non-linear relationships between filter-bed depth and service time, as is commonly observed in fixed-bed systems which take a long time to reach equilibrium.
- The proposed modelling approach was applied to multiple independent data sets and was found to suitably describe the adsorption of various solutes including dyes, phosphate, metals (copper, cadmium, and zinc), fluoride, and arsenic.
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Supplement to Chapter 5
Figure S5.1 Comparison, using data from Ko et al. (2000), showing equal efficacy of correlating time dependent bed capacity, \( N_t \), with either service time, \( t \), or empty bed contact time, EBCT.

\[ \frac{dN_t}{dt} = a(N_0 - N_t) \]

Where \( N_t \) is the amount of adsorption (mg g\(^{-1}\)) at time, \( t \), \( N_0 \) is the adsorption capacity at equilibrium (mg g\(^{-1}\)), and \( a \) is the first-order rate constant.

Integrating this, we get Eqn. 6, as given in the manuscript:

\[ N_t = N_0(1 - e^{-at}) \]

We can also use the same logic to derive an expression for \( N_t \) based on second-order kinetics; Ho and McKay’s (1999) pseudo second-order can be written as follows:

\[ \frac{dN_t}{dt} = k_2(N_0 - N_t)^2 \]

Where \( k_2 \) is the second-order rate constant. When integrated, this yields the following:

\[ N_t = \frac{tN_0k_2}{tN_2 + 1} \]

Dividing both sides by \( N_0 \) we get:

\[ \frac{N_t}{N_0} = \frac{tN_0k_2}{tN_2 + 1} \]

Divide every term on RHS by \( N_0k_2 \):

\[ \frac{N_t}{N_0} = \frac{t}{tN_2 + \frac{1}{N_0k_2}} \]

Let \( a^* = 1/N_0k_2 \) and cross-multiply to get Eqn. 8, as given in the manuscript:

\[ N_t = N_0 \frac{t}{t + a^*} \]
Figure S5.2 Contact time (x-axis) vs fractional uptake, \( q_t/q_e \), (y-axis) as predicted by Eqns. 13, 14, and 15.

\[
\frac{q_t}{q_e} = 1 - e^{-at}
\]

\[
\frac{q_t}{q_e} = (1 - e^{-at})
\]

\[
\frac{q_t}{q_e} = \frac{t}{t + \alpha^{**}}
\]
Figure S5.3 Comparison of breakthrough curve shapes and bed-depth service-time plots as predicted by (a) the B-A model (Eqn. 2) and Hutchins’ BDST model (Eqn. 3), and (b) the modified B-A model (Eqn. 10), modified BDST model (Eqn. 9), and Eqns. 16 and 17.

(a) Bohart-Adams Equation

(b) Modified Adams-Bohart Equation

<table>
<thead>
<tr>
<th>Filter bed depth (m):</th>
<th>x</th>
<th>2x</th>
<th>3x</th>
<th>4x</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified B-A Eqn. 16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 6

To assess the potential longevity of a filter medium, flow-through experiments must be performed using real wastewater, as (1) interactions between adsorbents and wastewaters are extremely complex with each adsorbent-wastewater system requiring individual assessment, as discussed in Chapter 3, and (2) the results of batch experiments are not necessarily indicative of in-field media performance. In this chapter, the RSSCT methodology developed in Chapter 4 was used in conjunction with the mathematical modelling techniques developed in Chapter 5 to assess the potential of aluminium water treatment residual and crushed concrete for use in pilot-scale in-field filters intended to remove phosphorus from peatland forestry runoff and dairy soiled water. The study described in this chapter also investigated any potential pollution swapping issues that might preclude the use of these media in the treatment of either wastewater. Addressing this knowledge gap was the fourth thesis aim identified in Chapter 1.

The contents of this chapter have been submitted to an international journal for publication. Oisin Callery designed and set up the experiment, carried out all of the testing and analysis, and is the primary author of this publication. Dr. Mark G. Healy contributed to the experimental design and paper writing.
A novel method to rapidly assess the suitability of low-cost adsorbents for the mitigation of point and nonpoint source phosphorus losses

O. Callery, M.G. Healy

Civil Engineering, National University of Ireland, Galway, Co. Galway, Rep. of Ireland.

Abstract

Freshwater ecosystems worldwide are at risk of becoming degraded as a result of excessive inputs of phosphorus associated with human terrestrial activities. This study (1) assesses the potential of two low-cost adsorbents, aluminum drinking water treatment residual (Al-WTR) and crushed concrete (CC), to remove phosphorus (P) from dairy-soiled water (DSW) and forestry runoff - wastewaters which are representative of point and nonpoint P pollution sources, respectively; (2) examines potential risks, such as elevated pH and release of metals, associated with their use, and (3) applies two models to determine the performance and longevity of these media in large-scale filters. The results of this study indicate that, in terms of ability to remove P, both CC and Al-WTR show promise for use in treating forestry runoff; however, the raised pH of effluent from CC filters may be of environmental concern. Al-WTR showed greater promise for the treatment of DSW due to its higher adsorption capacity at high concentrations. Small cumulative releases of aluminum and copper were observed from both media when treating forestry runoff, and Al-WTR also released a small amount of nickel. The majority of metal release occurred immediately after filter loading began, indicating that pre-washing of the media might prevent metal losses. In summary, these results indicate that field-scale tests are warranted for the treatment of both wastewaters with Al-WTR; however, CC is likely to be unsuitable for either forestry runoff or DSW due to its effects on pH and its relatively low lifespan, respectively.
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a**</td>
<td>Time constant in Eqn. 3 and Eqn. 11</td>
</tr>
<tr>
<td>A</td>
<td>Constant of proportionality in Eqn. x (mg g⁻¹)</td>
</tr>
<tr>
<td>B</td>
<td>Constant of system heterogeneity in Eqn. x</td>
</tr>
<tr>
<td>C_b</td>
<td>Breakthrough concentration (mg L⁻¹)</td>
</tr>
<tr>
<td>C_e</td>
<td>Sorbate concentration of filter effluent (mg L⁻¹)</td>
</tr>
<tr>
<td>C_o</td>
<td>Sorbate concentration of filter influent (mg L⁻¹)</td>
</tr>
<tr>
<td>k</td>
<td>Bohart-Adams rate constant (L mg⁻¹ min⁻¹)</td>
</tr>
<tr>
<td>m</td>
<td>Mass of adsorbent (g)</td>
</tr>
<tr>
<td>N_o</td>
<td>Sorption capacity of bed (mg L⁻¹)</td>
</tr>
<tr>
<td>N_t</td>
<td>Time dependent sorption capacity of bed (mg L⁻¹)</td>
</tr>
<tr>
<td>q_t</td>
<td>Time dependent sorbate concentration per unit mass of adsorbent (mg g⁻¹)</td>
</tr>
<tr>
<td>t</td>
<td>Empty bed contact time (min)</td>
</tr>
<tr>
<td>t_b</td>
<td>Service time/operating time of bed at breakthrough (i.e. when C_e = C_b) (min)</td>
</tr>
<tr>
<td>U</td>
<td>Flow velocity of solution past adsorbent (cm min⁻¹)</td>
</tr>
<tr>
<td>V</td>
<td>Volume of solution filtered (L)</td>
</tr>
<tr>
<td>V_x</td>
<td>Volume of filter bed (L)</td>
</tr>
<tr>
<td>Z</td>
<td>Filter bed depth (cm)</td>
</tr>
</tbody>
</table>
6.1 Introduction

Excessive nutrient enrichment of surface waters results in optimal conditions for the overgrowth of algae and many species of noxious aquatic plants. The proliferation of these nuisance species causes serious damage to aquatic ecosystems, both in terms of long-term losses of biodiversity, as well as the more immediate concern posed by the sudden influx of large volumes of biomass into aquatic ecosystems. Sources of nutrient pollution may be divided into two categories: point sources and nonpoint sources. Discreet, easily identifiable point sources such as outlets from municipal wastewater treatment plants and drains from livestock housing and farmyards are usually comparatively low-volume, high-concentration nutrient waste streams (Eaton et al., 1995). By comparison, nonpoint sources such as runoff from pastures, arable lands, and forestry plantations represent high-volume, low-concentration nutrient pollution streams (Acreman, 2012). Nonpoint sources are particularly difficult to control for a number of reasons, though the primary challenge is simply that the pollution source is spread across a large area for which it is extremely challenging to implement effective runoff treatment strategies (Rao et al., 2009).

A multitude of technologies and management practices have been developed to curtail the loss of nutrients, primarily phosphorus (P) and nitrogen (N), from point and nonpoint sources, though the focus has been largely on P, as it is the limiting nutrient in freshwater environments (Blomqvist et al., 2004; Correll, 1999; Hilton et al., 2006; Schoumans et al., 2014). There is evidence to suggest that controlling N inputs alone can have a deleterious effect by favoring a shift in algal communities towards more objectionable nitrogen fixing cyanobacteria (blue-green algae) (Schindler et al., 2008), further supporting the assertion that P control is of primary importance to the prevention of eutrophication (Schindler et al., 2016; Sharpley et al., 2003).

In the case of point sources, P is usually removed at centralized wastewater treatment facilities using well-advanced technologies such as metal precipitation and adsorption, enhanced biological P removal, and, more recently, struvite crystallization (de-Bashan and Bashan, 2004). Phosphorus losses from nonpoint sources are usually addressed at source through the implementation of sound management practices: balancing fertilizer application in relation to crop requirements, matching animal feed P inputs to the nutritional requirements of livestock, reducing particulate P losses by minimizing erosion, and, where P must be applied, timing applications to minimize losses in runoff. Many mitigation strategies
targeting nonpoint source P losses take advantage of the fact that a large portion of total P is present as particulate bound P, and hence trapping sediments in settling ponds, constructed wetlands, and riparian buffer zones is often an effective strategy.

There are, however, still many instances where conventional techniques and management practices such as these fail to produce desired results, or where their implementation is not practicable. In the case of nonpoint source pollution, a problematic example is P losses from forestry harvesting on blanket peat soils. Riparian buffer zones are the recommended best management practice to control such P losses, but these have been shown to be largely ineffective at removing dissolved P released during clearfelling due to low P retention capacity of low-mineral soils and insufficient uptake by vegetation (Rodgers et al., 2010). Reducing inputs of P is not a feasible option either, given that much of the P lost during forest harvesting originates from the brash (tree harvesting residues) materials, and hence is already present on site (Finnegan et al., 2014). In the case of point source pollution, a potentially troublesome source of nutrients is improperly managed dairy soiled water (DSW) (Dunne et al., 2005). Farms often lack the prohibitive amount of space required for treatment with a constructed wetland, and climatic/soil conditions often preclude land spreading (Ruane et al., 2011), as to do so would simply transmute a point source problem to a nonpoint source problem.

In cases such as these, where source control is neither feasible nor effective and/or where traditional onsite treatment methods are not possible, alternative remedial strategies must be implemented in order to prevent unacceptable P losses. Phosphorus-sorbing materials may offer a solution, and there has been a great deal of recent interest in identifying low-cost adsorbents suitable for use in on-site wastewater treatment systems (Cucarella and Renman, 2009). More recently, adsorbents are also being used to remove dissolved P from surface and ground waters (Buda et al., 2012), and numerous technologies are being investigated, using adsorptive materials (1) applied as soil amendments (Stout et al., 2000) (2) as substrates in constructed wetlands (Vohla et al., 2005), or (3) as filter media in permeable reactive barriers (Baker et al., 1997) and in-drain filters (Penn et al., 2007).

Once a prospective adsorptive media has been identified, its suitability for an in-field trial must be fully assessed. Commonly, this involves laboratory-based evaluation of the media's adsorptive capacity using batch tests, though there is a growing body of research which indicates that results of these tests are not suitable for the purposes of estimating media
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lifespan (Drizo et al., 2002; Guo et al., 2017; Penn and McGrath, 2011; Pratt and Shilton, 2009; Seo et al., 2005; Søvik and Kløve, 2005). To determine filter lifespan, flow-through experiments are often performed (Ali and Gupta, 2007), and in conjunction with predictive modeling, these can give at least an indicative estimate of potential media longevity (Shiue et al., 2011). This is an obviously important first step before costly and time-consuming field studies are performed, though many flow-through methodologies can be time consuming in their own right, lasting many weeks (Razali et al., 2007), months (Bowden et al., 2009; Heal et al., 2003), or even years (Baker et al., 1998).

The aim of this study was to assess the potential usefulness of two low-cost adsorbents, namely aluminum drinking water treatment residual (Al-WTR) and crushed concrete (CC), as filter media intended to remove P from DSW and forestry runoff. These wastewaters are representative sources of point and nonpoint P losses, respectively, and the two low-cost media have shown past promise as P-sorbing materials (Babatunde et al., 2009; Callery et al., 2015; Egemose et al., 2012). A major concern with novel low-cost adsorbents is that they may be potential sources of metals (Velghe et al., 2012). To address this concern, the final effluent from both filter media were also analyzed for metals. The potential of the materials for use as filter media was assessed using a recently-developed methodology which uses a combination of rapid small-scale filter experiments and modeling techniques to make predictive estimates of the performance and longevity of hypothetical large-scale filters (Callery et al., 2016; Callery and Healy, 2017). The methodology used assesses the media under flow-through conditions similar to those experienced in-field, but produces results in as little as 24 hours, similar to batch tests.

6.2 Materials and Methods

6.2.1 Sample collection and preparation

The two low-cost adsorbents investigated in this study were Al-WTR and CC. The Al-WTR, which had an initial dry solids content of approximately 20%, was first passed through a 1 mm mesh to remove any coarse particles. The strained sludge was then oven dried at 105°C for 24 hr, before being ground with a mortar and pestle and sieved; the fraction which was retained by a 0.5 mm sieve after passing a 1 mm sieve was stored in airtight high density polyethylene (HDPE) containers for use in the adsorption columns. The concrete was pulverized using a mortar and pestle, and dried in an oven at 105°C for 24 hr before being
sieved; similarly, the fraction which was retained by a 0.5 mm sieve after passing a 1 mm sieve was stored in airtight HDPE containers until use in the adsorption columns.

### 6.2.2 Preparation of filter columns

For each medium, filter column sets, comprising four columns with lengths of 0.4 m, 0.3 m, 0.2 m, and 0.1 m, were prepared using low density polyethylene (LDPE) tubing with an internal diameter of 9.5 mm. The filter columns were packed with filter media, and syringe barrels (i.e. syringes with the plungers removed), packed with a small quantity of glass wool, were fastened to the top and bottom of each filter column. The columns were fixed to a frame to maintain a vertical orientation throughout the experiment, and silicone tubing with an internal diameter of 3.1 mm was attached to the syringe ends at the bottom and top of the filter columns to provide influent and effluent lines.

### 6.2.3 Operation of filter columns

Coarse straining filters, comprising a syringe barrel packed with a small quantity of glass wool, were attached to the ends of the influent lines, and these were submerged in a feed tank filled with either forestry runoff or DSW. A Masterflex peristaltic pump was used to supply influent the base of each filter column at flow rates of 105-205 mL hr\(^{-1}\), corresponding to hydraulic loading rates (HLRs) of 1.47-2.88 m hr\(^{-1}\), rates typical of activated carbon adsorption filters (Chowdhury, 2013) and tricking filters (Spellman, 2013), and HLRs that have been used in reactive filters for P removal (Erickson et al., 2012). The effluent from each filter column was collected in 2 hr aliquots using an autosampler. The filter columns were operated in 12 hr on/off cycles to replicate the intermittent loading conditions that would be expected on site, thus allowing time for intra-particle diffusion of adsorbate molecules and associated rejuvenation of the media surface. The collected aliquots were weighed to determine the volume of solution filtered, and subsamples of each aliquot were passed through a 0.45 μm filter before being analyzed for P concentrations after APHA (Eaton et al., 1998). Subsamples of the aliquots were acidified to a pH<2 with nitric acid and metal concentrations were determined by ICP-MS after U.S. EPA method 6020A (U. S. Environmental Protection Agency, 2007). Metal analyses were only performed on effluent samples from the 0.4 m filter columns, as testing samples from all columns was cost-prohibitive.
6.2.4 Data collection and analyses

For each filter column, after any filter loading, V, the mass of P removed per gram of filter medium, was calculated by:

\[ q_t = \sum_{i=1}^{n} \frac{(C_0 - C_e) V_i}{m} \]  

where \( q_t \) is the mass of P retained per gram of filter medium (dependent on the contact time between the solution and the filter media), \( C_0 \) is the P concentration of the influent, \( C_e \) is the P concentration of the \( i^{th} \) aliquot of filter effluent, \( V_i \) is the volume of the \( i^{th} \) aliquot (of a total number of aliquots, \( n \), whose combined volume is \( V \)), and \( m \) is the mass of media in the adsorption column.

In a recent paper, Callery and Healy (2017) proposed that the performance of multiple adsorption columns could be described with one of two models. The first of these, which is best suited to the description of sigmoidal breakthrough curves, is based on a modification of the popular Bohart-Adams model (Bohart and Adams, 1920):

\[ \ln \left( \frac{C_0}{C_b} - 1 \right) = k N_t \frac{Z}{U} - k C_0 t_b \]  

where \( k \) is a model constant, \( Z \) is the filter-bed depth, \( U \) is the linear flow velocity, \( t_b \) is the filter-bed service time at which the concentration \( C_b \) occurs, and \( N_t \) is the time-dependent bed capacity, defined as follows:

\[ N_t = N_o \frac{t}{t + a^{**}} \]  

where \( t \) is the filter empty bed contact time (EBCT), \( N_o \) is the maximum adsorption capacity of the filter bed per unit volume of filter medium, and \( a^{**} \) is a model constant sometimes referred to as the ‘time of relaxation’, i.e. the time taken for the adsorptive medium to reach half of its adsorptive potential.

Rearranging Eqn. 2, we get an expression for \( C_b \) at any filter loading, \( V \):

\[ C_b = \frac{C_0}{1 + e^{-k(C_0 t_b - N_t Z)}} \]  

Eqn. 4 may also be rearranged to determine the time at which a given breakthrough concentration will occur:
\[ t_b = \frac{N_t Z}{C_o U} - \frac{1}{kC_o} \ln \left( \frac{C_o}{C_b} - 1 \right) \]  
(5)

Assuming that the influent concentration remains constant, the total mass of P loaded onto the adsorption column can be defined as follows:

\[ \text{mass loading} = \int_0^V C_o \, dV \]  
(6)

The total mass of P lost in filter effluent can be defined as the integral from 0 to \( t_b \) of Eqn. 4:

\[ \int_0^{t_b} C_b \, dV = \ln \left( \frac{e^{C_o k t_b + e^{-\frac{k N_t Z}{U}}}}{k} \right) - \ln \left( \frac{1 + e^{-\frac{k N_t Z}{U}}}{k} \right) \]  
(7)

Given that at the time of breakthrough, the volume treated can be defined as \( V = t_b \times Q \) (where \( Q \) is the loading rate in L hr\(^{-1}\)). The total mass retained by the filter media, \( q_{tm} \), can therefore be described by making this substitution and subtracting Eqn. 7 from Eqn. 6:

\[ q_{tm} = C_o t_b Q - \ln \left( \frac{e^{C_o k t_b + e^{-\frac{k N_t Z}{U}}}}{k} \right) + \ln \left( \frac{1 + e^{-\frac{k N_t Z}{U}}}{k} \right) \]  
(8)

\( q_e \) can be determined dividing both sides of Eqn. 8 by the filter medium mass, \( m \), which after some simplification yields:

\[ q_e = \frac{C_o t_b Q}{m} - \frac{\ln \left( \frac{e^{C_o k t_b + e^{-\frac{k N_t Z}{U}}}}{k} \right) \left( 1 + e^{-\frac{k N_t Z}{U}} \right)}{mk} \]  
(9)

The second model, proposed by Callery and Healy (2017), is best suited to the description of non-sigmoidal, convex to linear breakthrough curves of the type often observed in flow-through studies using low-cost adsorbents. This model is as follows:

\[ C_b = C_o - \frac{q_{tm}}{V_b} \]  
(10)

where \( B \) is a model constant and \( q_t \) is a EBCT-dependent term for the mass of P adsorbed at a filter loading of \( V \) per unit mass of filter bed, described by:

\[ q_t = A V_b \left( \frac{1}{B} \right) \frac{t}{t + \alpha^*} \]  
(11)
where $A$ is a model constant of proportionality and $V_b$ is the number of empty bed volumes filtered. As with Eqn. 9, Eqn. 11 may be rearranged to find the filter loading, $V$, at which any given breakthrough concentration occurs:

$$V = \frac{q_{tm}}{B(C_o - C_t)}$$  \hspace{1cm} (12)

Substituting Eqn. 11 for $q_t$ in Eqn 12., we obtain the following:

$$V = \left(\frac{B(C_o - C_t)(t+k)}{V_x\frac{1}{B}}\right)^{\frac{1}{1-B}}$$  \hspace{1cm} (13)

where $V_x$ is the volume of the filter bed.

With experimental values for $q_t$ determined from Eqn 1, an attempt was made to fit both Eqn. 9 and Eqn. 11 to the data using nonlinear regression. Values for the model were obtained using the Solver tool in Microsoft Excel by minimizing the value obtained by the sum of the squared errors (ERRSQ) function:

$$ERRSQ = \sum_{i=1}^{n} (q_{t,i,meas} - q_{t,i,calc})^2$$  \hspace{1cm} (14)

where $q_{t,i,meas}$ is the measured value of $q_t$ obtained using Eqn. 9, and $q_{t,i,calc}$ is the value of $q_t$ predicted by either Eqn. 9 or Eqn. 11.

The mean percentage error (MPE), which can be negative or positive depending on whether the model over- or underestimated experimental values respectively, was also calculated by:

$$MPE = \frac{100%}{n} \sum_{i=1}^{n} \frac{q_{t,i,meas} - q_{t,i,calc}}{q_{t,i,meas}}$$  \hspace{1cm} (15)

The MPE provides a more an intuitive metric of goodness of model fit, providing information both on how closely a model fits experimental data, as well as whether modeled values over- or underestimate actual values.

Using the model coefficients obtained from the small-scale columns, the performance of full-scale pilot filters could be estimated with either Eqn. 5 or Eqn.13, depending on which of Eqn. 9 or Eqn. 11 best fit the small-scale data. If using Eqn. 5, the volume at which a given breakthrough concentration, $C_b$, occurs may be found by multiplying $t_b$ by the volumetric flow through the large-scale filter. If using Eqn. 13, the volume at breakthrough is found by
using the mass of adsorbent in the large-scale column in the place of 'M', and the volume of the large-scale column in the place of \( V_x \).

6.3 Results and Discussion

6.3.1 Phosphorus retention

Graphs of P retention against filter column loading can be seen in Figure 6.1. When filtering forestry runoff, the maximum amount of P retained by Al-WTR and CC was 0.349 and 0.142 mg g\(^{-1}\), respectively, and when filtering DSW, the maximum amount of P removed by Al-WTR and crushed concrete was 3.673 and 1.333 mg g\(^{-1}\), respectively. These values do not represent saturated adsorption capacities, and had the columns been loaded for longer, further adsorption would almost certainly have taken place; however, 24-36 hr of loading was sufficient to fit Eqns. 9 and 11 to experimental data (Callery et al., 2016). Though Al-WTR displayed a higher overall adsorption capacity when filtering forestry runoff, it also displayed a faster breakthrough (assuming breakthrough to be when the column effluent reaches 10% of the influent concentration (Ahmad and Hameed, 2010; Netpradit et al., 2004)). Crushed concrete's high performance at low concentrations indicates that it has a higher adsorption affinity than Al-WTR (Hinz, 2001), even though it had a lesser adsorption capacity.

The media saturation, \( q_t \), for each media-wastewater combination was modeled using Eqn. 9 (the modified Bohart-Adams equation) and Eqn. 11 (the Callery-Healy model). When used to treat forestry runoff, it was found that crushed concrete's performance could be best modeled by Eqn. 9, which fit the experimental data with a MPE of 1.02% (Table 6.1). Eqn. 11 offered a better fit to experimental data from Al-WTR used to treat forestry runoff, concrete used to treat DSW, and Al-WTR used to treat DSW, with modeled values having MPEs of -4.03%, -0.27%, and -2.69%, respectively (Table 6.1). The negative MPEs obtained when fitting Eqn. 11 to experimental data indicate that model predictions were, on average, slightly higher than observed values, and the positive MPE obtained when fitting Eqn. 9 to experimental data indicated that model predictions were, on average, slightly higher; this indicates that both models tended to slightly under- or overestimate the adsorptive performance of each media, though not significantly.
Figure 6.1 Phosphorus removal and cumulative phosphorus lost in filter column effluent
6.3.2 Metals release

In general, there was no significant release of metals from either media when filtering DSW. However, both media released small amounts copper (Cu) and aluminum (Al) when filtering forestry runoff, and Al-WTR also released a very small amount of nickel (0.16 µg g⁻¹). Figure 6.2 shows the relationship between cumulative metals release from the 0.4 m columns and filter loading for each media/wastewater combination studied. The total cumulative metal loss from 0.4 m filter columns of each media and wastewater combination investigated is summarized in Table 6.2, and Table 6.3 shows metal concentrations in the influent to the filter columns alongside maximum metal concentrations measured in the effluent from the 0.4 m filter columns.

When CC was used to filter forestry runoff, there was an initial small release of chromium (Cr) and lead (Pb) - though there was subsequent uptake of these metals, resulting in net removal over the course of the experiment; manganese (Mn), zinc (Zn), and iron (Fe) were removed from the influent. There was a net removal of all metals tested when CC was used to filter DSW, though there was an initial period where concentrations of Cu and Cr were slightly elevated. When filtering forestry water, Al-WTR released small amounts of Mn, though subsequent uptake resulted in net removal of Mn from the influent. Al-WTR also removed Cr, Zn, Pb, and Fe from the forestry runoff influent, and though Al was released initially, filter effluent concentrations quickly leveled off, indicating that a state of equilibrium had been reached, and further release was unlikely. Al-WTR removed all of the metals tested from DSW, though there was an initial small release of nickel prior to this uptake.

A commonly observed phenomenon for all media was that there was a brief initial period of metal release for many metals. This was often followed either by a cessation in further release or often even subsequent uptake by the media, resulting in a net removal of metals over the duration of filter loading. This suggests that an initial washing of the filter media would be highly advisable to rinse off any loosely bound media particles and easily solubilized metals. This would likely help to prevent or significantly reduce any release of metals associated with extreme pH values and loss of particulate matter.
Figure 6.2 (a) Cumulative metal release/uptake by 0.4 m filter columns.
Figure 6.2 (b) Cumulative metal release/uptake by 0.4 m filter columns.
Table 6.1 MPEs obtained fitting Eqn. 9 and Eqn. 11 to small-scale adsorption column data using minimization of the ERRSQ function (Eqn. 14).

<table>
<thead>
<tr>
<th>Equation 9</th>
<th>Forestry Runoff</th>
<th>DS W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete</td>
<td>1.02%</td>
<td>4.01%</td>
</tr>
<tr>
<td>Al-WTR</td>
<td>-14.77%</td>
<td>-4.09%</td>
</tr>
<tr>
<td>Equation 11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concrete</td>
<td>-5.24%</td>
<td>-0.27%</td>
</tr>
<tr>
<td>Al-WTR</td>
<td>-4.03%</td>
<td>-2.69%</td>
</tr>
</tbody>
</table>

Values in bold indicate lowest MPE

Table 6.2 Cumulative release of metals from 0.4m filter columns.

<table>
<thead>
<tr>
<th>Cumulative metals release (µg g⁻¹ filter media)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
</tr>
<tr>
<td>CC</td>
</tr>
<tr>
<td>FOR</td>
</tr>
<tr>
<td>Al-WTR</td>
</tr>
<tr>
<td>DSW</td>
</tr>
</tbody>
</table>

Table 6.3 Maximum observed metal concentrations in filter effluents from 0.4m columns.

<table>
<thead>
<tr>
<th>Maximum filter influent and effluent concentrations (µg L⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
</tr>
<tr>
<td>FOR</td>
</tr>
<tr>
<td>CC</td>
</tr>
<tr>
<td>Al-WTR</td>
</tr>
<tr>
<td>DSW</td>
</tr>
<tr>
<td>CC</td>
</tr>
<tr>
<td>Al-WTR</td>
</tr>
</tbody>
</table>

Values in bold indicate elevated effluent
6.3.3 Filter effluent pH

Differences between filter influents and effluents were more pronounced for filters treating forestry runoff compared to filters treating DSW (Figure 6.3). This was unsurprising, as the forestry runoff was collected from a blanket peat catchment in an area which is known to have surface waters with low alkalinity and poor buffering capacities (Johnson et al., 2008). Crushed concrete initially raised the pH of the forestry runoff from an average of $6.62\pm0.11$ to a maximum value of 11.18. The magnitude of this increase in pH depended greatly on the contact time between the runoff and the CC, with shorter columns showing lesser elevations and a quicker leveling off of pH values. After the full duration of filter loading had elapsed, the effluent from the 0.1 m, 0.2 m and 0.3 m filter columns had dropped below the upper recommended surface water environmental quality pH standard (EQS) (EPA, 2001) of 9, and the pH of the effluent from the 0.4 m column was only slightly above this level. This indicates that approximately 240 bed volumes of wastewater had to pass through the crushed concrete filter media prior to pH reaching acceptable levels (pH≤9); this requirement may preclude its use in the treatment of forestry runoff.

Al-WTR, by comparison, had a much smaller impact on the pH of the forestry runoff. Filter effluents showed an initial decrease in pH compared to that of the filter influent, with a minimum pH of 5.45 observed - slightly below the lower recommended surface water pH EQS of 6 (EPA, 2001). The contact time between the Al-WTR and the forestry runoff had a much less marked effect on observed changes in pH and, excluding the pH measurements from the first effluent aliquots, the effluent from all columns quickly stabilized to an average pH of 7.31±0.36.

When treating DSW, effluent from both crushed concrete and Al-WTR stabilized very quickly at pHs of $8.00\pm0.10$ and $7.87\pm0.23$, respectively (excluding the pH values from the first aliquot). All effluent from filters treating DSW was within the recommended surface water EQS range of 6 to 9.
Figure 6.3 Filter column influent and effluent pH and their relationship to EPA recommended environmental quality standards (EPA 2001).
6.3.4 Potential for use in full-scale filters

Figure 6.4 shows indicative lifespans of full-scale filters to a breakthrough concentration of 10% filter influent concentration; these were prepared using Eqns. 5 and 12, depending on which best modeled media performance in the small-scale column tests. The charts show design curves for filters of bed depths ranging from 0.5 m to 2 m, although curves for intermediate bed depths may be interpolated, if desired. The purpose of these charts is to give the user the ability to roughly estimate media longevity and filter performance over the course of a hypothetical filter's lifespan, thus aiding with the decision of proceeding to field-scale trials. As would be expected, the charts indicated that increases in filter depth could be expected to result in increases in filter lifespan. The high P adsorption affinity of CC led to greater adsorption at low concentrations, meaning CC filters would, in theory, have a longer lifespan when treating forestry runoff.

In general, lower loading rates could be expected to result in longer filter lifespans due to increased EBCTs, allowing for more complete treatment. The high adsorption affinity of CC led to rapid adsorption of P, implying that the HLR applied to CC filters was of less importance in determining filter lifespan. This is evidenced in the less pronounced curvature of the lifespan curves for CC in relation to HLR (Figure 6.4d). Similarly, the high concentration of DSW drove more rapid adsorption of P by Al-WTR, as shown by the less pronounced curvature of the lifespan curves in Figure 6.4d.

As evident from comparison of Figure 6.4c and Figure 6.4d, the lifespans of filters utilizing Al-WTR to treat DSW could be expected to be much greater than those of filters containing CC. This indicates that field-scale testing of Al-WTR could be expected to yield much better results than field-scale testing of CC.

Characterization methodologies like the one described in this paper are a critical first step in evaluating novel P-sorbing materials; however, subsequent full-scale in-field testing is still critical to investigate potential issues concomitant with in-field use, e.g. the formation of preferential flow pathways, surface clogging, effects of animal activity and vegetation etc. (Buda et al., 2012).
Figure 6.4 Indicative full-scale filter lifespan to effluent breakthrough concentration of 10% filter influent concentration for filter-beds of various depths subject to HLRs of 1-3 m hr\(^{-1}\).
6.4 Conclusions

Crushed concrete and aluminum water treatment residual (Al-WTR) were investigated as potential filter media for use in filters intended to remove dissolved phosphorus from forestry runoff and dairy soiled water (DSW). The primary study findings were as follows:

- The adsorptive performance of small-scale adsorption columns could be described with great accuracy using two recently developed models.
- Model extrapolations to full-scale filters imply that, for a treatment standard of 90% phosphorus removal,
  - both crushed concrete and Al-WTR show promise for the treatment of forestry runoff, though crushed concrete may have slightly greater longevity as a filter media due to its higher phosphorus adsorption affinity at low concentrations;
  - for the treatment of DSW, filters containing Al-WTR would, due to its higher phosphorus adsorption capacity, likely have much greater longevity than filters containing crushed concrete.
- When utilized in small-scale filters, crushed concrete and Al-WTR both released small quantities of aluminum and copper when filtering forestry runoff; filters containing Al-WTR also released a small amount of nickel. There was no cumulative metal loss from either media when filtering DSW.
- The pH of effluents from small-scale filters utilizing crushed concrete to treat forestry runoff were above recommended EPA environmental quality standards, and this may preclude the use of crushed concrete in a peat forestry environment.
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Chapter 7 - Conclusions and Recommendations

7.1 Overview and context

Because of the complex and unique interactions between adsorbents and a given wastewater, there is a need to investigate each adsorbent-wastewater system on an individual basis. Though low-cost adsorbents have shown great promise at removing phosphorus (P) from a variety of point and nonpoint source wastewaters, their potential to reduce P losses associated with clearfelling of peatland forestry has not been explored; this was the first knowledge gap identified in this study. Hence, the first aim of this study was to identify materials which would be effective at removing phosphorus (P) from peatland forestry runoff, using a wastewater which replicated the chemistry of such runoff by having peat soil incorporated into the solution. To achieve this aim, the interaction between peat and six potential materials was examined. The materials used were (1) aluminium water treatment residual (Al-WTR) (2) crushed concrete (3) gypsum (4) magnesium hydroxide Mg(OH)\(_2\) (5) magnesium oxide (MgO), and (6) steel wool. The results of these investigations are presented in Chapter 3.

The first study aim was addressed by the key findings of this chapter, which were that the presence of peat in solution enhanced the ability of Al-WTR and steel wool to remove P from solution at low concentrations, i.e. those most pertinent to low-concentration forestry runoff, and when the ratio of amendment to peat in solution was high (1:2), P removal by crushed concrete was largely unaffected; at ratios of 1:4 and 1:10, P removal by crushed concrete decreased. Peat had a negative impact on the P removal ability of gypsum, and also Mg(OH)\(_2\) at an amendment to peat ratio of 1:10, though at ratios of 1:4 and 1:2 P removal by Mg(OH)\(_2\) improved. Any improved removal by Mg(OH)\(_2\) was offset, however, by significant increases in solution pH, and final solution pHs of approximately 10-10.5 were observed. Phosphorus removal by MgO was largely unaffected by the presence of peat; however, at all amendment to peat ratios, MgO also raised the solution pH to approximately 11.5, indicating that the peat had little ability to buffer the solution against the influence of either Mg(OH)\(_2\) or MgO on pH.

In the context of their in-field use, these results indicate that gypsum would be a poor choice of P sorbing soil amendment in a peat environment due to the negative effect of peat on gypsum's ability to remove P. The results also indicate that, were they to be used as soil amendments, MgO and Mg(OH)\(_2\) would increase the pH the soil to an unacceptable degree (>9), and, in the case of Mg(OH)\(_2\) at least, effective P removal appeared to be predicated on
this change of soil/solution pH. In contrast, the ability of Al-WTR and steel wool to remove P was increased by the presence of peat in solution, with neither having an unacceptable effect on the solution pH (final pH <9). The results of tests with crushed concrete were somewhat inconclusive, as the ratio of peat to amendment in solution played an important role in crushed concrete's ability to remove P. At high amendment to peat ratios, crushed concrete's removal of P was unhindered by the presence of peat, and its effect on solution pH (final pH of approximately 8) would not preclude its in-field use. Although these batch experiments provide valuable insight into the interaction between these P sorbing materials, they could not provide estimates of in-field media longevity.

To address the question of media longevity, a follow-on study was conducted using small- and large-scale filter column experiments. Current rapid small-scale column test (RSSCT) methodologies are often unsuitable for use with low-cost adsorbents which are highly variable in terms of physical and chemical makeup, hence the second knowledge gap identified by this study was that there is a need for RSSCT methodologies which can (1) be applied to highly variable low-cost materials and (2) yield similarly useful results to large-scale column studies. The second aim of this study was therefore to develop such a methodology and demonstrate that the results from these tests were equivalent to those obtained from long-term, large-scale columns tests. Chapter 4 addresses this aim, and the key findings of the chapter were that rapid small-scale column studies could indeed be excellent predictors of large-scale filter performance. Small-scale experiments had numerous advantages over large-scale experiments in terms of the timeframe in which results could be obtained and the materials and labour required to perform the necessary investigations. Furthermore, a mathematical model, which allowed for the prediction of small- and large-scale column media saturation, was presented in Chapter 4, and this further increased the speed at which estimations of media longevity could be obtained, as it made it unnecessary to operate filters to complete saturation to estimate lifespan. Initial small-scale filter tests with steel wool identified a critical limitation to its application in flow-through scenarios, as accumulation of iron oxides and hydroxides in the columns rapidly caused filter clogging and rendered it unusable as a filter media. Ferric drinking water treatment residual (Fe-WTR) was therefore substituted as an iron based adsorbent, but its comparatively poor performance in small-scale columns, as detailed in Chapter 4, eliminated it from consideration in large-scale filters.
The main practical implications of these findings relate to the speed at which an initial media assessment could be completed. Large-scale column studies can take weeks, months, or even years to complete, and this has resulted in an over-reliance by researchers on fast and convenient batch tests. As detailed in Chapter 3, these batch studies are an invaluable aid to media selection; however, the general consensus of the research community is that the results of these tests are an insufficient basis for the estimation of media longevity. Though it had been demonstrated that rapid small-scale tests were effective for this purpose, or at least as effective as large-scale column tests, there was still the major limitation that individual small-scale tests would be required to predict the performance of individual large-scale filters. This potentially necessitates large amounts of experimentation, which, to some degree, lessens the appeal of the methodology developed in Chapter 4. This limitation highlighted the need for a mathematical modelling approach which could expand the usefulness of the small-scale flow-through experiments to the point that it was possible to predict the performance of any large-scale filter subject to any reasonable loading. This was the third knowledge gap identified by this study.

Therefore, the third aim of this study was to develop a mathematical modelling approach to expand the usefulness of small-scale filter experiments to enable performance predictions of any large-scale filter column to be made. This aim was addressed as detailed in Chapter 5. In this chapter, a modelling approach was developed which related the pore concentrations and media saturation within a filter column to both the volume of wastewater filtered through the column, and the loading rate at which that wastewater was applied to the column. The model uses results from multiple small-scale column experiments to determine model coefficients which allow for the full description and prediction of the performances of filters of any size. To validate the model, it was fit to a number of independent data sets, and was found to successfully describe these data (see Chapter 5).

In Chapters 4 and 5, a synthetic wastewater was used to demonstrate the relationship between small- and large-scale filter columns. This was an unavoidable necessity as the large-scale column tests required thousands of litres of influent, and the regular collection of such large volumes of wastewater from site was not practicable. The media which had shown greatest promise, i.e. Al-WTR and crushed concrete, therefore needed to be assessed with the aid of the modelling approach developed in Chapter 5, but using real wastewater. As had been demonstrated in Chapter 32, the relationship between a material’s ability to remove P
from solution was highly dependent on the unique interactions between a given wastewater and filter media. The fourth knowledge gap identified by this study was therefore that there was a need to perform flow-through experiments with real wastewater to both (1) assess the longevity of the media and (2) determine if there is a risk of a pollution-swapping effect associated with their in-field use - i.e. the possibility that the materials might have some polluting effect on the environment through the release of metals or an unacceptable filter effluent pH.

The fourth aim of this study was to address this knowledge gap by using the RSSCT and modelling approaches developed in Chapters 4 and 5 to assess the potential of Al-WTR and crushed concrete for uses in the treatment of forestry runoff. This aim was addressed in Chapter 6. The findings of Chapter 6 confirmed that Al-WTR was successful in removing P from forestry runoff and furthermore demonstrated that it also held great promise for the treatment of dairy-soiled water (DSW), a wastewater with a P concentration approximately 30 times that of peatland forestry runoff. The pollution swapping potential of Al-WTR did not preclude its usefulness for either application. When used to treat forestry runoff, the effluents from filters containing crushed concrete were deemed to have an unacceptably high pH; the potential of this being an issue had been raised in Chapter 3, though batch results were inconclusive. It was also indicated that, for the treatment of DSW, filters containing crushed concrete would have a significantly lower useful lifespan than those containing Al-WTR, and for these reasons, studies using pilot-scale in-field filters for the treatment of either wastewater were not recommended in the case of crushed concrete.

7.2 Conclusions

The main study conclusions are as follows:

- Small- and large-scale laboratory filter studies demonstrated that Al-WTR was effective at removing P from synthetic wastewater, and the results of initial batch tests indicated that the material's P sorption capacity may actually be increased in a peat soil environment (Chapter 3). This suggested that Al-WTR would perform well as a P-sorbing peat soil amendment or as media in filters treating peatland forestry runoff, a hypothesis which was confirmed using small-scale adsorption columns, which were loaded with runoff from a recently clearfelled stand of coniferous peatland forestry (Chapter 6). Al-WTR's usefulness was found not to be limited to the removal of P
from forestry runoff, and the results of small-scale column tests indicated that it also shows promise for the treatment of DSW, a point source wastewater containing P concentrations that are orders of magnitude greater than those found in peatland forestry runoff (Chapter 6). Furthermore, these small-scale column tests indicated that there was no significant impediments to the use of Al-WTR for the treatment of either wastewater, as any release of metals was very small and occurred only in the 'first flush' through the filter; this issue may be resolved by washing the media prior to its placement in pilot-scale in-field filters. Furthermore, Al-WTR also removed various metals from both the forestry runoff and the DSW, further highlighting the potential for its usefulness for applications beyond the scope of this research.

• It was demonstrated that rapid small-scale column tests could be used to evaluate the performance of potential phosphorus sorbing filter media with equal efficacy to long-term large-scale column tests (Chapter 4). Moreover, small-scale tests had numerous advantages compared to large-scale tests in that they (1) required smaller quantities of media and wastewater (2) produced results in 24 to 36 hours (3) had much lower material costs for apparatus (4) required less sample analysis, resulting in reductions in cost and labour (5) were largely automated, further reducing labour requirements, and (6) had a much smaller footprint in the laboratory.

• With the aid of novel mathematical modelling techniques, the results of small-scale column tests can be used to predict the propagation of saturation and concentration fronts in large-scale filters with a high degree of accuracy. This potentially allows researchers to predict the long-term performances of large-scale filters of any size subjected to any loading using a methodology that takes no longer than commonly used batch adsorption tests (Chapter 5), which, by comparison, cannot provide insight into potential media longevity.

• The modelling strategies used in Chapter 5 were found to be applicable to a number of independent data sets, suggesting that the experimental and modelling methodologies developed in Chapter 5 are not only applicable to P removal, but can also describe the treatment of wastewaters containing contaminants such as metals, dyes, and other pollutants such as arsenic and fluoride.
7.3 Recommendations

The experiments carried out in this study are intended as a rapid means of assessing the in-field potential of filter media. They were performed under controlled laboratory conditions necessary for accurate modelling media performance. In-field conditions are highly variable, and in-field filters would be subjected to variations in volumetric loading, influent wastewater concentration, and a host of other external influences, including the effects of weathering, biological activity and sediment loads. The recommendations arising from this project may be summarised as follows:

- Because of the positive results obtained from laboratory-scale tests, in-field pilot-scale filters containing Al-WTR should be investigated for their potential to treat peatland forestry runoff.

- Because of the positive results observed at laboratory-scale when using Al-WTR to treat DSW, it is recommended that in-field pilot-scale filters be tested for the treatment of DSW and other P-rich wastewaters.

- Phosphorus is a valuable and limited resource. The third recommendation of this study is therefore that the possibility of recovering P from the spent media should be evaluated.

- Whether or not the P in the saturated media can be recovered, the fourth recommendation of this study is that an environmentally benign end-of-life use be found for the spent filter media. This may potentially be found in the recovery of P from the media, resulting in its rejuvenation for further use as a filter media.

- Closely linked to this fourth recommendation, the fifth recommendation of this study is that life-cycle analyses be performed on the use of Al-WTR for the treatment of various wastewaters to assess whether these applications are economically feasible.
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A B S T R A C T

Forestry harvesting on peats is known to result in significant losses of soil phosphorus (P) to adjacent waters, and the issue is becoming an increasingly serious concern as peatland forest stocks mature and reach harvestable age. One potential solution could be the use of low-cost P recovery techniques based on the chemical precipitation and/or adsorption of the dissolved fraction of soil P, which would otherwise be lost. Such recovery techniques have shown promise in similar applications on mineral soils. However, the interaction of peat with P adsorbing materials can significantly alter their adsorptive characteristics, and it is consequently not known what materials might be suitable for this application. This study compared the performance of six potential soil amendments (aluminum water treatment residual (Al-WTR), crushed concrete, gypsum, magnesium hydroxide, magnesium oxide, and steel wool) in removing P from aqueous solution in the presence of a typical forest peat soil. Comparison of adsorption isotherms plotted from these batch adsorption studies showed that the observed P adsorption maxima of Al-WTR and steel wool were increased by the presence of peat, from 10.6 mg g⁻¹ and 20.4 mg g⁻¹, to 11.8 mg g⁻¹ and 52.5 mg g⁻¹, respectively. In contrast, the observed P adsorption maxima of crushed concrete, gypsum, and magnesium oxide were reduced in the presence of peat, by 44%, 87%, and 37%, respectively. The maximum P adsorption achieved by magnesium hydroxide was increased from 29.8 mg g⁻¹ to 59 mg g⁻¹ at an amendment to peat–solid ratio of 1:4, but decreased from 73.9 mg g⁻¹ to 23.6 mg g⁻¹ at an amendment to peat–solid ratio of 1:10. It was concluded that Al-WTR, in particular, shows considerable promise for use as a soil amendment for P immobilization in a peat environment.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Ireland’s forestry stock of 731,000 ha covers about 10.5% of the country, of which 44% is planted on peats (National Forest Inventory, 2012). Peats, especially ombrotrophic upland blanket peats, are generally lacking in minerals like aluminum (Al) and iron (Fe), and consequently have extremely low soil phosphorus (P) sorption capacities (Renou et al., 2000). As a result, any P released by the forestry operations, such as clearfelling and afforestation, is liable to leach unimpeded into adjacent receiving waters, even with the application of current best management practices targeted at preventing such pollution (Finnegan et al., 2014).

Nutrient enrichment, or eutrophication, of inland waters is recognized as Ireland’s most serious environmental pollution problem (Department of the Environment, 2002). As P has been identified as the primary nutrient limiting eutrophication in freshwater (Carpenter et al., 1998; Boesch et al., 2001), preventing its migration from soil to aquatic environments is paramount. The oligotrophic nature of Ireland’s upland catchments, and the unique flora and fauna present in these waters, make them particularly sensitive to eutrophication (Mainstone and Parr, 2002; Hutton et al., 2008). These forested peat catchments are headwaters for many of Ireland’s river systems, a great number of which contain important salmonid populations (Giller and O’Halloran, 2004), as well as other species protected under European Union (EU) legislation (O’Driscoll et al., 2012; Reid et al., 2013). Consequentially, pollution from diffuse, low concentration sources of P, such as forestry, is capable of causing considerable environmental damage to an area much larger than that which is forested.

The sustained release of P following forestry harvesting has been highlighted as an issue of particular concern, as much of Ireland’s current peatland forestry stock was planted between the 1950s and the 1990s (Renou and Farrell, 2005) and has now reached, or is reaching, harvestable age (Rodgers et al., 2010). Clearfelling is the harvesting technique most prevalent in Ireland, and accounted for
76.6% of timber felled between 2006 and 2012 (National Forest Inventory, 2012). Clearfelling involves the removal from site of the commercially viable portions of the forestry crop (i.e. tree trunks), leaving large amounts of P to remain onsite, present both in the soil and in the non-commercial logging residues, or ‘brash’. This brash accounts for a considerable percentage of the above ground nutrients contained in a typical coniferous tree (Moffat et al., 2006), and it has been shown to release these nutrients for many years following its deposition (Titus and Malcolm, 1999; Hyvönen et al., 2000). To compound the issue, the use of brash mats to form temporary driving surfaces for heavy felling machinery is an essential management practice, as it prevents serious damage to the underlying soil (Moffat et al., 2006). Clearfelling completely disrupts natural P cycling in a forest ecosystem, with the deposition of brash mats resulting in increased P availability, while the concurrent removal of trees from site results in decreased P uptake and sequestration – a situation which greatly increases the threat of P leaching to aquatic ecosystems (Schaller et al., 2015).

While rates of afforestation on blanket peats have been in decline in recent years (National Forest Inventory, 2012), the harvesting of presently established forest is inevitable, as are the resulting water quality issues, if effective pollution mitigation measures are not implemented. Current best management practices advocate the use of riparian buffer strips between forestry and adjacent aquatic zones (Forest Service, 2000). Previous research has found the use of suitably large riparian buffer zones on peat soils to be largely successful in protecting surface waters from influxes of suspended sediments and associated particulate nutrients (Nieminen et al., 2005). However, with peat’s low P adsorption capacity, the performance of these buffer zones in satisfactorily mitigating the flow of dissolved P off site varies greatly. Moreover, it has been found that these buffer zones’ effect can be anywhere from positive, with total retention of released P (Vaaninen et al., 2008), to negative, compounding the issue with additional P release (Vasander et al., 2003; Liljaniemi et al., 2003).

There has been increasing interest in the use of soil amendments to control P losses from diffuse sources, such as land spreading of manure from dairy cattle (Brennan et al., 2011a,b) and pigs (O’Flynn et al., 2012), land spreading of dairy waste water from washing of milking parlors (Serrenho et al., 2012), and construction of wetlands on sites previously used for agriculture (Ann et al., 1999). The use of chemical amendments has shown much promise in these instances, though there has been little to no investigation into the practice’s potential in abating the loss of P from peatland forestry.

Fig. 1. Best fit Koble-Corragan adsorption isotherm models derived using non-linear regression methods for (a) magnesium oxide, (b) gypsum, (c) steel wool, (d) crushed concrete, (e) magnesium hydroxide, and (f) Al-WTR, at amendment to peat–solid ratios of 1:10, 1:4, and 1:2.
The performance of chemical amendments in this context has the potential to be quite different, as the interaction of amendments with the complex chemistry of peat can significantly alter their P removal performance (James et al., 1992).

This study tested the hypothesis that chemical amendments could immobilize P in a forest peat soil. To address this hypothesis, the aim of this study was to identify and compare potential soil amendments which function well in a peat chemistry environment and, when mixed with peat onsite, could increase the adsorptive capacity of the soil to the point where P losses from a forestry site would no longer pose a risk to receiving surface waters. Specifically, the objectives of this study were to: (1) identify chemical amendments capable of removing P from an aqueous solution which mimics the chemistry of runoff/ground water on a forested peat site; (2) compare the performance of each amendment and identify the amendment most ideally suited to application in a forested peat site; (3) analyze the effect of peat on the performance of each amendment in terms of its adsorptive capacity.

2. Materials and methods

2.1. Collection and characterization of peat samples

Samples of blanket peat were collected from a recently clear-felled riparian buffer zone, located near the town of Oughterard, County Galway, Ireland (approx. coordinates 53.375 N, −9.419 E). The peat was collected from a stratum of homogeneous composition, at a depth of 5−25 cm from the surface (the surface layer of vegetation and semi-decayed sphagnum moss was discarded, along with any larger roots and plant fibers). Before testing, the samples were homogenized by repeatedly folding and kneading the peat until its texture and water content were entirely uniform. Once homogenized, peat samples were sealed in airtight Ziploc® bags and stored in a temperature-controlled room at 11 °C until testing commenced. The water content of the homogenized peat was determined to be 89.7% ± 0.08% by oven drying the peat for 24 h at 105 °C (BSI, 1990).

2.2. Sourcing and characterization of amendments

The following amendments were used in this study (Table 1): dewatered aluminum sulphate water treatment residual (Al-WTR; oven dried for 24 h at 105 °C and ground to pass a 0.5 mm sieve), crushed concrete cubes ( pulverized with a mortar and pestle and ground to pass a 0.5 mm sieve), gypsum (sourced from recycled plasterboard, supplied as a powder, and passed through a 0.5 mm sieve to ensure uniformity), magnesium oxide (MgO; sourced from seawater, supplied as a powder, and passed through a 0.5 mm sieve to ensure uniformity), magnesium hydroxide (Mg(OH)₂; sourced from seawater, supplied as a paste, and passed through a 0.5 mm sieve to ensure uniformity) and steel wool (grade 00, fiber diameter approx. 0.04 mm).

2.3. Batch test procedure

Samples were prepared comprising two grams (wet weight) of the homogenized peat, mixed with each of the six amendments, at amendment to peat−solid ratios of 1:10, 1:4 and 1:2. These masses provided a material to solution ratio that was small enough to ensure non-zero equilibrium concentrations, thus allowing the determination of the entire isotherm curve. The material to solution ratio used in the current study was comparable to ratios used in similar studies (Li et al., 2006; Chardon et al., 2012). The samples were placed in separate 50 ml conical flasks and over-lain by 25 ml of deionized water, with ortho-phosphorus (PO₄-P) concentrations (prepared by adding various amounts of K₂HPO₄ to deionized water) of 0, 25, 50, 75, 100, and 150 mg PL−1. This range of P concentrations was determined to be sufficiently wide to account for the variation in the amendments’ adsorptive capacities, and the dependence of adsorption capacity on the initial concentration (Seo et al., 2005). The flasks were sealed with Parafilm and shaken in a reciprocal shaker (250 rpm) at room temperature (25 °C) for 24 h. After 24 h had elapsed, the samples were centrifuged at 14,500 rpm for 5 min, and the supernatant water was passed through a 0.45 μm filter. Dissolved P concentrations of the supernatant water were determined using a nutrient analyzer (Konelab 20, Thermo Clinical Lab systems, Finland) after APHA (1998). Experiments were conducted at neutral pH to ensure that all observed changes in pH could be attributed to the addition of peat to the solution. The same procedure was also carried out using identical masses of amendment but without the addition of peat.

2.4. Analysis of experimental data

The mass of P adsorbed per gram of adsorbent, qₑ, at equilibrium was calculated by:

\[ q_e = \frac{V(C_i - C_f)}{m} \]  \hspace{1cm} (1)

where \( C_i \) and \( C_f \) are the initial and final PO₄-P concentrations of the solution (mg L⁻¹), \( V \) is the volume of solution (L), and \( m \) is the dry weight of adsorbent (g). For the purpose of these calculations, the PO₄-P adsorbency of the peat was considered to be negligible, and for solutions containing peat and amendment, only the dry weight of the amendment was considered in Eq. (1).

The \( C_f \) and \( q_e \) data obtained from the batch tests were fitted to the Koble–Corrigan equation, which was chosen for its ability to model adsorption over a wide range of data, as well as for its being more universally applicable than the commonly used

<table>
<thead>
<tr>
<th>Material</th>
<th>Total exchange capacity (meq kg⁻¹)</th>
<th>pH</th>
<th>Organic matter (%)</th>
<th>P⁺ (mg kg⁻¹)</th>
<th>Bray II P (mg kg⁻¹)</th>
<th>Ca⁺ (mg kg⁻¹)</th>
<th>Mg⁺ (mg kg⁻¹)</th>
<th>Fe⁺ (mg kg⁻¹)</th>
<th>Al⁺ (mg kg⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peat</td>
<td>11.45</td>
<td>3.8</td>
<td>100</td>
<td>5</td>
<td>3</td>
<td>228</td>
<td>142</td>
<td>152</td>
<td>47</td>
</tr>
<tr>
<td>Al-WTR</td>
<td>16.78</td>
<td>7</td>
<td>21.62</td>
<td>2</td>
<td>&lt;1</td>
<td>2983</td>
<td>32</td>
<td>154</td>
<td>2159</td>
</tr>
<tr>
<td>Gypsum</td>
<td>64.8</td>
<td>8.8</td>
<td>1.85</td>
<td>6</td>
<td>14</td>
<td>11,858</td>
<td>296</td>
<td>111</td>
<td>66</td>
</tr>
<tr>
<td>Crushed concrete</td>
<td>145.15</td>
<td>11.7</td>
<td>0.82</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>27,593</td>
<td>622</td>
<td>405</td>
<td>441</td>
</tr>
<tr>
<td>MgO</td>
<td>267.55</td>
<td>10</td>
<td>1.04</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>2734</td>
<td>29,760</td>
<td>77</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Mg(OH)₂</td>
<td>247.78</td>
<td>9.8</td>
<td>23.53</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>739</td>
<td>28,660</td>
<td>57</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

* Mehlich-3 extractable.
Table 2
Koble–Corrigan fitting coefficients, HYBRID errors, and values of slope and $R^2$ obtained from plots of $q_e$ vs $q_e$ for all amendments studied.

<table>
<thead>
<tr>
<th>Amendment</th>
<th>Mass of amendment (g)</th>
<th>Mass of peat (g)</th>
<th>Koble–Corrigan parameters</th>
<th>Hybrid error $q_e$ calc vs $q_e$ exp</th>
<th>$R^2$</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$A_k$</td>
<td>$B_k$</td>
<td>$p$</td>
<td></td>
</tr>
<tr>
<td>Al-WTR</td>
<td>2.000</td>
<td>0.021</td>
<td>0.004</td>
<td>0.000</td>
<td>1.748</td>
<td>26.161</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>–</td>
<td>0.002</td>
<td>0.001</td>
<td>1.844</td>
<td>21.142</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.029</td>
<td>0.010</td>
<td>1.909</td>
<td>8.652</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.710</td>
<td>0.032</td>
<td>0.795</td>
<td>4.725</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.999</td>
<td>5.526</td>
</tr>
<tr>
<td>Crushed concrete</td>
<td>2.000</td>
<td>0.021</td>
<td>1.031</td>
<td>0.072</td>
<td>0.446</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.510</td>
<td>0.020</td>
<td>0.037</td>
<td>33.659</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>1.929</td>
<td>0.205</td>
<td>0.514</td>
<td>8.719</td>
</tr>
<tr>
<td>Gypsum</td>
<td>2.000</td>
<td>0.021</td>
<td>3.964</td>
<td>0.099</td>
<td>0.210</td>
<td>3.408</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>1.087</td>
<td>0.109</td>
<td>0.935</td>
<td>0.187</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>1.625</td>
<td>0.169</td>
<td>0.055</td>
<td>0.230</td>
</tr>
<tr>
<td>Magnesium oxide</td>
<td>2.000</td>
<td>0.021</td>
<td>0.191</td>
<td>0.002</td>
<td>1.722</td>
<td>1.816</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.004</td>
<td>0.000</td>
<td>2.481</td>
<td>8.108</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.089</td>
<td>0.050</td>
<td>0.016</td>
<td>72.056</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>5.054</td>
<td>0.381</td>
<td>0.176</td>
<td>23.740</td>
</tr>
<tr>
<td>Magnesium oxide</td>
<td>2.000</td>
<td>0.021</td>
<td>27.452</td>
<td>0.442</td>
<td>1.428</td>
<td>41.918</td>
</tr>
<tr>
<td>hydroxide</td>
<td>2.000</td>
<td>0.021</td>
<td>17.694</td>
<td>0.252</td>
<td>0.520</td>
<td>17.290</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>23.555</td>
<td>0.177</td>
<td>0.827</td>
<td>4.847</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>24.286</td>
<td>0.407</td>
<td>1.197</td>
<td>34.473</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>18.636</td>
<td>0.895</td>
<td>0.774</td>
<td>3.136</td>
</tr>
<tr>
<td>Steel wool</td>
<td>2.000</td>
<td>0.021</td>
<td>1.214</td>
<td>0.159</td>
<td>0.379</td>
<td>287.793</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.055</td>
<td>0.001</td>
<td>1.474</td>
<td>60.942</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>0.152</td>
<td>0.041</td>
<td>0.011</td>
<td>21.583</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>17.694</td>
<td>0.252</td>
<td>0.520</td>
<td>17.290</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>7.849</td>
<td>0.098</td>
<td>1.065</td>
<td>408.260</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td>2.000</td>
<td>2.075</td>
<td>0.047</td>
<td>1.473</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Langmuir and Freundlich equations (Koble and Corrigan, 1952). The Koble–Corrigan equation is as follows:

$$q_e = \frac{A_k C_e^p}{1 + B_k C_e^p}$$

(2)

where $A_k$, $B_k$ and $p$ are the Koble–Corrigan isotherm constants determined by using an iterative approach to minimize the value returned by the hybrid fractional error function (HYBRID), an error function used to fit Eq. (2) to the observed data (Porter et al., 1999):

$$R^2 = \frac{100}{n - 3} \left(\frac{\sum_{i=1}^{n} (q_{e,i,meas} - q_{e,i,calc})^2}{q_{e,i,meas}}\right)^2$$

(3)

where $n$ is the number of experimental data points, $p$ is the number of isotherm constants in the Koble–Corrigan equation (Eq. (2)), $q_{e,i,meas}$ is the value of $q_e$ obtained from Eq. (1), and $q_{e,i,calc}$ is the value of $q_e$ obtained from Eq. (2). By fitting the experimental data for each adsorbent to the Koble–Corrigan equation, it was possible to make predictions for values of $C_e$ and $q_e$ for any given $C_o$. Substituting Eq. (1) into Eq. (2) gives:

$$V(C_o - C_e) = \frac{A_k C_e^p}{1 + B_k C_e^p}$$

(4)

An iterative approach, using Microsoft Excel’s Solver™, was then used to determine values of $C_e$ for any given value of $C_o$. The impact of peat on the amendments’ performance was evaluated using:

$$\phi = \frac{q_{e,calc}}{q_{e,exp}}$$

(5)

where $q_{e,calc}$ is the modeled mass of P adsorbed by the amendment in a solution containing peat, and $q_{e,exp}$ is the modeled mass of P adsorbed by the amendment in a solution containing no peat. Calculated values of $\phi > 1$ indicate a synergistic effect was obtained by exposing an amendment to peat, i.e. the influence of peat chemistry was favorable for P adsorption, while values of $\phi < 1$ suggest the opposite, i.e. that the effect was antagonistic. In this way, $\phi$ could be considered to be a coefficient of synergy.

3. Results and discussion

All of the amendments were effective at removing P from aqueous solution, both with and without the presence of peat in solution. The addition of peat did, however, influence the behavior of all amendments, leading to either improved or diminished adsorptive performance.

3.1. Equilibrium adsorption isotherms

Fig. 1 shows the adsorption isotherms obtained by fitting the Koble–Corrigan model to each of the peat amendment-mixtures.
The Koble–Corrigan fitting coefficients ($A_{kc}$, $B_{kc}$, and $p$) as well as slope, and $R^2$ values obtained from plots of $q_{e\text{calc}}$ (calculated using the Koble–Corrigan equation) vs $q_{e\text{exp}}$, are shown in Table 2. The Koble–Corrigan model fitted the experimental data well, and there was a very good correlation (average $R^2 = 0.94 \pm 0.1$) between predicted and experimental values. In general, higher values of $q_e$ were observed when the ratio of adsorbent to solution was smaller. This is in agreement with a review conducted by Cucarella and Rennan (2009), who reported that smaller adsorbent-to-solution ratios may lead to higher concentrations of P sorbed to the adsorbent material. Al-WTR, in particular, showed a much larger increase in P adsorption capacity (maximum observed $q_e = 11.8 \text{mg g}^{-1}$) when added to peat-containing solutions at an amendment to peat–solid ratio of 1:10, compared to amendment to peat–solid ratios of 1:4 and 1:2 (maximum observed $q_e = 3.3 \text{mg g}^{-1}$ and 3.6 \text{mg g}^{-1}$, respectively).

Maximum $q_e$ values observed for concrete were 15 \text{mg g}^{-1}, 8.9 \text{mg g}^{-1}, and 6.8 \text{mg g}^{-1} at amendment to peat–solid ratios of 1:10, 1:4, and 1:2, which were similar to $q_e$ values of 26.8 \text{mg g}^{-1}, 15.1 \text{mg g}^{-1}, and 6.8 \text{mg g}^{-1} observed for the same masses of concrete, but without the addition of peat. These values are all comparable to the $q_e$ range of 5.1–19.6 \text{mg g}^{-1} observed by Egemose et al. (2012). With respect to gypsum, the presence of peat in solution resulted in greatly reduced maximum observed $q_e$ values of 10.8 \text{mg g}^{-1}, 4.4 \text{mg g}^{-1}, and 3.6 \text{mg g}^{-1}$ at amendment to peat–solid ratios of 1:10, 1:4, and 1:2, compared to values of 84.8 \text{mg g}^{-1}, 58.4 \text{mg g}^{-1}, and 34 \text{mg g}^{-1}$ observed for the same masses without the addition of peat.

Magnesium oxide and Mg(OH)$_2$ displayed the highest P adsorption capacities, with MgO having the greatest of the two, with a maximum $q_e$ of 102.7 \text{mg g}^{-1} observed at an amendment to peat–solid ratio of 1:10. Liu et al. (2011) found that removal of As(III) from aqueous solution by MgO was due to the in situ formation of Mg(OH)$_2$ by reaction of the MgO with water, followed by subsequent adsorption/reaction of the newly formed Mg(OH)$_2$ with the As(III) anion. Liu et al. (2011) also reported that the adsorptive performance of Mg(OH)$_2$ formed in situ was greater than that of pre-formed Mg(OH)$_2$, at least partially as a result of the former’s larger specific surface area, which was almost 5.5 times greater than that of the latter (58.4 \text{m}^2 \text{g}^{-1} vs. 10.7 \text{m}^2 \text{g}^{-1}$, respectively).
The results of our study indicate that Mg(OH)₂ formed in situ also had a greater adsorptive capacity for PO₄-P compared to that of pre-formed Mg(OH)₂. Stoichiometrically, MgO contains approximately 45% more Mg per unit weight than Mg(OH)₂; however, its P adsorption capacity was observed to be up to 120% greater than that of pre-formed Mg(OH)₂ in solutions where peat was absent (data not shown).

When steel wool was examined, P adsorption was observed to be inhibited at high initial PO₄-P concentrations (C₀), both with and without the addition of peat. This appeared to be the result of high PO₄-P concentrations inhibiting the formation of the iron oxides/hydroxides responsible for P removal, and it was observed that much less of the steel wool had rusted in these comparatively high concentration solutions. Similar observations were made by Pryor and Cohen (1953), who found that solutions of orthophosphate passivate iron; i.e., iron became less reactive due to presence of a micro coating in the presence of dissolved air, and Harahuc et al. (2000), who found that phosphate at or above concentrations of 25 mmol inhibited the solubilization of iron.

### 3.2. pH Effects

Fig. 2 summarizes the effect the addition of peat had on the pH of the solution at equilibrium (after 24 h). The peat displayed a strong buffering capacity, and its addition altered the final pH of the solution at equilibrium in all cases. In real-world applications, an amendment that has a strong effect on pH may not be desirable, as large fluctuations in pH may have a deleterious impact on the environment. For example, the addition of an amendment which increases the soil’s pH may increase soil nitrate (NO₃⁻) concentrations, and the risk of NO₃ leaching could be particularly great during the clearfelling of forestry (Wickström, 2002). After shaking for 24 h, the pH of samples containing peat mixed with Al-WTR was found to be closest to those of a solution containing peat only. The performances of P adsorbent materials are known to be strongly affected by pH, and in acidic soils such as peats, Al and Fe are known to be responsible for the sorption of P (Sato et al., 2005), while binding by calcium (Ca) and magnesium (Mg) is responsible for P immobilization in alkaline soils (Faulkner and Richardson, 1989; Reddy et al., 1999).

### 3.3. Synergistic Effects

The results indicate that, at certain initial PO₄-P concentrations, a degree of synergy exists between the peat and certain amendments; i.e., their adsorption performance was better in an environment whose chemistry was influenced by peat (Fig. 3). Al-WTR and steel wool, in particular, showed improved performance
across a large range of concentrations, while concrete, gypsum, and MgO showed largely diminished efficacy. The effect of peat on P adsorption by Mg(OH)$_2$ varied from beneficial to detrimental, depending on the ratio of peat to amendment in solution.

One mechanism by which an amendment’s P sorption performance may improve when in a peat environment is as a result of the interaction of humic substances with soluble metal ions. Humic substances facilitate the removal of P through reactions with Al and Fe ions, which results in the formation of insoluble phosphate complexes (Bloom, 1981; Renou et al., 2000). Conversely, humic materials inhibit the removal of P by precipitation with Ca by competing with the phosphate anion for Ca, with this effect being more exaggerated at lower pH (Alvarez et al., 2004; Song et al., 2006; Cao et al., 2007). The formation of humic complexes may therefore contribute both to the observed improvement in Al-WTR and steel wool’s adsorptive performance, as well as the diminished performance of concrete and gypsum. Phosphorus sorption by gypsum, for example, is directly related to its solubility, as its P removal is largely due to precipitation reactions (Penn et al., 2007) and thus the availability of Ca for the formation of calcium phosphates (Kordlaghari and Rowell, 2006).

The concrete used in this study had significantly higher levels of Al and Fe present than the gypsum (Table 1), which may explain why its P removal performance was not as adversely affected as gypsum’s. Öğuz et al. (2003) found that P removal by concrete was by precipitation of metallic PO$_4$ salts, which were adsorbed onto the surface of the concrete, and AlPO$_4$ appeared to be the main product adsorbed onto the surface of the gas concrete examined in their study. This result suggests that the Al and Fe content of the concrete examined in this study, perhaps more so than its Ca content, plays a crucial role in P adsorption. Berg et al. (2005) reported that P removal by crushed gas concrete was not affected by the presence of organic matter in the form of dissolved organic carbon. However, as concrete’s adsorption of P is strongly related to pH, and improves with increasing pH (Öğuz et al., 2003), it appears that the acidification of the solution by the peat is at least partially responsible for the observed reduction in performance.

The pH buffering action of the peat is also likely to have contributed to the observed synergistic effects by lowering the solution pH, which can improve Al-WTR’s P adsorption, as observed by Yang et al. (2006), and promote corrosion of the steel wool to form P adsorbing iron oxide/hydroxides. Consequently, the peat had a stronger effect on pH at this rate, with the final solution pH ranging from 8.3–8.6, compared to 9.8–10.2 and 9.9–10.5 at amendment to peat–solid ratios of 1:4 and 1:2, respectively. It was also observed that when Mg(OH)$_2$ was added at an amendment to peat–solid ratio of 1:10, recorded $t$$_p$ values were much lower than solutions containing Mg(OH)$_2$ at amendment to peat–solid ratios of 1:4 and 1:2. While the reason for this is not entirely clear, the marked difference in pH accompanied by the significant drop in P adsorption strongly suggests that the pH buffering effect of the peat may also be responsible for reducing the P adsorbency of Mg(OH)$_2$ at this lowest rate of amendment. Xie et al. (2013) reported that fulvic and humic acids had a slight negative effect on PO$_4$ adsorption by a magnesium oxide nanoflake-modified diatomite adsorbent, and attributed this observation to the effects of competitive adsorption. It is quite possible that at low Mg(OH)$_2$ to peat ratios this effect is more exaggerated.

4. Conclusions

This study found that the presence of peat in solution increased the P adsorption capacities of Al-WTR and steel wool, while the adsorptive capacities of crushed concrete, gypsum, and magnesium oxide were decreased. Magnesium hydroxide showed both increased and decreased adsorptive capacity, depending on the ratio of peat to amendment in solution. Throughout the study, peat displayed considerable ability to buffer the peat-amendment mixture pH. However, the equilibrium pH of solutions containing Al-WTR and gypsum were observed to be closest to the peat’s natural pH, indicating that these amendments were best suited to the peat environment. Taking these factors into consideration, the results of this study indicate that Al-WTR, in particular, holds great promise for utilization in the mitigation of P runoff caused by forestry operations on blanket peat sites. Previous research into the use of Al-WTR has shown it to be effective in preventing P runoff when used as a soil amendment in an agricultural context, and this study’s findings demonstrate that the chemistry of a peat forest environment is likely to interact with Al-WTR in such a manner as to improve its P removal performance at low P concentrations. As a waste material, an additional benefit lies in the fact that it does not have the production costs associated with other high performing amendments studied, i.e. steel wool and Mg(OH)$_2$.
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A B S T R A C T

This study investigated a novel method of predicting the long-term phosphorus removal performance of large-scale adsorption filters, using data derived from short-term, small-scale column experiments. The filter media investigated were low-cost adsorbents such as aluminum sulfate drinking water treatment residual, ferric sulfate drinking water treatment residual, and fine and coarse crushed concretes. Small-bore adsorption columns were loaded with synthetic wastewater, and treated column effluent volume was plotted against the mass of phosphorus adsorbed per unit mass of filter media. It was observed that the curve described by the data strongly resembled that of a standard adsorption isotherm created from batch adsorption data. Consequently, it was hypothesized that an equation following the form of the Freundlich isotherm would describe the relationship between filter loading and media saturation. Moreover, the relationship between filter loading and effluent concentration could also be derived from this equation. The proposed model was demonstrated to accurately predict the performance of large-scale adsorption filters over a period of up to three months with a very high degree of accuracy. Furthermore, the coefficients necessary to produce said model could be determined from just 24 h of small-scale experimental data.

1. Introduction

Adsorption and surface precipitation are fast, cost-effective, and therefore highly attractive water treatment techniques that are applicable to the removal of a broad range of contaminants. In particular, there is considerable interest in low-cost adsorbents, which may be suitable for use in the treatment of water contaminated by pollutants such as heavy metals, industrial dyes, and nutrients (Demirbas, 2008; Vohla et al., 2011; Yagub et al., 2014). Natural materials, as well as industrial and agricultural wastes, are ideal in this regard, due to their low cost, local availability, and the added economic value associated with avoiding disposal routes such as landfill and incineration (Babel and Kurniawan, 2003; Crini, 2006).

When assessing the suitability of a potential filter medium, batch adsorption experiments are the most commonly utilized test, favored by researchers for their convenience and low cost (Crini and Badot, 2008). In fact, a large proportion of studies (arguably erroneously) rely solely on batch experiments to make inferences as to the behaviour of media in real-world filters (Ali and Gupta, 2007). The data from these batch adsorption tests are used in the construction of adsorption isotherms - curves that describe the removal of a contaminant from a mobile (liquid or gaseous) phase by its binding to a solid phase, across a range of contaminant concentrations. The determination of these isotherms is considered a critical step in the design and optimization of any adsorption process (Behnamfard and Salarirad, 2009; Hamdaoui and Naffrechoux, 2007), and there are a multitude of models describing these equilibrium curves.

Whilst important in the characterisation of potential adsorptive materials, it has been noted that batch adsorption tests have a number of potential shortcomings. Data obtained from batch studies are heavily influenced by factors such as initial solution concentration (Drizo et al., 2002), pH (Cucarella and Renman, 2009), and contact time (McKay, 1996), as well as by experimental conditions which are sometimes very different to real world applications - for example the use of unrealistic solid-to-solution ratios, and the agitation of batch samples (Adam et al., 2007;
Søvik and Kløve, 2005).

Adsorption isotherms may also be determined using flow-through experiments, and the utilization of such methodologies, while not offering a 'solve-all solution', may help to address many of the shortcomings associated with batch studies. Buergerisser et al. (1993) note that the solid-to-liquid ratio used when determining sorption isotherms with flow-through experiments is much closer to ratios that might be found in real-life systems where the adsorption of contaminants plays an important role in the treatment of contaminated waters (e.g. wastewater filtration units, constructed wetland substrates, and riparian buffer zones). Grolinmund et al. (1995) also highlighted a number of other advantages of flow-through methodologies, such as the ease of pre-washing the media under investigation, the reduced cost of the equipment necessary to perform the analysis, and the mitigation of experimental errors caused by the shaking motions used in batch experiments. A question still remains, however, regarding the applicability of the obtained isotherm to real-world situations. The isotherm alone provides no useful information regarding the longevity of a system (Seo et al., 2005), and when considering potential practical applications, predicting the lifespan of a given filter media is of paramount importance (Johansson, 1999).

Pelt et al. (2012) argue that the BDS is the only reliable method of predicting the long-term performance of a filter media is full-scale field testing. While this may be true, it is obviously impractical to conduct such a study with an unproven material, and it is therefore desirable to perform short-term, laboratory-based experiments prior to undertaking any such large-scale study. Therefore, to address the question of adsorbent longevity, flow-through experiments in large-scale, laboratory-based columns are the most commonly utilised method, though Crittenden et al. (1991) demonstrated that rapid small-scale column tests (RSSCTs) could also be used to predict the performance of pilot-scale adsorption columns.

There are a number of models commonly used to describe column adsorption, among the most popular of which are the Thomas model (Thomas, 1944), the Clark model (Clark, 1987), the Yoon-Nelson model (Yoon and Nelson, 1984), and the bed depth service time (BDST) model developed by Hutchins (Hutchins, 1973), based on an earlier model proposed by Bohart and Adams (Bohart and Adams, 1920). All of these models attempt to predict the performance of a filter column by studying the relationship between filter loading and effluent concentration, though in full-scale filters this relationship can be far from ideal. When a filter is intermittently loaded, as might be the case, for example, in sub-surface vertical flow constructed wetlands (Healy et al., 2007; Pant et al., 2001), intermittent sand filtration systems (Rogers et al., 2005), or indeed even riparian buffer zones (Ulen and Etana, 2010; Vidon et al., 2010), the relationship between effluent concentration and running time can be strongly affected by pauses in filter loading. It has been noted by a great many researchers that such breaks in the continuity of loading potentially allows for the diffusion of adsorbate molecules further into the adsorbent particles, thus resulting in a rejuvenation of the adsorbent surface prior to the next loading cycle (Ouvalard et al., 2002; DeMarco et al., 2003; Greenleaf andSen Gupta, 2006; Sengupta and Pandit, 2011). This results in a non-uniform evolution of column effluent concentration with successive loadings, and means that the relationship between effluent concentration and loading is unlikely to follow one of the ideal breakthrough curves described by any of the aforementioned models. For example, the BDST model predicts an S-shaped curve, which is often not observed in laboratory studies, experimental data instead producing linear to convex curves associated with less ideal adsorption (Malkoc et al., 2006; Walker and Weatherley, 1997). Furthermore, this model is best suited to columns containing ideal adsorbents with continuous flow-through rates that are low enough to allow adsorptive equilibrium to be reached (Jusoh et al., 2007) — conditions which are not necessarily representative of real world conditions.

Considering that the ability to predict the point at which the effluent from an adsorptive filter exceeds a pre-defined contaminant concentration (i.e., the breakthrough point) is the principal objective of any column service time model (Deliyanni et al., 2009), the purpose of the current study was to develop a model capable of predicting filter breakthrough, while addressing the difficulties of modeling effluent concentration from an intermittently loaded filter. The proposed model works under the hypothesis that, if the relationship between filter media saturation and filter loading can be accurately described for an intermittently loaded filter, then effluent concentration can be obtained implicitly for any given influent concentration, and in the case of an intermittently loaded media, this approach is likely to be more successful than attempting to simply model the effluent concentration directly. To the best of our knowledge, this approach to predicting filter longevity has not been attempted before.

The proposed model was developed from rapid small-scale column tests, and its accuracy was confirmed using large-scale, laboratory-based filters which, in terms of media mass and loading, were two orders of magnitude larger than the experiment from which the model was derived. To test the model’s adaptability to variations in operating conditions such as 1) removal of contaminants, 2) continuous loading, 3) treatment of complex sample matrices, 4) variations in contaminant concentration, and 5) variations in filter hydraulic retention time (HRT), the proposed model was fit to published data from a previous study (Claveau-Mallet et al., 2013).

The speed and ease with which the proposed experimental procedure may be performed, as well as the low costs associated with equipment and analysis, make this methodology an attractive complement to batch tests, as it provides an estimate of filter longevity in a similarly short timeframe to batch tests’ provision of estimates of filter capacity. As is the case with the RSSCTs proposed by Crittenden et al. (1991), the proposed model makes rapid predictions of filter longevity without the need for any preceding kinetic or isotherm studies, and only a small volume of sample wastewater is required for collection of the experimental data necessary to construct the model. In contrast with RSSCTs, the proposed model focuses on filter media subject to intermittent loading, modeling media saturation instead of filter effluent concentration. Predictions of filter performance are greatly simplified by virtue of the proposed model’s empirical nature, which circumvents the need to consider mechanistic factors such as solute transport mechanisms and intraparticle diffusivities.

2. Theory

Where a wastewater is loaded onto an adsorptive filter column, and the effluent collected in a number of containers, the relationship between the total volume of wastewater filtered and the mass of a contaminant adsorbed per unit mass of filter media is described by:

$$q_e = \sum_{i=1}^{n} \frac{(C_0 - C_e)V_i}{m}$$

(1)

where $q_e$ is the cumulative mass of contaminant adsorbed per gram of filter media, $n$ is the number of containers in which the total volume of effluent ($\sum V_i$) is collected, $C_0$ is the influent contaminant concentration, $C_{ei}$ is the effluent contaminant concentration in the
ith container, \( V_i \) is the volume of effluent contained in the ith container, and \( m \) is the mass of filter media contained in the filter column.

The Freundlich adsorption isotherm (Freundlich, 1906) is an empirical model describing the relationship between the adsorption of a contaminant from a mobile phase to a solid phase across a range of contaminant concentrations. The equation is as follows:

\[
q_e = K_f C_e^n
\]  
(2)

where \( q_e \) is the cumulative mass of contaminant adsorbed per gram of filter media, \( C \) is the contaminant concentration in the supernatant at equilibrium, and \( K_f \) and \( n \) are the Freundlich constants. The Freundlich equation assumes that the heat of adsorption decreases in magnitude with increasing extent of adsorption, and that this decline in the heat of adsorption is logarithmic, thus implying an exponential distribution of adsorption sites and energies (Sheindorf et al., 1981; Thomas and Crittenden, 1998). There is much experimental evidence that the real energy distributions, \( \Delta q_e \) between \( V_a \) and \( V_b \) can be calculated as follows:

\[
\Delta q_e = AV_b^\beta - AV_a^\beta
\]  
(7)

Substituting Eqn. (7) into Eqn. (6), and letting \( V_a \) equal \( V_b-\Delta V \) therefore gives the following:

\[
C_{ea} = \frac{AM}{B} \left( V_b^{\beta} - (V_b - \Delta V)^{\beta} \right)
\]  
(8)

The concentration of effluent at a given cumulative flow-through volume, \( V_a \), as opposed to the average concentration, as given by Eqn. (5), can then be estimated by obtaining the concentration across an infinitesimally small \( \Delta V \) as follows:

\[
C_{e} = \lim_{\Delta V \to 0} \left[ C_0 - \frac{AM}{B} (V_1^{\beta} - (V - \Delta V)^{\beta}) \right]
\]  
(9)

This yields the following:

\[
V_b = \left( \frac{C_0 - C_{eb}}{AM} \right)^{\frac{1}{\beta}}
\]  
(10)

Eqn. (11) describes the breakthrough curve for all breakthrough effluent concentrations in the range \( 0 < C_{eb} < C_0 \), though it is important to note in Eqn. (10) that \( V_b = \infty \) as \( V \to \infty \), meaning the model will only asymptotically approach total breakthrough, \( C_{eb} = C_0 \). This should not pose a limitation at concentration ranges of practical interest, i.e. \( 0 < C_{eb} < 0.9C_0 \). Above this range filter media are commonly thought to have reached exhaustion (Han et al., 2006; Netpradit et al., 2004), and caution should be exercised when trying to utilise the model to predict effluent concentrations past this exhaustion point. The volume at which initial breakthrough occurs, \( V_{b,0} \), is found by letting \( C_e \) in Eqn. (11) equal to 0 mgL\(^{-1}\). Inputting a value less than \( V_{b,0} \) into Eqn. (10) would result in a negative \( C_e \) (as \( V_b = V \to \infty \)) which should simply be taken as zero. Breakthrough curves can easily be predicted for any filter subjected to equivalent loading by simply multiplying Eqn. (11) by a scaling factor, \( M_2/M_1 \), where \( M_1 \) is the mass of the filter from which the data to derive Eqn. (11) was obtained, and \( M_2 \) is the mass of the filter of interest. Eqn. (10) can also be rearranged to yield following linear relationship between \( C_e \) and \( V_a \):
\[
\ln(C_0 - C_f) = \frac{(1 - 1)}{b} \ln V + \ln \frac{AM}{B}
\]  

(12)

With Eqn. (12), the coefficients A and B can theoretically be obtained from the slope and intercept of a plot of \(\ln(C_0 - C_f) vs \ln(V)\) as follows: \(A = B(\exp(\text{intercept})/\text{(M)})\), and \(B = (\text{slope} + 1)^{-1}\). However, as discussed previously, for an intermittently loaded filter column, it is hypothesized that attempting to model the saturation of the filter media would prove more successful than attempting to directly model column effluent concentration. To complement the explanations given in this section, Figure S1 shows the derivation of the breakthrough curve (Eqn. (11)) from a mass balance analysis of a filter system.

3. Materials and methods

3.1. Preparation of small bore adsorption columns

Small bore adsorption columns were prepared using polycarbonate tubes with an internal diameter of 0.94 cm and lengths of 10, 15, 20, 30, and 40 cm. Sets of tubes (comprising one tube of each length without replication) were packed with four different adsorbent media. These media comprised mixtures containing (1) aluminium sulfate drinking water treatment residual (Al-WTR; oven dried for 24 h at 105 °C and ground to pass a 0.5 mm sieve) (2) ferric sulfate drinking water treatment residual (Fe-WTR; oven dried for 24 h at 105 °C and ground to pass a 0.5 mm sieve) (3) fine crushed concrete (pulverized with a mortar and pestle and ground to pass a 0.5 mm sieve), and (4) coarse crushed concrete (pulverized with a mortar and pestle and ground to pass a 1.18 mm sieve, but retained by a 0.5 mm sieve); these will henceforth be referred to as media A, B, C, and D, respectively. In a preliminary experiment (not reported here), the relationship between dry bulk density and hydraulic conductivity was studied for each media, and the polycarbonate tubes used in this study were packed with media at a dry bulk density such that each of the columns had a saturated hydraulic conductivity of 0.14 cm s⁻¹. The physical characteristics of the different media were such that this value could be achieved for all four media, and this value of hydraulic conductivity is comparable to that found in constructed wetland substrates (Brix et al., 2001) and slow sand filters (Mauclaire et al., 2006; Rodgers et al., 2004). Plastic syringes with an internal diameter equal to that of the polycarbonate tubes’ outside diameter were fastened, by friction fit, to either end of the columns, and a small quantity of acid-washed glass wool was placed at the top and bottom of each column to retain the filter media within the tube. Flexible silicone tubing was attached to the syringe ends to provide influent and effluent lines, and the columns were attached to a frame to maintain a stable vertical orientation throughout the duration of the experiment.

3.2. Operation of small bore adsorption columns

A peristaltic pump with a variable speed motor was used to pump influent water, with an ortho-phosphorus (PO₄-P) concentration of 1 mg L⁻¹, into the base of each small-bore adsorption column at an approximate flow rate of 202 ± 30 ml h⁻¹. The combination of using a low flow rate in up-flow mode, and the high ratio of the column diameter to adsorbent particle diameter was considered sufficient to preclude any channeling effects (Vijayaraghavan et al., 2004). The influent was prepared by adding a small quantity of K₂HPO₄ to tap water, with the resulting solution having a pH of 8.09 ± 0.37. The simple makeup of the influent precluded interfering chemical interactions, and phosphorus (P) was selected as an excellent example of a contaminant commonly targeted by adsorption filters; its precise quantification is also relatively simple and inexpensive. The pump was operated in 12 h on/off cycles to achieve loading periods of 24–156 h. The effluent from each column was collected in 2-h aliquots in separate containers using an auto-sampler. The effluent in each container was analyzed for dissolved PO₄-P using a nutrient analyzer (Konelab20, Thermo Clinical Lab systems, Finland) after APHA (1998) and the cumulative mass of P adsorbed by the filter media was calculated using Eqn. (1). The limit of detection was determined, after McNaught and Wilkinson (1997), to be 0.009 mg L⁻¹.

3.3. Preparation of full-scale filter units

The media which showed the highest and the lowest absorbencies in the small-bore column experiments — media A and media D, respectively — were studied in 0.65 m deep laboratory filters with an internal diameter of 0.104 m. These filters were constructed in triplicate and were packed with filter media to a depth of 0.4 m from the bottom of each column. The free-board of 0.25 m in each column was to allow water to be poured onto the surface without spillage. As was the case in the small bore columns, the mass of media in each column was varied to achieve a packing density such that each of the columns had an approximate hydraulic conductivity of 0.14 cm s⁻¹.

3.4. Operation of full-scale filter units

The filter units were operated in a temperature-controlled room at 10 °C, and were subjected to repeated synthetic wastewater loadings over one to three months. The synthetic wastewater influent contained a PO₄-P concentration of 1 mg L⁻¹, and was loaded manually onto a baffle at the top of the filter media. Columns containing filter media D were loaded with 28 L of synthetic wastewater per loading event 10 times over the course of one month. Columns containing filter media A were loaded with 28 L of synthetic wastewater 17 times, and were subsequently loaded nine times with 56 L, in order to hasten the P saturation of the media. This loading was carried out over the space of three months. For both media, each loading event took place over a period of 1.5 h, and there was a minimum of one day’s rest between each loading event.

3.5. Processing of experimental data

During each loading event, the effluent from the filter units was collected in large HDPE containers and was analyzed for PO₄-P using a nutrient analyzer (Konelab20, Thermo Clinical Lab systems, Finland) after APHA (1998). The mass of phosphorus adsorbed per unit mass of filter media was calculated using Eqn. 1, and a graph of cumulative \(q_e\) versus cumulative collected effluent volume, \(V\), was constructed. The observed values of \(q_e\) were then compared to values predicted by models created using coefficients calculated from the data collected during small-scale adsorption column experiments.

3.6. Verification of model’s adaptability to variances in operating conditions

In their 2013 paper, “Removal of phosphorus, fluoride and metals from a gypsum mining leachate using steel slag filters”, Claveau-Mallet et al. (2013) provided a supplementary file containing concentration and pH data for effluents from columns which were being used to treat reconstituted gypsum mining leachate. In the study, a total of ten columns were operated as five
sets of two columns connected in series. These were continuously loaded with leachate for a period of 145–222 days, and effluent concentrations of fluoride (amongst other contaminants) were measured twice per week. Four of the columns were loaded with a low concentration leachate (L1), while the remaining six were fed with a higher concentration leachate (L2). The effluents of those columns fed with leachate L2 showed variations in pH of 4.15 ± 2, while those of columns fed with leachate L1 showed variations of 1.29 ± 0.67. Due to the effect that the large fluctuations in the pH of effluent from columns fed with leachate L2 had on the data, the model proposed in the current study was fit to the effluent fluoride concentration data from the columns fed with leachate L1. The columns were loaded continuously with an influent that had a fluoride concentration of 9 mg L⁻¹. Effluent fluoride concentrations were measured twice weekly, and using these data, averages of effluent concentration were used to determine the amount of fluoride removed by the filter media (qₑ). Given that the columns were loaded at a continuous rate by a peristaltic pump, the volume

Fig. 1. Filter media P adsorption (y-axis) vs. filter loading (x-axis), showing observed progressions of media saturation and the goodness of model fit for each media and column length.
of leachate filtered (V) was taken to be analogous to the time (T) for which the columns were running (as \( V = \alpha T \), where \( \alpha \) is the flow rate in L day\(^{-1}\)), and a plot of \( q_e \) versus \( V \) was developed from which the model coefficients, A and B, were computed from plots of Eqn. (4), as described previously. The difficulties of modeling non-ideal breakthrough curves was discussed in detail by Sperlich et al. (2005), and to further validate our proposed model, a supplementary Excel file has been made available with this paper demonstrating our model’s ability to describe and predict (using RSSCT data) the breakthrough curves observed in that study. The Excel file also contains a template to facilitate the fitting of our proposed model to other experimental data.

3.7. Determination of model error

The hybrid error function (HYBRID), developed by Porter et al.
(1999), is a non-linear error function often employed when using non-linear regression methods to predict isotherm parameters. Chan et al. (2012) analyzed data relating to the adsorption of acid dyes onto charcoal, and of the five non-linear error functions studied, concluded that the HYBRID function was the most effective in determining isotherm parameters for the six isotherm equations used in their study. The HYBRID function was used in the current study as a metric for the comparison of the goodness of model fit to experimental data. The function is:

\[
100 \frac{n}{n-p} \sum_{i=1}^{n} \left( \frac{q_{e,i,\text{meas}} - q_{e,i,\text{calc}}}{q_{e,i,\text{meas}}} \right)^2
\]  

(13)

where \(n\) is the number of experimental data points, \(p\) is the number of constants in the proposed model, \(q_{e,i,\text{meas}}\) is the value of \(q_e\) obtained from Eqn. (1), and \(q_{e,i,\text{calc}}\) is the value of \(q_e\) obtained from Eqn. (3). The mean percentage error (MPE) was also calculated to provide an easily comparable metric by which to assess the model's goodness of fit and its bias toward either over- or underestimation of predicted values compared to observed values. The MPE was calculated thus:

\[
\text{MPE} = 100 \frac{n}{n-p} \sum_{i=1}^{n} \frac{q_{e,i,\text{meas}} - q_{e,i,\text{calc}}}{q_{e,i,\text{meas}}}
\]  

(14)

where \(n\), \(q_{e,i,\text{meas}}\), and \(q_{e,i,\text{calc}}\) are the same as given for Eqn. (13). A negative MPE indicates that the model predictions tend to underestimate experimentally observed adsorption, whereas a positive error indicates an overestimation.

4. Results and discussion

4.1. Verification of theory at bench scale

For all four of the media studied, the relationship between filter
loading and the mass of P adsorbed per unit mass of filter media, \( q_e \), could be estimated with a very high degree of accuracy by the proposed model (Eqn. (3)). Fig. 1 shows the goodness of fit of model predictions made using 36 h of experimental data. The model coefficients, along with the \( R^2 \) values of the linear plots from which they were determined, are shown in Table S1. The experimental data fitted the linear expression of the model with a very high degree of accuracy, and the average linear regression coefficients observed for media A, B, C, and D were 0.997, 0.991, 0.963 and 0.997, respectively.

A column containing media A was loaded for 68 h to study the effect of experimental runtime on the accuracy with which model coefficients could be determined. Revised estimates of model coefficients were determined from experimental data collected at 2-h increments, and a model using these coefficients was fitted to experimental data for the entirety of the period for which the filter was loaded. Figure S2a shows the HYBRID error of these models, against the time at which the model coefficients were determined. After an initial sharp drop-off in model error, there was little improvement in model fit past the 24-h mark. Figure S2b shows the goodness of fit to experimental data of models using coefficients determined after 24 and 36 h of data aggregation, demonstrating that there was little benefit to be gained from experimental run times in excess of 24 h.

To study the accuracy with which effluent concentration, average daily effluent concentration, and total P loss could be predicted, a small-bore adsorption column containing media A was operated for an extended period of 156 h. All filter effluent was collected in 2 h aliquots, and it was possible, using Eqn. (9), to predict the P concentration of any one of these aliquots at any given time. There were 12 h rest-periods in between loading cycles, and these cessations in filter loading appear to have allowed the filter media to replenish some of its adsorptive potential. Increased P uptake at the beginning of each loading phase resulted in the effluent concentrations producing the cyclical 6-point pattern seen in Fig. 2a, and this strongly suggests that intraparticle diffusion of P, driven by the concentration gradient within the media particles, resulted in rejuvenation of the media surface; this has also been observed by many others (DeMarco et al., 2003; Greenleaf and SenGupta, 2006; Sengupta and Pandit, 2011; Song et al., 2011). Model predictions of \( C_e \) describe the general trend of increasing effluent concentration with increasing volume well, though the
model does not describe the cyclical pattern described previously. However, as can be seen in Fig. 2b, it was possible to produce highly accurate model predictions of average daily effluent concentration; these values could be forecast with a mean error of just 0.59% ± 10.54%. Average daily effluent concentration is, arguably, a more useful metric for assessing the long-term performance of a filter media, and, as seen in Fig. 2c, predictions of cumulative P loss made using predicted average daily effluent concentration had a mean error of just 3.74% ± 8.31%.

To ensure the results of the small-bore column experiments were replicable, 20 cm columns packed with media A were operated in triplicate for a period of 24 h, and the model coefficients calculated from each column were compared. As can be seen in Figure S3a, the experimental data from each of the three columns fit the linear expression of the proposed model with a coefficient of determination, $R^2$, of 0.996 ± 0.001. The model coefficients were determined as $A = 0.109 ± 0.003$ and $B = 1.480 ± 0.043$. Figure S3b demonstrates the effect of this variability in coefficients on the models produced. After 24 h of operation, at which 0.5 L of effluent had been collected, the mean $q_e$ predicted by substituting $V = 5$ L into Eqn. (3) was $0.320 ± 0.017$ mg g$^{-1}$. The variability of model predictions being so slight would indicate that this method of determining model coefficients is highly replicable.

### 4.2. Verification of theory at filter-scale

Fig. 3 shows the experimental data from large-scale experiments overlain by predictions made using models created from the small-bore adsorption column data. In the case of filter media A, the model obtained from the 24 h small-bore adsorption study
predicted the performance of the full-scale filter unit over three months with a very high degree of accuracy. Predicted values of $q_e$ differed from observed values by just 2.94% ± 4.31%, and the model fit the observed values with a HYBRID error of just 0.074. In the case of filter media D, predicted values of $q_e$ differed from observed values by 8.08% ± 11.49%, and the model fit the observed values with a HYBRID error of just 0.070. It was thus demonstrated that, in terms of media mass and loading, scaling the experiment up by approximately two orders of magnitude had very little negative impact on the ability of the model to predict filter performance, appearing to confirm the hypothesis that a small-scale, 24-h experiment could be used to accurately predict large-scale filter performance over a much greater period. To further validate this assertion, RSSCT data from a study conducted by Sperlich et al. (2005) was used to construct a model which was then used to successfully predict the performance of a lab-scale filter that was over 700 times larger than the RSSCT in terms of filter media mass. This model and the data used in its construction can be found in the supplementary Excel file which has been made available with this paper.

4.3. Adaptability of model to varying conditions

Fig. 4 shows the model proposed by this study fit to fluoride removal data published by Claveau-Mallet et al. (2013). As can be seen, the model described the evolution of fluoride
concentrations in the filter effluent well for both those filters fed with a constant fluoride concentration of 9 mg L⁻¹ (Fig. 4, ‘A’ Columns), and those fed with a variable concentration from the effluent of the preceding filter in a series (Fig. 4, ‘B’ Columns). This would appear to confirm the model’s ability to describe the observed data, nor did continuous loading of the columns. Columns 1A, 1B, 4A, and 4B (Fig. 4) had HRTs of 14.2, 18.2, 4.8, and 4.3 h, respectively, though these variations in HRT appear to have had no significant impact on the goodness of model fit. Columns 1A and 4A were both loaded using wastewater with a constant fluoride concentration of 9 mg L⁻¹, while columns 1B and 4B were loaded with the effluents from columns 1A and 4A, thus receiving an influent with fluoride concentrations ranging from 0.85 to 7.66 and 5.86–8.63 mg L⁻¹, respectively. In general, higher MPEs were recorded for models fit to data from columns fed by an influent of varying concentration, and a greater variance in influent concentration resulted in a larger MPE. This would seem to indicate that variation in influent concentration had a negative impact on model fit, though with a maximum recorded MPE of 12.35% (Fig. 5b), the model appeared to cope well with this variability nonetheless.

5. Conclusions

This study proposed a model capable of describing the non-ideal (i.e. non s-shaped, linear to convex) breakthrough curves often described by data from column experiments using low-cost adsorbents and soils.

- It was demonstrated that the model could be used to describe and predict the performance of multiple low-cost filter media, which were intermittently loaded with a wastewater containing 1 mg L⁻¹ of PO₄P.
- The model was fit to data from two independent studies, demonstrating its ability to describe the removal of contaminants other than phosphorus (fluoride and arsenate), and its adaptability to continuous loading conditions, complex wastewater compositions, and variations in HRT.
- It was shown that model parameters could be determined experimentally from both filter effluent data and media saturation data, with the latter approach being more successful when modeling intermittently loaded filters.
- The model was successfully used to predict the performance of lab-scale filter columns which were intermittently loaded over the course of a number of months.
- The model parameters required to predict the performance of the lab-scale filters were determined using data aggregated over a 24 h period using small-scale column tests.
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A B S T R A C T

The phenomenon of adsorption is widely exploited across a range of industries to remove contaminants from gases and liquids. Much recent research has focused on identifying low-cost adsorbents which have the potential to be used as alternatives to expensive industry standards like activated carbons. Evaluating these emerging adsorbents entails a considerable amount of labor intensive and costly testing and analysis. This study proposes a simple, low-cost method to rapidly assess the potential of novel media for potential use in large-scale adsorption filters. The filter media investigated in this study were low-cost adsorbents which have been found to be capable of removing dissolved phosphorus from solution, namely: i) aluminum drinking water treatment residual, and ii) crushed concrete. Data collected from multiple small-scale column tests was used to construct a model capable of describing and predicting the progression of adsorbent saturation and the associated effluent concentration breakthrough curves. This model was used to predict the performance of long-term, large-scale filter columns packed with the same media. The approach proved highly successful, and just 24–36 h of experimental data from the small-scale column experiments were found to provide sufficient information to predict the performance of the large-scale filters for up to three months.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Adsorbents are used to remove contaminants from gases and liquids across a diverse range of industries including manufacturing, agriculture, mining, and the treatment of both drinking water and municipal wastewater (Dąbrowski, 2001). These industries are naturally interested achieving optimum treatment efficiency with minimal investment, and there has been a growing interest in 'low-cost adsorbents', which are emerging as alternatives to more expensive and well-established adsorbents such as activated carbons (Babel and Kurniawan, 2003; Crini, 2006). The term 'low-cost adsorbent' can be used to describe any abundantly available natural material, industrial byproduct, or waste material which, with minimal processing, has suitable physical and chemical properties to allow for its use in the adsorption of some contaminant of interest (Bailey et al., 1999). Such media often display lower adsorption affinities and saturation capacities than well-established adsorbents, like activated carbons and synthetic resins, but they can nonetheless replace these ostensibly 'better' media with the introduction of minor modifications to adsorption treatment processes (Brown et al., 2000; Reddad et al., 2002) - for example, increasing the hydraulic residence time of a filter bed or increasing the adsorbent dose in a batch reactor. Therefore, despite the fact that low-cost adsorbents often display less favorable adsorption characteristics, their use is nonetheless a highly attractive option because of their ability to ultimately achieve equal treatment efficacy to established adsorbents, but at a greatly reduced cost.

The interaction between an adsorbent material and a dissolved contaminant is a highly complex one, influenced by a multitude of factors such as the physicochemical properties of the adsorbent and target adsorbate (Bockris et al., 1995), the composition and pH of the solution matrix (Faust and Aly, 1998), and the contact mechanism (i.e. batch or through-flow) between adsorbent and adsorbate (Goel et al., 2005). The complexity of these interactions makes characterizing the adsorptive properties of a medium for a given contaminant a vital first step in assessing its suitability for any intended treatment process. As low-cost adsorbents are often derived from locally sourced natural materials, industrial by-products, and waste materials, there is an inherent variability in
their physical structure and chemical composition; no two low-cost adsorbents are exactly alike, and consequently, no two adsorbents will display identical adsorption characteristics. This problem is exacerbated by the fact that there is equal variability in waste streams, and hence there results an unavoidable necessity to characterize and assess every low-cost medium with respect to every potential use.

This poses a significant challenge to researchers, as there is a substantial amount of work involved in characterizing an adsorptive medium prior to its utilization in a real world application. Batch studies, capable of providing a rough approximation of a medium’s adsorptive properties, are a common first step in media characterization, and these are an attractive option by virtue of their being cheap and easy to perform, with experimental methods being well established and results being easy to interpret (Crini and Badot, 2008). The primary disadvantage is that batch experimental conditions are radically different to through-flow conditions in real world filter-beds. These studies are, for this reason, unable to provide sufficient information to allow for the design of full-scale adsorption filters (Sawik and Kleve, 2005). Accordingly, when media are to be used in filter-beds, large-scale field studies are widely considered to be the most reliable method of assessing their potential (Pratt et al., 2012). Such tests provide excellent insight into the behavior of real-world adsorption systems; however, the propriety of conducting such large-scale and costly investigations is questionable when using untested and unproven materials. The limitations of both batch studies and large-scale column studies have made rapid small-scale column tests (RSSCTs), of the kind proposed by Crittenden et al. (1986, 1987), an ideal option for initial media characterization, and it has been repeatedly demonstrated that such tests can provide excellent predictions as to the performances of real-world filter units (Crittenden et al., 1991). RSSCTs involve the use of scaling equations to select media particle sizes, hydraulic loading rates, and empty bed contact times (EBCT, defined as the empty bed volume divided by the flow rate) which will ensure exact similarity of operation between small- and large-scale adsorption filters. Providing exact similitude is achieved, the breakthrough curve (BTC) observed when operating a small-scale filter column should match that of a large-scale filter almost exactly. The advantages of RSSCT type experiments are numerous; they are fast and inexpensive to perform, they require minimal quantities of both adsorbent and adsorbate solution, and perhaps most importantly, they investigate the interaction between adsorbent and adsorbate under through-flow conditions which are representative of intended field conditions, providing insight into both adsorption capacity and kinetics simultaneously. The primary drawback of RSSCTs is that they only make reliable predictions for the very specific case for which they were designed; a single RSSCT corresponds to only one large-scale filter operated in an exactly similar manner (in terms of loading rate and empty bed contact time etc.). Also, while it is easy to obtain different particle sizes of activated carbon (the material for which the RSSCT methodology was originally proposed), it may not be possible to scale down many low-cost media due to their physical characteristics.

Mathematical models provide a means by which to make theoretical predictions for any fixed-bed system, and there are a great many mathematical models which have been developed in an attempt to predict the breakthrough behavior of adsorptive media. Xu et al. (2013) summarized some of the most widely used of these in a recent review, listing, amongst others, the Thomas model (Thomas, 1944), the Bohart-Adams (B-A) model (Bohart and Adams, 1920), and the Bed Depth Service Time (BDST) model (Hutchins, 1973). It is interesting to note that the B-A model is often erroneously referred to as the Thomas model; this has caused considerable confusion (Chu, 2010), even though the former predates the latter by a considerable margin. The B-A model is also the basis of the popular BDST model proposed by Hutchins (1973), which is, essentially, just a simplified rearrangement of the B-A model. It therefore seems reasonable to assert that the B-A model is quite possibly the most popular fixed-bed sorption model in current use. The basic form of the B-A model is as follows:

\[
\ln \left( \frac{C_0}{C_b} - 1 \right) = \ln \left( \exp \left( k_{BA}N_0Z \right) - 1 \right) - k_{BA}C_0t_b
\]

(1)

Where \(C_0\) is the influent concentration, \(C_b\) is the effluent breakthrough concentration at any time, \(t_b\); \(k_{BA}\) is a kinetic constant associated with the B-A model, \(N_0\) is the adsorptive capacity of the medium per unit volume of the bed, \(Z\) is the depth of medium in the filter bed, and \(U\) is the linear flow velocity.

In practice, \(\exp(k_{BA}N_0Z/U)\) is often much larger than one (Al-Dehs et al., 2009), and the equation can therefore be simplified by ignoring the unity term on the right hand side of Eqn. (1) to yield:

\[
\ln \left( \frac{C_0}{C_b} - 1 \right) = k_{BA}N_0Z - k_{BA}C_0t_b
\]

(2)

As stated earlier, Hutchins’ BDST model is based on a rearrangement of the simplified B-A equation (Eqn. (2)), and proposes a linear relationship between filter-bed depth and filter service time to a given breakthrough concentration. The time to any
breakthrough concentration is found by rearranging Eqn. (2) into form \( t_b = \frac{N_b}{C_0} \frac{1}{U} \ln \left( \frac{C_0}{C_b} \right) \) as follows:

\[
t_b = \frac{N_b}{C_0} U z - \frac{1}{K_B C_0} \ln \left( \frac{C_0}{C_b} \right)
\]

Mathematical modelling offers more versatility in terms of predicting a wide range of potential fixed-bed arrangements, though this is arguably at the cost of the certainty and reliability that predictions based on experimental observations provide. It would therefore seem logical that a combination of both experimental observation and mathematical modelling would hold promise - providing the versatility of mathematical modelling as well as the certainty associated with experimental results. The BDST modeling approach is a widely implemented example of such a procedure. The BDST approach to filter design involves using experimental data from a number of filter columns to determine the coefficients \( N_b \) and \( K_B \) in Eqn. (3). The BDST model then allows for designers to use interpolation and extrapolation to make predictions as to the behavior of adsorption systems with different flow rates, bed depths, and influent concentrations to those used to obtain the model coefficients. Simultaneously, the BDST model does not attempt to predict full BTCs, but instead predicts the time at which a certain breakthrough concentration will occur for a given filter depth and flow rate. Were the BDST equation rearranged in an attempt to predict the entire BTC, a sigmoidal function would be obtained, i.e. Eqn. (2). Therefore, the BDST model may fit experimental data at a single breakthrough point, but if extrapolations are made to different breakthrough concentrations, predicted BTCs may vary significantly from observed BTCs. This is particularly true in relation to low-cost adsorbents, which often produce BTCs that deviate significantly from the ideal symmetrical sigmoidal shape predicted by formulae such as that used in the BDST model.

Naturally, with the addition of enough modifying constants, a model can achieve an almost perfect fit to any dataset, but this detracts from the purpose of creating a model; a model should be simple enough to be of practical use, allowing for its easy application by those in industry, but sophisticated enough that the predictions it offers will be of practical use. Creating a model which adheres to these criteria will necessitate the adoption of various simplifications and assumptions, and depending on the assumptions made, the resultant model will almost certainly only be suitable for only certain adsorption systems (Xu et al., 2013). This is not a limitation, per se, rather just an unavoidable reality, one that necessitates the use of different models for different systems. Striving to create a ‘perfect’ model at the expense of its ever being practically utilized is a wholly academic pursuit if its complexity is such that very few can effectively implement it. This is reflected by the popularity of the simple B-A model, which assumes a rectangular isotherm, while the Thomas model, which assumes a more realistic Langmuir isotherm, and often offers a better fit to experimental data, has seen much less use; Chu (2010) compared the Thomas model to the B-A model and described the former as being “computationally intractable”.

In a recent paper, Callery et al. (2016) found that the long-term performance of large-scale filters packed with low-cost adsorbents could be predicted mathematically using a simple model, which was constructed using 24 h of experimental data obtained from small-scale column tests. The methods used didn’t require the use of scaling equations, as is generally the case with RSSCTs. Simultaneous was achieved by using the same media particle sizes and hydraulic loading rates in both the large and small-scale filters. In this way, the small columns were not so much scaled-down versions of large-scale filters, rather they could be considered cylindrical longitudinal-sections of hypothetical large-scale filter-beds. The BTCs obtained from these small-scale filters could be modeled, and extrapolations could be made to predict the performance of large-scale filters using the same media.

While dispensing with the necessity for scaling equations made this method simpler than the RSSCT approach, the advantages of RSSCTs were retained. So too was the disadvantage that there needed to be exact similarity between the small- and large-scale tests. For this reason, there is a necessity to develop this method further before it is capable of predicting the performance of filters with any bed depth operated at any loading rate, and this need is addressed by this study.

### 1.1. Theory

In through-flow adsorption systems, the mass of adsorbate retained by a filter medium is a function of the contact time between the adsorbent medium and the adsorbate solution. This means that having an understanding of an adsorbent’s kinetic performance is of paramount importance when attempting to design any such system (Qiu et al., 2009). Changing the bed depth of a filter-bed (or adjusting the hydraulic loading rate) will affect the EBCT (used as a measure of the contact time between the adsorbent and the adsorbate solution) which will in turn affect the system’s performance. The BDST model supposes that the relationship between bed depth (and therefore EBCT) and service time – the filter operating time to some defined breakthrough concentration – is a linear one (Hutchins, 1973). This assumption, while often reasonable, was quickly shown to not be valid for all systems (Poos et al., 1976a, 1976b). Curved plots of bed depth vs. service time are not uncommon, and intraparticle diffusion can cause tailing of BTCs (Deokar and Mandavgane, 2015), and non-linear BDST plots which deviate from those predicted by Hutchins’ BDST model (Ko et al., 2000, 2002). Internal diffusion of adsorbate molecules often becomes a significant factor as a medium’s surface becomes increasingly saturated, or as a result of lengthy filter EBCTs. Hutchins’ BDST model is based on the assumption that intraparticle diffusion and external mass resistance are negligible (Ayoob and Gupta, 2007); this is rarely the case in real-world adsorption systems, where adsorption is seldom controlled solely by surface chemical reactions between the adsorbent and adsorbate (Crini and Badot, 2010). This limitation has been noted before, and attempts have been made to modify the BDST model to make it more universally applicable (Ko et al., 2000, 2002).

In deriving their fixed-bed model, Bohart and Adams (1920) made the assumption that the rate of the adsorption reaction in a fixed bed filter is proportional to the fraction of the medium’s adsorption capacity which is still retained, and the concentration of adsorbate in the solution being filtered. They described this relationship as follows:

\[
\frac{dN}{dt} = -kNC
\]

\[
\frac{dC}{dz} = -k \frac{C}{U} NC
\]

Where \( C \) is the adsorbate concentration of the solution being filtered, \( t \) the time, \( z \) the filter bed depth, \( U \) the flow velocity of the solution past the adsorbent, and \( k \) is a reaction rate constant; \( N \) is the residual adsorption capacity which is assumed to be some fraction, \( N' \), of the adsorptive capacity of the adsorbent, \( N_0 \) (i.e. \( N' = N/N_0 \) or \( N = N_0N' \)).

Eqns. (4) and (5) are based on the assumption that the filter bed
has a definite sorption maximum, \(N_0\), which is independent of bed contact time and the duration for which the filter has operated; at equilibrium Eqn. (4) reduces to a rectangular sorption isotherm (highly favorable, irreversible adsorption) \(\text{(Chu, 2010)}\). In reality, it is known that filter-bed adsorption capacity does change depending on the fluid residence time in the bed \(\text{(Ko et al., 2000, 2002)}\) and the duration of filter operation. Increases in bed depth, and consequent increases in EBCT and service time, allow adsorbate molecules to diffuse deeper into the adsorbent particles resulting in a consequent increase in bed capacity. To account for this, Ko et al. \(\text{(2000, 2002)}\) proposed that a time dependent bed capacity term, \(N_t\), could replace the standard bed capacity term of the BDST model, \(N_0\), and presented two possible equations with which to determine this value:

\[
N_t = N_0 \left(1 - e^{-a't}\right)
\]  

\[6\]  

\[
N_t = N_0 \left(1 - e^{-a'\sqrt{t}}\right)
\]  

\[7\]

where \(a\) and \(a'\) are first order and diffusional kinetic rate parameters respectively.

Regardless of the solid-liquid contact mechanism employed (i.e. batch or fixed bed), the equilibrium and kinetic characteristics of an adsorption system remain unchanged \(\text{(Chu, 2010)}\). With this in mind, just as Eqn. (6) is based on Lagergren \(\text{(1898)}\) pseudo first-order model, following the work of Liu \(\text{(2008)}\), another possible expression for \(N_t\) is proposed, based on Ho and McKay \(\text{(1999)}\) pseudo second-order model:

\[
N_t = \frac{t}{t + a^*}
\]  

\[8\]

Where \(a^*\) is a fitting parameter associated with second order kinetics; the full derivation of Eqn. (8) can be found accompanying Fig. S1 of the supplementary information. It is worth noting that (given the interdependence of bed depth, EBCT, and service time), with different values for the constants \(a\), \(a'\), and \(a^*\), EBCT could be used in the place of service time, \(t\), in Eqns. (6)–(8). The primary advantage of this being that EBCT is an easily calculable property of a filter, whereas service time must be experimentally determined. This point is also expounded in Fig. S1 of the supplementary file accompanying this text.

When \(N_t\) (as defined by one of Eqns. (6) and (7) or (8), to be selected on the basis of best fit to the system in question) is substituted for \(N_0\) in Eqn. (3), a modified form of the BDST equation (one which can describe a non-linear relationship between bed depth and service time) is obtained:

\[
t_b = \frac{N_0Z}{C_0U} - \frac{1}{k_B A C_0} \ln \left(\frac{C_0}{C_b} - 1\right)
\]  

\[9\]

This equation can also be rearranged in the form of a modified BA equation to describe sigmoidal breakthrough curves:

\[
\ln \left(\frac{C_0}{C_b} - 1\right) = -\frac{k_B N_0 Z}{U} - k_B C_0 t_b
\]  

\[10\]

Ko et al. \(\text{(2000, 2002)}\) demonstrated the utility of this modified BDST model \(\text{(Eqn. (9))}\), using Eqns. (6) and (7) to determine values for \(N_t\) (to the best of our knowledge, Eqn. (8) has not yet been used for this purpose), however, once the model is rearranged in the form of Eqn. (10) an inherent limitation becomes apparent: the model describes only sigmoidal curves, and is therefore poorly suited to the description of linear to convex BTCs which are commonly observed in fixed-bed studies using low-cost adsorbents.

To address this limitation, Callery et al. \(\text{(2016)}\) proposed the following model in a recent study:

\[
C_e = C_0 - \frac{q_e M}{VB}
\]  

\[11\]

Where \(C_e\) and \(C_0\) are the filter effluent and influent contaminant concentrations respectively, \(M\) is the mass of filter medium, \(V\) is the volume of solution loaded on to the filter, \(B\) is a model constant, and \(q_e\) is the mass of adsorbate adsorbed per unit mass of filter medium, as modeled by:

\[
q_e = AV_b \left(\frac{t}{V_b}\right)
\]  

\[12\]

where \(A\) is a model constant and \(V_b\) is the number of bed volumes of solution filtered.

Callery et al. \(\text{(2016)}\) found that Eqns. (11) and (12) were well suited to the modeling of non-sigmoidal BTCs, though a limitation of this model is that it does not provide any information regarding the bed depth service time relationship. It is hypothesized that this may be easily addressed; just as Ko et al. \(\text{(2000, 2002)}\) replaced \(N_0\) with \(N_t\) to modify the B-A/BDST model, \(q_e\) in Eqn. (11)/(12) could be replaced with an analogous time dependent parameter, \(q_t\). Mirroring Eqns. (6)–(8), the following expressions for \(q_e\) are obtained:

\[
q_t = q_e \left(1 - e^{-a't}\right)
\]  

\[13\]

\[
q_t = q_e \left(1 - e^{-a'\sqrt{t}}\right)
\]  

\[14\]

\[
q_t = q_e \frac{t}{t + a^*}
\]  

\[15\]

Again, \(a\), \(a'\), and \(a^*\) are model constants associated with first order, diffusional, and second order kinetics respectively. Their value in the above equations will depend on whether service time or EBCT is used in the place of \(t\); EBCT will be used in this study.

The adsorbate solution’s concentration will reduce as it travels through the filter bed and, if the flow rate is constant, we can assume that at any depth within the filter, the pore concentrations will depend on the contact time that has elapsed between the solution and the filter medium (as well as the duration for which the filter has been loaded). The solution adsorbate concentration at any filter depth (i.e. after any EBCT), \(C_t\), as opposed to the filter effluent concentration, \(C_e\), can be found by substituting \(q_t\) for \(q_e\) in Eqn (11)/(12):

\[
C_t = C_0 - \frac{q_e M}{VB}
\]  

\[16\]

Given the linear relationship between filter depth and EBCT, Eqn. (16) can be used to calculate the filter pore concentrations of the adsorbate solution at any depth within the filter-bed after any filter loading, \(V\), and can therefore describe the propagation of concentration fronts within the filter-bed.

Eqn. (16) can also be rearranged to yield a function with similar utility to Hutchins’ BDST model, i.e. one that describes the relationship between bed depth and volume of solution treated to any breakthrough concentration, \(C_t\), of interest:

\[
V = \frac{q_e M}{B(C_0 - C_t)}
\]  

\[17\]

The filter service time can be found from Eqn. (17) by dividing
the volume treated, V (L), by the loading rate (L s⁻¹).

In summary, sigmoidal BTCs and corresponding plots of bed depth vs. service time may be described by Eqns. (10) and (9) respectively, while linear to convex BTCs and corresponding plots of bed depth vs. service time may be described by Eqns. (17) and (16) respectively.

2. Materials and methods

2.1. Preparation of filter columns

The low-cost adsorbents utilized in this study were aluminum water treatment residual (dried at 105 °C for 24 h and ground to pass a 0.5 mm sieve) and two grades of crushed concrete (“fine”, ground to pass 0.5 mm sieve, and “coarse”, ground to pass a 1.18 mm sieve but retained by a 0.5 mm sieve). Small bore filter columns of lengths 0.1, 0.15, 0.2, 0.3, and 0.4 m were constructed using HDPE tubing with an internal diameter of 0.0094 m. These columns were packed with each of the aforementioned media, with care being taken to ensure that an equal bulk density was achieved in each filter. Endcaps, consisting of PE syringe barrels packed with a small quantity of glass wool, were fastened by means of a friction fit to the ends of the filter columns, and silicone tubing was connected to the tip of these syringe barrels to provide inlet and outlet lines to the filter columns. Large bore filter columns of length 0.65 m were then constructed in triplicate using uPVC piping with an internal diameter of 0.104 m. These columns were packed to a bed depth of 0.4 m using the same media and same packing density as was used in the small-bore filters. Again, care was taken to ensure that an equal bulk density was achieved in each filter for each medium. Sampling ports were installed through the walls of the large-bore filter columns at bed depths of 0.05, 0.1, 0.18, and 0.25 m from the filter surface. Water samples could also be collected from the outlet at the base of each column.

2.2. Operation of filter units

A synthetic wastewater was produced by dissolving K₂HPO₄ in tap water to obtain a PO₄-P concentration of 1 mg L⁻¹ [similar to forest drainage water (Finnegan et al., 2012)]. A peristaltic pump was used to supply this wastewater to the small-bore filter units at consistent flow rates of between 134 and 259 mL h⁻¹ [hydraulic loading rates similar to those found in high rate trickling filters (Spellman, 2013) or activated carbon adsorbers (Chowdhury, 2013)] to achieve a variety of filter bed contact times. The small-bore filters were operated intermittently, in 12 h on/off cycles, and were fed from the bottom of the vertically oriented filters to preclude any incidence of wastewater bypassing the filter media. The effluent from the small-bore columns was collected in 2 h aliquots using an auto-sampler. The large-bore filter columns were manually loaded 2–3 days per week with 28 L of the same synthetic wastewater as used in the small-bore filters. Water samples were collected from the sampling ports at various intervals, and the effluent from each loading event was collected in large HDPE containers.

2.3. Data collection and analysis

Collected effluent samples were passed through 0.45 μm filters and analyzed with a Konelab nutrient analyzer in accordance with the standard methods (Eaton et al., 1998). With the influent and effluent PO₄-P concentrations determined, medium saturation, qₑ, was calculated. Graphs of qₑ vs V and Cₑ vs V were plotted, and Eqn. (15) and Eqn. (16) were fit to these experimental data by non-linear regression, using Microsoft Excel’s solver add-in to minimize the sum of the squares of the errors (ERRSQ):

\[ \sum_{i=1}^{p} (q_{e,calc} - q_{e,meas})^2 \]

where \( q_{e,calc} \) is the model predicted equilibrium solid phase PO₄-P concentration and \( q_{e,meas} \) is the measured equilibrium solid phase PO₄-P concentration.

2.4. Predicting large-scale filter performance

With the coefficients A, B, and \( a^n \) determined from the small-scale column tests, Eqn. (16) was used to predict effluent concentrations and pore water concentrations at multiple depths within the large-scale filter columns. \( V_x \), the volume of the large-scale filter to a depth of ‘x’ was calculated by multiplying ‘x’ by the area of the filter column (i.e. \( \pi D^2/4 \), where D is 0.104 m, the internal diameter of the large-scale filter column). After some filter loading, \( V \), the pore concentration at a filter-bed depth of ‘x’ (if predicting effluent concentration, \( x = Z \), the full filter-bed depth), was predicted by inputting the following values into Eqn. (16):

\[ V_B = V/V_x \]

\[ M = \rho V_x \] (where \( \rho \) is the bulk density of the media in the filter column; this should be the same as used in the small-scale tests),

and \( t = V_x Q/(Qe \text{ loading rate applied to the large-scale filter}) \).

2.5. Validation of model using independent data

To validate and further support the modelling strategy applied in this study, a literature review was carried out to identify column studies which utilized low-cost adsorbents and observed BTCs which tended towards a convex to linear shape, rather than the sigmoidal curve predicted by other models. The BTCs published in these studies were downloaded as raster images and converted to vector graphics, the ordinates of which could be exported as a text file. The text files were imported into Microsoft Excel as x and y coordinates, which could then be processed in the same fashion as the experimental data. This method was validated using known data points, and it was found that the mean absolute percentage error between actual values and data points obtained in this manner was 0.18%.

Fig. 1 shows a step-by-step schematic of the data collection and modelling procedure employed in this study.

3. Results and discussion

3.1. Predicting medium saturation in RSSCTs

Fig. 2 shows plots of filter loading versus phosphorus retained by filter columns of various lengths. As can be seen, the relationship between filter loading and medium saturation could be accurately described by Eqn. (15). The ERRSQ function was used as a metric for goodness of model fit, with average ERRSQ values of 0.074, 0.057, and 0.008 obtained for small-scale filter columns containing Al-WTR, fine concrete, and coarse concrete, respectively. As described previously, \( q_e \) can be calculated in a number of ways; Fig. S2 in the supplementary file compares graphs of the three functions from which a value for \( q_e \) may be obtained. Comparing the shapes of these functions, it can be seen that Eqn. (14), originally proposed by Ko et al. (2000, 2002) to account for diffusional adsorption, appears to very closely match the curve produced by Eqn. (15), based on second-order kinetics. This would seem to indicate that both functions might have similar utility, however the differences between the two can be considerable when the two are compared on a local scale, as can be seen from the inset in Fig. S2. In
constructing Fig. 2, attempts were made to fit the experimental data from the small-scale column tests to each of Eqns. (13)–(15). As can be seen from Table 1, which compares ERRSQ values obtained using each of these equations, Eqn. (15) was found to be optimal for each of the media studied. As it provided the best fit to these initial data (and because Ko et al. (2000, 2002) have already explored the use of Eqns. (13) and (14)), Eqn. (15) was used for the remainder of this study when fitting Eqns. (16) and (17) to experimental data.

3.2. Predicting pore concentrations at multiple depths in large-scale filter columns

Once it was established that Eqn. (15) was capable of describing and predicting the progression of medium saturation in small-scale filter columns of various lengths, it was hypothesized that Eqn. (16) would also be able to predict pore PO₄-P concentrations at any bed depth within the filter bed of a large-scale column. To test this hypothesis, Eqn. (16) (with q̄ determined using Eqn. (15)) was fit, using the ERRSQ method, to the data obtained from depth samples taken from various depths within the large-scale filter columns. Fig. 3(a) shows the fit of Eqn. (16) to these experimental data, and the associated ERRSQ values are shown in Table 2. Average ERRSQ values of 0.026, 0.011, and 0.005 were obtained for large-scale filter columns containing Al-WTR, fine concrete, and coarse concrete, respectively. It can be seen that the slight day-to-day variances in influent concentration had a marked influence on the shape of the observed BTCs. While Eqn. (16) was initially proposed to be accurate with the assumption of constant influent concentration, it appeared to display good resilience to these fluctuations, and was nonetheless able to make accurate pore and effluent concentration predictions. With it established that the model could describe the performance of both small- and large-scale filter columns, it was further hypothesized that the coefficients determined from the small-scale columns could also be used to predict the performance of the large-scale filter columns. With these coefficients, the performance of small-scale filters of any depth operated at any HLR could be predicted, and equivalent loadings for large-scale columns subjected to the same HLR were calculated by scaling filter throughput based on the ratio of the small- and large-scale filter areas. Fig. 3(b) shows data from the large-scale column tests fit to models created using data from the small-scale column tests, and the associated ERRSQ values are shown in Table 2. While not fitting quite as closely as when modeled directly on the large-scale column data, the level of precision achieved was still very good, with average ERRSQ values of 0.062, 0.054, and 0.008 obtained for filter columns containing Al-WTR, fine concrete, and coarse concrete, respectively. For practical purposes of preliminary filter design, this level of accuracy was considered more than sufficient, and it allowed for prediction of the adsorptive performance of the large-scale filter columns for the entire duration of their operation. It could reasonably be expected that loading the large-scale filters with a wastewater whose chemical composition was significantly different from that of the wastewater applied to the small-scale filters (in terms of pH, concentration of target contaminant, competing compounds etc.) would invalidate any model predictions of large-scale performance based on the small-scale experiments; a more complex modeling approach would be required to take account of such variations.

3.3. Validation of model using independent data

To further verify the validity and utility of Eqn. (16), it was fit to BTCs published in a number of independent studies. The results of this are shown in Fig. 4, and it can be seen that the model fit these data very well. Poots et al. (1976b) was the first author who
attempted to apply Hutchins (1973) BDST model to experimental results (according to the Web of Science™ citation index), and found that it was a poorly suited to describing the relationship between bed depth and service time in peat filters designed to remove Telon blue from aqueous solution. However, as can be seen in Fig. 4(a), Eqn. (16) was able to describe the breakthrough behavior of Telon blue at all filter depths, accurately describing the non-linear relationship between bed depth and service time described by the BTCs. A recent study on phosphate adsorption (Nguyen et al., 2015) recorded BTCs from filters packed with a low cost adsorbent (zirconium loaded okara) using phosphate

![Image](image-url)

**Fig. 2.** Phosphorus retained by filter media (y-axis) vs. filter loading (x-axis) for small scale filter columns of various lengths and predictions made by Eqn (15).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>ERRSQ values obtained using Eqns (13)–(15) to model phosphorus retained by filter media vs. filter loading for small-scale filter columns of various lengths.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation</td>
<td>Average model ERRSQ values</td>
</tr>
<tr>
<td></td>
<td>Al-WTR</td>
</tr>
<tr>
<td>$q_t = q_e (1 - e^{-at})$</td>
<td>0.0762</td>
</tr>
<tr>
<td>$q_t = q_e (1 - e^{-at})^{1/2}$</td>
<td>1.0534</td>
</tr>
<tr>
<td>$q_t = q_e^{1/3}$</td>
<td>0.0737</td>
</tr>
</tbody>
</table>

Bold text denotes lowest observed ERRSQ values for each heading (Al-WTR, Fine Conc., Coarse Conc.).
Fig. 3. $\text{PO}_4\text{-P}$ concentration (y-axis) vs. filter loading (x-axis) for large scale filter columns, showing (a) Eqn (16) fit directly to large scale column data, and (b) predictions made by Eqn (16) with model coefficients determined from small-scale column tests.
concentrations an order of magnitude higher than those used in the present study; as can be seen from Fig. 4(b), Eqn. (16) was well suited to the description of these curves. Finally, Han et al. (2009) investigated the ability of iron oxide-coated zeolite as an adsorbent for the removal of copper (II) from aqueous solution in filter beds of various depths, and, as shown in Fig. 4(c), the BTCs obtained these can be suitably modeled by Eqn. (16).

3.4. Description of sigmoidal curves

Although Eqn. (15) can describe many of the linear to convex BTCs commonly observed from fixed-bed studies using low-cost adsorbents, it is not suitable for the description of sigmoidal curves. This is perhaps the most commonly observed BTC shape in fixed-bed sorption studies (Gupta et al., 2000), and so, an attempt was made to model curves of this shape by modifying the B-A model (Eqn. (2)) to obtain Eqn. (10), as described previously. Using Eqn. (8) (letting t in Eqn. (8) be EBCT) to determine a value for N, Eqn. (10) was fit to a number of independent data sets, as shown in Fig. 5. In the B-A model, N serves a similar function to qₑ in Eqn. (11), as both represent the sorption capacity of the media. The B-A model assumes a rectangular sorption isotherm (highly favorable, irreversible adsorption) and a definite sorption maximum, which is independent of the contact time and the duration for which the filter has operated. However, in reality, it is known that filter-bed adsorption capacity does change depending on contact time (Ko et al., 2002) and duration of operation. Eqn. (11) assumes that there is an exponential distribution of adsorption sites and energies, meaning that adsorption energies become exponentially weaker with increasing duration of filter operation and associated medium saturation; the bed’s capacity increases with operating time and, though there is no defined maximum capacity, there are adsorption maxima for any given filter runtime. Making bed capacity dependent on empty bed contact time, i.e. substituting Nₑ for Nₑ, proved to be very successful, and similar success was found modifying Eqn. (2) by replacing Nₑ with Nₑ. This can be seen in Fig. 5, in which Eqn. (10) (with Nₑ determined from Eqn. (8)) has been fit to six independent data sets. Ko et al. (2000, 2002) also implemented a similar approach, using Eqn. (6) and Eqn. (7) to modify the BDST model, which is itself derived from the B-A model.

3.5. Prediction of BDST relationship

The relationship between bed depth and service time is not necessarily a linear one; greater bed depths result in longer EBCTs, which in turn allow for increased adsorption due to increased intraparticle diffusion of adsorbate molecules. Fig. S3 of the supplementary file shows some hypothetical BTCs, comparing a linear relationship between bed depth and service time, as proposed by Hutchins’ arrangement of the B-A equation (Fig. S3a), and a non-linear relationship between bed depth and service time as predicted by Eqn. (10), the B-A equation modified with Eqns. (8) (Fig. S3b). The non-linear relationship between bed depth and service time as predicted by Eqns. (16) and (17) is also shown in Fig. S3b, illustrating that the BDST plot doesn’t necessarily provide any information regarding the shape of the BTC; though the BTCs predicted by Eqn. (10) and Eqn. (16) are very different, both yield the same curved BDST plot.

Ko et al. (2002), modified the BDST model using Eqns. (6) and (7), and this made it possible to describe non-linear BDST plots. However, as can be seen in Fig. 6, the BTCs observed in their study were not sigmoidal, and so, the B-A model on which the modified BDST model is based would not be appropriate for the description of entire BTCs. Eqn. (16) was fit to the data from this study, and, as can be seen in Fig. 6, it was capable of describing not only the non-linear BDST relationship, but also the entire BTC for each filter-bed depth investigated. Eqn. (17) can therefore, in this case, be used to predict the BDST relationship at any breakthrough concentration of interest, as well as at any flow rate of interest, as demonstrated in Fig. 6(b).

4. Conclusions

This study described a testing and modelling methodology which uses results from short-term small-scale column tests to predict the long-term performance of large-scale fixed-bed filters.

- The proposed methodology was used to describe the adsorptive performance of small-scale and large-scale filter columns, successfully modelling medium saturation, as well as filter-pore and effluent concentration data.
- Predictions of large-scale filter performance based on small-scale filter performance were highly accurate.
- Two three-parameter models were investigated, and these allowed for the description and prediction of sigmoidal or convex breakthrough curves for multiple filters containing the same media, as well as concentration profiles across multiple depths within single filters.
- The proposed models also allow for the description of non-linear relationships between filter-bed depth and service time, as is commonly observed in fixed-bed systems which take a long time to reach equilibrium.

Table 2

<table>
<thead>
<tr>
<th>Filter Depth</th>
<th>Coarse Concrete</th>
<th>Fine Concrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Parameters</td>
<td>A</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1.2370</td>
</tr>
<tr>
<td></td>
<td>a**</td>
<td>10.6786</td>
</tr>
<tr>
<td>Model ERRSQ values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filter Depth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 cm</td>
<td>0.0245</td>
<td>0.0028</td>
</tr>
<tr>
<td>10 cm</td>
<td>0.0328</td>
<td>0.0012</td>
</tr>
<tr>
<td>18 cm</td>
<td>0.0472</td>
<td>0.0032</td>
</tr>
<tr>
<td>25 cm</td>
<td>0.0209</td>
<td>0.0106</td>
</tr>
<tr>
<td>40 cm</td>
<td>0.0038</td>
<td>0.0074</td>
</tr>
<tr>
<td>μ</td>
<td>0.0259</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

The relationship between bed depth and service time is not necessarily a linear one; greater bed depths result in longer EBCTs, which in turn allow for increased adsorption due to increased intraparticle diffusion of adsorbate molecules. Fig. S3 of the supplementary file shows some hypothetical BTCs, comparing a linear relationship between bed depth and service time, as proposed by Hutchins’ arrangement of the B-A equation (Fig. S3a), and a non-linear relationship between bed depth and service time as predicted by Eqn. (10), the B-A equation modified with Eqns. (8) (Fig. S3b). The non-linear relationship between bed depth and service time as predicted by Eqns. (16) and (17) is also shown in Fig. S3b, illustrating that the BDST plot doesn’t necessarily provide any information regarding the shape of the BTC; though the BTCs predicted by Eqn. (10) and Eqn. (16) are very different, both yield the same curved BDST plot.

Ko et al. (2002), modified the BDST model using Eqns. (6) and (7), and this made it possible to describe non-linear BDST plots. However, as can be seen in Fig. 6, the BTCs observed in their study were not sigmoidal, and so, the B-A model on which the modified BDST model is based would not be appropriate for the description of entire BTCs. Eqn. (16) was fit to the data from this study, and, as can be seen in Fig. 6, it was capable of describing not only the non-linear BDST relationship, but also the entire BTC for each filter-bed depth investigated. Eqn. (17) can therefore, in this case, be used to predict the BDST relationship at any breakthrough concentration of interest, as well as at any flow rate of interest, as demonstrated in Fig. 6(b).
Fig. 4. Eqn (16) fit to independent data sets of normalised pore/effluent contaminant concentration (y-axis) vs. filter loading/operating time (x-axis).
Fig. 5. Eqn (10) fit to independent data sets of normalised pore/effluent contaminant concentration (y-axis) vs. filter loading/operating time (x-axis) (Chen et al., 2011, Futalan et al., 2011, Maliyekkal et al., 2006, Kumar and Bandyopadhyay, 2006, Kundu and Gupta, 2005, Wong et al., 2003)).
The proposed modelling approach was applied to multiple independent data sets and was found to suitably describe the adsorption of various solutes including dyes, phosphate, metals (copper, cadmium, and zinc), fluoride, and arsenic.
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