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Abstract

Microwave tomography has shown potential to successfully reconstruct the dielectric properties of the human breast, thereby providing an alternative to other imaging modalities used in breast imaging applications. Considering the costly forward solution and complex iterative algorithms, computational complexity becomes a major bottleneck in practical applications of microwave tomography. In addition, the natural tendency of microwave inversion algorithms to reward high contrast breast tissue boundaries, such as the skin-adipose interface, usually leads to a very slow reconstruction of the internal tissue structure of human breast. This paper presents a multistage selective weighting method to improve the reconstruction quality of breast dielectric properties and minimize the computational cost of microwave breast tomography. In the proposed two stage approach, the skin layer is approximated using scaled microwave measurements in the first pass of the inversion algorithm; a numerical skin model is then constructed based on the estimated skin layer and the assumed dielectric properties of the skin tissue. In the second stage of the algorithm, the skin model is used as a priori information to reconstruct the internal tissue structure of the breast using a set of temporal scaling functions. The proposed method is evaluated on MRI-derived breast phantoms and a comparison with the standard single-stage technique is presented.
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1. Introduction

Microwave imaging has been extensively investigated for a range of applications, particularly in the areas of medical imaging, subsurface imaging, non-destructive testing of materials, and detection of cracks in materials. One of the most notable applications is microwave breast imaging, where a number of clinical prototypes have already been developed and reported in recent literature [1, 2, 3, 4]. Microwave imaging can be generally classified into two categories: a radar based approach [5, 6, 7, 8] that constructs images based on energy scattered from abnormalities in the breast; while a second technique called microwave tomography [9, 10, 11, 12, 13, 14], reconstructs the full spatial distribution of dielectric properties of the breast tissues using inverse scattering algorithms. The radar based approach is computationally simple, but the reconstructed images can only be used to locate strong microwave scatterers in the imaging space, providing scatterer shape and size information. Therefore, the radar based approach can be more appropriate in applications that aim to localize abnormalities in the breast. Conversely, microwave tomography has the potential to reconstruct the entire dielectric profile of the breast that can be directly mapped to different tissue types in the breast. However, it comes at much higher computational cost compared to radar based techniques. Recent developments in digital computing and the availability of fast parallel tomography solutions such as [15] have supported the development of microwave tomography as one of the major alternatives for breast imaging. The microwave inverse problem is nonlinear and inherently ill-posed. Therefore, it requires numerical treatment such as regularization or linearization to achieve an optimal solution. Linear approximation methods, such as the Born and Rytov approximations are used in [16, 17, 18] and found to be effective for imaging objects with low dielectric contrast, but they fail to reconstruct dielectric profiles with higher contrast and larger objects [19]. Therefore, the linearized methods are restricted to only
qualitative image reconstruction, where the location and shape of abnormalities in the breast can be imaged. Several nonlinear iterative algorithms such as [10, 11, 20] have been developed to reconstruct the quantitative dielectric profile of the breast. The computational cost of these algorithms primarily depends on the choice of forward solution and the additional processing involved in the stabilization of the inversion method. The forward solution and the stabilization techniques are often strongly associated with the inversion algorithms. Therefore, the obvious solution to minimize the computational cost is to reduce the number of iterative steps by improving the convergence rate, and enhancing the throughput of computational hardware. In breast imaging applications, the dielectric contrast between skin and healthy breast tissue (mostly adipose) under the skin is quite high [21], which results in strong reflections from the skin layer even in the presence of an appropriate matching liquid. The amount of energy that penetrates through the skin-adipose interface is considerably lower than the reflected energy, and the relative amplitude of skin reflections in the measured electromagnetic (EM) signals is significantly higher than the reflections from the internal tissue structures of the breast. As a result, skin reflections in the measured EM signals dominate the behavior of the objective function in the minimization problem. Therefore, the iterative inversion algorithms tend to reward the high dielectric contrast of the skin-adipose layer, and fail to accurately reconstruct the internal tissue structure of the breast. In addition, convergence of the reconstruction process is severely affected by the masking effect of the skin layer, resulting in extremely slow reconstruction of the dielectric properties of the internal tissue structures of breast. This paper presents an iterative multistage inversion technique to improve the convergence rate and the reconstruction quality of dielectric profile of the human breast. A selective scaling approach is applied to estimate the skin layer in the first stage (Stage I), and the internal structure of the breast is reconstructed in the second stage (Stage II) using selective spatial and temporal scaling functions. The estimated skin layer is assigned approximate dielectric properties based on the measurements available in [22], and used as a priori information in the second stage. The proposed
Multistage Selective Weighting Method (MSWM) is verified using simulated microwave data from a set of MRI derived numerical breast phantoms [23], and a comparison with a standard time domain microwave inversion method is presented. The remainder of the paper is organized as follows: Section 2 describes the microwave inversion algorithm and the challenges in breast imaging application. Section 3 presents the multistage inversion technique and selective weighting approach. Section 4 presents the results of numerical simulations and discussion. The conclusion and future work are presented in Section 5.

2. Microwave Inversion Algorithm

In the microwave inversion algorithm, the error between measured EM signals from the target object and the computed EM signals from an estimated numerical model of the target is minimized using either a frequency domain formulation [2, 12, 24, 18, 25] or a time domain formulation [20, 10]. In the frequency domain formulation, single frequency measurements are generally used to reconstruct the target profile, which simplifies the inverse problem but proves inadequate for reconstructing highly heterogeneous human breast tissue. The solution can be improved by including more data, which can be done by either increasing the number of spatial samples (number of illuminations) or frequency samples (multi-frequency illumination). The former of these solutions is bounded by the physical geometry of the breast and antenna coupling effects, while the latter is practically feasible by acquiring multi-frequency measurements on the target imaging domain. Several multi-frequency solutions, such as [2, 26, 27], have been introduced to improve the reconstruction quality and stability of the frequency domain inversion algorithms. However, the complexity of these algorithms significantly increases with the use of multi-frequency data. Conversely, time domain inversion algorithms benefit from the use of wideband excitation signals, but are affected by the dispersive nature of biological tissue, which affects all multi-frequency approaches. In recent studies, it has been shown that the use of wideband measurements has improved the solution of
the microwave inverse problem [2]. Therefore, an ultra wideband Time Domain Inversion Scattering (TDIS) algorithm based on [10] is considered in this study. Various studies, such as [28, 29, 30] have demonstrated the efficacy of the TDIS in recovering the dielectric properties of breast tissue using simulated numerical data. The TDIS method has been extended in [20, 31] to recover parameters of a Debye model that can be applied to dispersive medium, such as human tissue. More recently, the computational throughput of TDIS has been improved by introducing a massively parallel execution model for breast imaging applications [15]. However, the effect of the skin-adipose contrast has largely been ignored under the assumption that the skin information is known a priori, and in most of the numerical models, the skin layer is either ignored or used as an estimate in the inversion process. In this paper, the effects of the skin-adipose boundary on the inverse solution are studied, and a multistage solution to reconstruct the dielectric properties of the breast is proposed, assuming that the skin information is unknown. Although the computational time in reconstructing the dielectric profile of breast has been reduced, it is still impractical for real time application to reconstruct 3D (three dimensional) profile through UWB time domain inversion method. Considering the extremely high computational complexity of 3D inversion algorithms, this paper focuses only on the 2D formulation, and extends the work presented in [15]. The 2D formulation presented in this paper is straightforward to extend to a 3D reconstruction problem.

2.1. Formulation of Time Domain Inversion

Consider an array of $M$ antennas placed around a breast of unknown dielectric properties as shown in Fig. 1(a). A set of $M \times N$ measurements is recorded where each antenna transmits, and scattered electromagnetic signals are measured on $N$ receiving antennas, where $N < M$. Another set of $M \times N$ measurements is recorded from an assumed numerical model of the breast, using estimated dielectric properties. The least square solution to the minimization
problem can be expressed as:

\[ F(u) = \int_0^T \left[ \sum_{m=1}^M \sum_{n=1}^N [E_{m,n}^{\text{meas}}(t) - E_{m,n}^{\text{est}}(u, t)]^2 \right] dt + \alpha \int_V \| \nabla u \|^2 dV \]  

(1)

where \( E_{m,n}^{\text{meas}}(t) \) and \( E_{m,n}^{\text{est}}(u, t) \) are the measured and estimated electrical signals at receiving antenna \( n \) corresponding to a transmitted pulse from antenna \( m \). \( u = (u_1, u_2, \ldots) \) are the parameters of model describing the frequency dependent permittivity of material. It is assumed that the material is non-magnetic. \( t \in [0, T] \), where \( T \) is the measurement time; \( M \) and \( N \) are the number of the transmitting and receiving points, respectively. The second term in equation 1 is introduced to enforce Tikhonov regularization \cite{32}, where \( \alpha \) is the regularisation parameter. The derivative of the objective function \( F(u) \) can be estimated by first order perturbation, where the dielectric parameters \( u \) are perturbed by a factor \( \delta \) in the direction \( u' \), such that \( u \to u + \delta u' \). Thus, the Fréchet differential of the objective function using adjoint principle, can be derived from:

\[ \delta F'(u) = \langle G_u, \delta u \rangle \]  

(2)

where \( G_u \) is the gradient w.r.t. \( u \), and inner product \( \langle \cdot, \cdot \rangle \) is defines over the estimation region \( S \) as:

\[ \langle a, b \rangle = \int \int_S a(r)b(r)dS \]  

(3)

The gradients with respect to each parameter of the dispersion model can be represented as sum of the inner products of unknown parameters:

\[ \delta F'(u) = \sum_i \langle g_i, \delta u_i \rangle \]  

(4)

2.1.1. Dielectric Dispersion model

The frequency dependence of dielectric permittivity can be modelled using a single pole Debye model, as used in \cite{20, 31}. The frequency dependent complex permittivity of the discretized volume of the target can be described as:

\[ \epsilon(\omega, r) = \epsilon_0 \left[ \epsilon_{\infty}(r) + \frac{\epsilon_{\text{static}}(r) - \epsilon_{\infty}(r)}{1 + j\omega\tau(r)} \right] + \sigma(r) \frac{j\omega}{j\omega} \]  

(5)
where $\varepsilon_\infty(r)$ and $\varepsilon_{\text{static}}(r)$ are the permittivity values at highest and lowest frequencies in spectrum, respectively. $\sigma(r)$ is conductivity, $\tau(r)$ is the relaxation constant, $\omega$ is radial frequency, and $r = (x, y)$ is discretised spatial position. The relaxation $\tau(r)$ can be considered constant for first order, and a single variable $\Delta \varepsilon$ can be introduced to model variation in permittivity over complete frequency range, where $\Delta \varepsilon(r) = \varepsilon_{\text{static}}(r) - \varepsilon_\infty(r)$. Therefore, the unknown parameter vector $u$ can be defined as:

$$
u = (u_1, u_2, u_3) = (\varepsilon_\infty, \Delta \varepsilon, \sigma) \quad (6)$$

By expanding the equation (4), the gradients w.r.t each unknown parameter can be derived as:

$$
g_{u_1}(r) = 2 \int_0^T \left[ \sum_{m=1}^M \left( E_{m,r}^{adj}(u,t) \odot \frac{d}{dt} E_{m,r}^{est}(u,t) \right) \right] dt + \alpha \nabla^2 u_1(r) \quad (7a)$$

$$
g_{u_2}(r) = -2 \int_0^T \left[ \sum_{m=1}^M \left( P_{m,r}^{adj}(u,t) \odot E_{m,r}^{est}(u,t) \right) \right] dt + \alpha \nabla^2 u_2(r) \quad (7b)$$

$$
g_{u_3}(r) = 2 \int_0^T \left[ \sum_{m=1}^M \left( E_{m,r}^{adj}(u,t) \odot E_{m,r}^{est}(u,t) \right) \right] dt + \alpha \nabla^2 u_3(r) \quad (7c)$$

where $E_{m,r}^{est}(u,t)$ is the (numerically) estimated EM field at spatial position $r$ in the reconstruction space due to a transmitter $m$, over an assumed numerical model of the problem domain. $E_{m,r}^{adj}(u,t)$ is the adjoint solution to Maxwell's field equations. The symbol $\odot$ represents an element-wise product of two vectors. $P_{m,r}^{adj}(u,t)$ is the polarization density, estimated through numerical adjoint solution, which is calculated by reverse time propagation of the difference signals from all the receiving antennas back to transmitting antenna $m$. The difference signals are calculated as:

$$
E_{m,n}^{diff}(t) = [E_{m,n}^{meas}(t) - E_{m,n}^{est}(u,t)]
$$

The gradients are used in the conjugate gradient method to find the conjugate direction, and the optimal step size $\alpha$ is determined by a line search in the conjugate direction. The dielectric parameters in the $k^{th}$ iteration are updated.
at each spatial position as:

\[ u_i^{k+1}(r) = u_i^k(r) + \alpha^k d_i^k(r), \quad i = 1, 2, 3 \]  

where conjugate directions \( d_i^k(r) \) are determined using the Polak-Ribire (PR) method \[33\]. The complete inversion algorithm is presented in Table 1.

Table 1: Microwave Inversion Algorithm

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Start with initial guess, ( u_0 )</td>
</tr>
<tr>
<td>2.</td>
<td>For ( k = 1, 2, 3, \ldots, n ) to convergence</td>
</tr>
<tr>
<td>3.</td>
<td>Calculate (numerically) ( E_{est}^{m,r}(u, t) ), ( E_{adj}^{m,r}(u, t) ), and ( P_{adj}^{m,r}(u, t) )</td>
</tr>
<tr>
<td>4.</td>
<td>Calculate gradients ( g_{u_i}^k ) : eqn. 7</td>
</tr>
<tr>
<td>5.</td>
<td>Update conjugate directions: ( \beta ) is the PR parameter</td>
</tr>
<tr>
<td>6.</td>
<td>[ d_{u_i}^{k+1} = -g_{u_i}^k + \beta^k d_{u_i}^k, \quad i = 1, 2, 3 ]</td>
</tr>
<tr>
<td>7.</td>
<td>Find step size by line search</td>
</tr>
<tr>
<td>8.</td>
<td>[ \text{minimize } \arg\min_{\alpha} F(u^k + \alpha d^k) ]</td>
</tr>
<tr>
<td>9.</td>
<td>Update parameter vector:</td>
</tr>
<tr>
<td></td>
<td>[ u_i^{k+1} = u_i^k + \alpha^k d_i^k, \quad i = 1, 2, 3 ]</td>
</tr>
<tr>
<td></td>
<td>Test convergence criteria: ( \kappa ) is a predefined threshold</td>
</tr>
<tr>
<td></td>
<td>[</td>
</tr>
</tbody>
</table>

2.2. Challenges in Microwave Breast Imaging

Previous studies examining the dielectric properties of human breast tissue \[21, 34\] have shown the heterogeneity of breast tissues and high contrast between skin tissue and healthy breast tissues (mostly adipose) under the skin layer. Electromagnetic scattering relies on the contrast, where the scattered energy is directly proportional to the dielectric contrast between the two layers of tissue. In practical imaging systems, a coupling liquid with matched dielectric properties is typically used to minimize the reflections from the skin-background interface \[35\]. However, there is always an unavoidable reflection from the skin-adipose interface due to the high dielectric contrast between skin and adipose
tissue. The effect of this high contrast interface on the measured EM signals can be observed in Fig. 1 where the simulated EM field at different time instances is shown to highlight the reflections from the two skin-adipose interfaces (I₁ & I₂).

A large portion of the transmitted signal is reflected from the skin-adipose interface (I₁) and a relatively small amount of EM energy penetrates through the interface to the interior of the breast. Similarly on the second interface (I₂), the energy that penetrates through the interface to the outside of the breast is much lower than the energy reflected from the scatterers within the breast. Therefore, the measured energy from internal tissue structures at the receiving antennas is significantly smaller than any direct path signals and the skin reflections. In addition, multiple reflections within the region contained by the skin layer interact with the scattered EM signals, resulting in additional clutter in the measured signals. The EM field gradients are estimated with respect to dielectric parameters using the reciprocity principle with the adjoint EM field. The high dielectric contrast at the skin-adipose layer combined with relatively larger magnitudes of total EM fields at the skin-adipose interface, results in large gradients at the skin layer, as shown in Fig. 2. A simplified numerical breast phantom is used to show the effect of higher contrast at skin-adipose layer. The Debye parameters for the breast phantom are derived from [23], and shown in Fig. 2 (A-C) for reference. Fig. 2 (D) shows the real part of the permittivity at centre frequency (4GHz) of the broadband pulse used in simulations. The gradient with respect to $\epsilon_\infty$ is shown in Fig. 2 (E). Although the dielectric contrast of the scatterer (modeled as a tumor) within the healthy breast tissue (modeled as adipose) is much larger than the contrast of skin with adipose, the relative magnitude in the gradient is significantly smaller compared to the skin. As a result, the skin layer is rewarded in the reconstruction process and the tomography algorithm naturally exhibits a bias towards the skin compared to other tissues deeper in the breast. Meaney et al. [11] introduced a log-magnitude and unwrapped phase transformation technique in the frequency domain inversion method to recover the properties of high
(a) Simplified breast model with circular antenna array, showing two skin-adipose interfaces.

(b) Simulated scattered energy map showing reflections from skin-adipose interface $I_1$.

(c) Simulated scattered energy map showing reflections from skin-adipose interface $I_2$.

Figure 1: Skin Effects: a comparison of the amount of energy reflected and penetrated through the skin-adipose interface. The transmitting antennas are highlighted in red and the reflections from two interfaces ($I_1$ and $I_2$) are shown in (b) and (c). The labels on vertical and horizontal axis show span in millimeters.
Figure 2: Skin Effects: Debye model parameters $\varepsilon_{\infty}$, $\sigma$, and $\Delta \varepsilon$ of a simplified numerical breast phantom are shown in (A), (B) and (C). Real part of the permittivity at 4GHz is shown in (D), and the gradient with respect to $\varepsilon_{\infty}$ is shown in (E).

3. Multistage Selective Weighting Approach

3.1. Parameter Scaling

Considering the higher sensitivity of tomography algorithms to the high contrast and the lossy nature of biological tissues, a novel spatial scaling technique is introduced in this paper. The EM field gradients are calculated using pre-scaled EM signals, according to:
\[ g_{u_1}(r) = \int_0^T \left[ \sum_{m=1}^M \gamma(r, m) \left( E_{m,r}^{adj}(u, t) \odot \frac{d}{dt} E_{m,r}^{est}(u, t) \right) \right] dt + \alpha.\nabla^2 u_1(r) \quad (10a) \]

\[ g_{u_2}(r) = -\int_0^T \left[ \sum_{m=1}^M \gamma(r, m) \cdot \left( P_{m,r}^{adj}(u, t) \odot E_{m,r}^{est}(u, t) \right) \right] dt + \alpha.\nabla^2 u_2(r) \quad (10b) \]

\[ g_{u_3}(r) = \int_0^T \left[ \sum_{m=1}^M \gamma(r, m) \cdot \left( E_{m,r}^{adj}(u, t) \odot E_{m,r}^{est}(u, t) \right) \right] dt + \alpha.\nabla^2 u_3(r) \quad (10c) \]

where the spatial scaling function \( \gamma(r, m) = 2.e^{\left( \frac{2\pi.\bar{\sigma}||r-r_m||}{\lambda.\bar{\varepsilon}} \right)} \), for \( i = 1, 2, 3 \) is pre-computed for each transmitter \( m \) and the spatial location \( r \) in the reconstruction grid, resulting in an \( M \times R \) matrix. Here, \( M \) is the number of transmitters, \( R \) is the number of discretized spatial points in the reconstruction grid, \( \lambda \) is the wavelength of centre frequency, and \( \bar{\sigma} \) and \( \bar{\varepsilon} \) are the average values of effective conductivity and dielectric constant at centre frequency of the excitation pulse. In addition, a temporal scaling function is modeled to selectively scale reflections from different regions in the reconstruction grid during the two stages of the reconstruction process. A sliding window of variable length is defined based on the residual EM signals, which is used as a temporal scaling function to selectively scale the skin reflections. The temporal scaling functions are applied to a subset of signals that are received by the antennas in the neighbourhood of transmitter, with 90° extension to each side. The scaling functions for the two stages of reconstruction are defined as:

\[ \phi_1(m, n, t) = e^{-((t-\zeta_{m,n})/w_1)^2} \quad (11) \]

\[ \phi_2(m, n, t) = 1 - e^{-((t-\zeta_{m,n})/w_2)^2} \quad (12) \]

where \( w_1 \) and \( w_2 \) are the widths of the scaling functions for Stage I and II, respectively. The widths of scaling functions are determined based on the UWB pulse used as excitation signal. \( \zeta_{m,n} \) is the location of the sliding window, which is determined by the absolute value of each residual signal corresponding to transmitter \( m \) and receiver \( n \) at the first step of the iterative inversion algorithm.
Fig. 3 shows the estimation process of the scaling function for a sample residual signal, with \( m = 1 \) and \( n = 4 \). The scaling functions are defined at the first step of the iterative process, and used in subsequent iterations for both stages. It is assumed that the measured and estimated signals are calibrated by subtracting the measurements from an empty system scan (without a target); therefore the strongest reflections are rewarded by the weighting function \( \phi_1(m, n, t) \) in the first stage (Fig. 3(c)), and suppressed by \( \phi_2(m, n, t) \) in the second stage (Fig. 3(d)). The effects of selective scaling and the two stage reconstruction design are described in following section.

Figure 3: Estimation of scaling function: the absolute value of residual signal is used to estimate the scaling functions for the two stages. (a) Sample residual signal from Channel 1-4 (antenna 1 transmitting and 4 receiving); (b) Plot of absolute residual signal and the estimated scaling functions; (c) Scaled residual signal for stage I; (d) Scaled residual signal for Stage II.

3.2. Multistage Reconstruction

A two stage reconstruction technique is used to initially estimate the skin layer and later reconstruct the dielectric profile of the internal tissue structure.
The residual signals for both stages are calculated as:

\[ E_{\text{diff}}^{m,n}(t)_j = \phi_j(m, n, t)(E_{\text{meas}}^{m,n}(t) - E_{\text{est}}^{m,n}(u, t)) \quad , j = 1, 2 \] (13)

The weighting function \( \phi_j(m, n, t) \) is chosen for each stage \( j \) in the multistage reconstruction process.

3.2.1. Skin Reconstruction

The spatial boundary of the skin layer is estimated by using the temporal weighting function chosen to give a higher weighting to the boundary regions of the target, as described in the preceding section. As a result, the weighted cost functional converges more quickly and the skin region can also be approximated in fewer iterations. The effect of temporal scaling is illustrated in Fig. 4, where the normalized residual error for the scaled (Stage I: green, Stage II: red) and non-scaled (blue) reconstruction is plotted against the number of iterations. The inversion process is terminated once the change in normalized residual error drops below the predefined threshold, and the reconstructed dielectric profile from Stage I is used to construct a skin model by segmenting the skin region using the level-set technique, described in [36]. The Debye model for skin region in the model is estimated by fitting on the skin measurements published in [34].

3.2.2. Reconstruction of Breast Dielectric Profile

In Stage II, the breast dielectric profile is reconstructed using the estimated skin model. The temporal scaling function is chosen to suppress the reflections coming from any mismatch between the actual skin layer and the estimated model. As a result of the suppressed skin reflections, the scattered EM signal from the internal tissue structure now has a larger contribution to the gradients, resulting in a significant improvement in the overall convergence of the inversion algorithm, as shown in Fig. 4. In contrast, the non-scaled standard method (Fig.4: blue) has a slow convergence rate and an inaccurate reconstructed profile. The simplified numerical breast phantom shown in Fig. 2 has been used as
Figure 4: Plots of normalized residual error with standard tomography algorithm (blue) and the proposed method (Stage I: green, Stage II: red) are shown in (A), and the real parts of reconstructed permittivity profiles at 4GHz are shown in (B) and (C). The real part of reconstructed permittivity after 30 iterations of proposed method (Stage I: 12 iterations, and Stage II: 18 iterations) is shown in (B). (C) shows the real part of reconstructed permittivity after 100 iterations of standard method. It must be noted that the reconstructed permittivity using the multistage approach (Fig. 4: B) has significantly better tumor to background contrast, compared to the standard method. The residual reconstruction error in the multistage technique is much less than the standard approach.

4. Numerical Simulation and Discussion

The proposed multistage technique is verified using set of MRI derived numerical breast phantoms from the UWCEM [23] repository as test cases. The parameters of the Debye models are derived from the data presented in [37]. A modulated Gaussian signal with center frequency of 4GHz and -3dB bandwidth
of 4.5GHz is used as an excitation signal in the Finite Difference Time Domain (FDTD) simulation. A circular array of 18 point sources are modeled in the FDTD simulation as transmitting and receiving antennas with a 0.5mm spatial grid resolution, and the scattered EM signals from the numerical breast phantoms are recorded. In order to avoid the inverse crime, the EM signals from the breast phantom simulation are corrupted with white Gaussian noise to produce a SNR of 40dB, and the FDTD grid resolution is doubled for the measured signals compared to the FDTD solution in reconstruction process. The width of scaling windows $w_1$ and $w_2$ for Stage I and Stage II are chosen as 1.1 ns and 2.95 ns, respectively. These values are empirically calculated and represent approximately 1.5 and 4.5 times the pulse width used to illuminate the breast model in simulation. The spatial scaling function $\gamma$ is calculated using the dielectric values of adipose, where the reference data is derived from [37].

4.1. Skin Reconstruction

A dataset of numerical breast phantoms with different uniform skin thicknesses was created to evaluate the accuracy of the proposed skin estimation method. A 2D slice of Class 1 breast phantom from [23] is used, where the skin layer was artificially varied from 1mm to 4mm in steps of 1mm to create 4 numerical phantoms for the experiment. The structural similarity is very important in the reconstruction of skin geometry; therefore, Structural Similarity Index Metric (SSIM) [38] and Mean Squared Error (MSE) were used as quality assessment metrics for skin reconstruction. The skin models of different uniform thicknesses and the normalized reconstructed profiles are shown in Fig. 5, where A1-A4 are the reference skin models derived from the numerical breast phantom, B1-B4 are the reconstructed profiles, and C1-C4 are the segmented skin regions to be used as starting points for the second stage of reconstruction. The skin layer from the reconstructed profiles is segmented using the shape estimation technique presented in [36]. The structural quality of the reconstructed skin layer is evaluated using binary images of the numerical model and the reconstructed skin, where the skin layer is represented as one and the background
is set to zero. The structural similarity score is found to be more than 0.98 and MSE is less than 0.03 for all of the four breast skin models.

Figure 5: Skin reconstruction: (A1-A4) FDTD models of skin with variations in thickness from 1mm to 4mm in steps of 1mm; (B1-B4) Reconstructed normalized tomography profiles using proposed method in STAGE I; (C1-C4) Segmented skin region from the reconstructed profiles.

4.2. Breast Dielectric Profile Reconstruction

The estimated skin layer from Stage I is used as an initial estimate in Stage II to reconstruct the dielectric properties of the internal tissue structures. The Debye parameters $\epsilon_\infty = 15.9$, $\Delta \epsilon = 23.8$, and $\sigma = 0.83$ are used for the skin region in the initial estimate for Stage II. The skin dielectric values are kept fixed, while the region bounded by the skin layer is updated during the reconstruction process. Fig. 6 shows the real part of permittivity at 4GHz of the numerical breast phantoms of Class 1-3 (A1-A3), and the corresponding reconstructed di-
electric profiles using the standard time domain inversion method (B1-B3) and
the proposed multistage method (C1-C3). Although the convergence rate may
vary significantly based on the line search method used to find the optimal step
size and the problem geometry, a comparison of the convergence of the proposed
method and the standard method can be made using the same models and the
update procedures. In addition similar termination criteria (See Table 1: step
9) are used for both methods. The average number of iterations for the standard
method in reconstructing the three breast phantoms is 120, while the combined
iterative steps for the two stages are 35 to produce the results in Fig. 6. It can
be seen that the quality of the reconstruction has been significantly improved
by incorporating the skin information.

Next, in order to quantitatively compare the quality of reconstructed dielec-
tric profiles, SSIM and Normalized Squared Error (NSE) are calculated for both
methods and the results are presented in Fig. 7. The normalized squared error
is calculated as:

\[
NSE = \frac{1}{3} \sum_{i=1}^{3} \frac{\int_{S} ||u_{i}^{\text{actual}} - u_{i}^{\text{reconstructed}}||^2}{\int_{S} ||u_{i}^{\text{actual}}||^2}
\]

Where \(u_{i}^{\text{actual}}\) and \(u_{i}^{\text{reconstructed}}\) are the parameters of Debye model for the
breast phantom. In order to present a fair comparison, NSE is calculated only
within the interior of the breast excluding the skin region. It can be observed
that the NSE is relatively higher (more than 0.2) for both methods, which
occurs as a result of the smoothness imposed on the solution through regular-
ization. The distribution of the model dielectric profile has randomness and
spatial diversity; therefore, a smooth solution may result in a relatively larger
error compared to an unconstrained solution. Using the proposed two stage
approach, the normalized reconstruction error has been significantly reduced
(average factor of 2), with a reasonably good structural similarity of the solu-
tion. The actual skin dielectric properties may vary from patient to patient,
causing a mismatch in the skin model for Stage II. In order to study the sensi-
tivity of the solution to a mismatch between the actual dielectric properties of
the skin and the properties used to construct the skin model, a mismatch error
Figure 6: (A1-A3) Real part of permittivity of MRI derived numerical phantoms of class 1-3 at 4GHz; (B1-B3) Real part of the reconstructed permittivity at 4GHz using standard time domain method; (C1-C3) Real part of the reconstructed permittivity at 4GHz using the proposed multistage approach.
in the skin model is introduced and the normalized squared error is shown in Fig. 8. The NSE is plotted against the percentage mismatch error in the skin dielectric properties. It must be noted that at approximately 90% mismatch error, the skin dielectric properties become equal to the adipose dielectric properties, which effectively means that no skin information is used in the second stage. Therefore, the second stage results are almost identical to the standard method.

The percentage mismatch in Fig. 8 is calculated as a percentage of the actual dielectric properties of skin in the numerical breast phantom, which are $\varepsilon_\infty = 15.9$, $\Delta \varepsilon = 23.8$, and $\sigma = 0.83$. Therefore, a 90% mismatch results in a skin region modeled in the initial estimate with $\varepsilon_\infty = 14.3$, $\Delta \varepsilon = 21.4$, and $\sigma = 0.75$. The quality of the solution deteriorates with an increase in the mismatch error; however, variations in the skin dielectric properties are expected to be relatively small between patients. In a recent study on the dielectric properties of human skin at 300MHz [39], it is shown that the skin dielectric constant varies between men and women and also within the same sex. However, based on measurements from 30 subjects in each category, it was found that the variation is less than 13% in women and 10% in men. Assuming a maximum variation of 13%, a tolerance range can be defined as shown by the shaded region in Fig. 8. It is observed that the SSIM score is greater than 0.85 for a mismatch less than 13%, and NSE is below 0.25.

5. Conclusion

A multistage selective weighting method for UWB microwave breast tomography has been proposed in this paper. The sensitivity of the microwave inversion algorithm to the high contrast skin-adipose boundary is reduced by introducing a spatio-temporal scaling technique. The spatial scaling coefficients are pre-computed and applied during the calculation of gradients of the EM field at each discretized parameter point. In addition, two temporal scaling functions are derived from the residual signals during the first step of the itera-
Figure 7: Comparison of reconstruction quality scores (Structural similarity and normalized squared error) for the standard (STD) and multistage (MSWM) method.

Figure 8: Effect of mismatch in dielectric properties of estimated skin model and the actual breast profile for the STAGE II reconstruction.
tive process and are used to control the sensitivity of the reconstruction to the skin boundary reflections during the two stages of the proposed method. This multistage technique is used to reconstruct 2D slices of MRI derived numerical breast phantoms, and a comparison with the standard non-scaled method shows that the convergence rate has been significantly improved. Moreover, the reconstruction quality of the internal tissue structure of the breast has been notably improved, resulting in a more accurate estimation of the breast tissue structure. The proposed method has been shown to improve the 2D reconstruction, while the reconstruction of 3D breast models will be considered in future studies.
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