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ABSTRACT
A robust and accurate analytical methodology for low-content (<0.1%) quantification in the solid-state using Raman spectroscopy, sub-sampling, and chemometrics was demonstrated using a piracetam–proline model. The method involved a 5-step process: collection of relatively large number of spectra (8410) from each sample by Raman mapping, meticulous data pretreatment to remove spectral artefacts, use of a 0–100% concentration range partial least squares (PLS) regression model to estimate concentration at each pixel, use of a more-accurate, reduced concentration range PLS model to accurately calculate analyte concentration at each pixel, and finally statistical analysis of all 8000+ concentration predictions to produce an accurate overall sample concentration. The relative prediction accuracy was ~2.4% for a 0.05~1.0% concentration range and the limit of detection was comparable to high performance liquid chromatography (0.03% versus 0.041%). For data pretreatment, we developed a unique cosmic ray removal method and used an automated baseline correction method, neither of which required subjective user intervention and thus were fully automatable. The method is applicable to systems, which cannot be easily analyzed chromatographically such as hydrate, polymorph, or solvate contamination.

INTRODUCTION
Many active pharmaceutical ingredients (APIs) are solids, which are isolated and purified prior to incorporation into a dosage form like a tablet. The certification of solid API and excipient purity/quality is critical and the chemical contamination level must, by necessity be low and precisely specified. Chemical impurities are either solvents, unwanted side-products of the synthesis step, degradation products, unwanted polymorphs, solvates, hydrates, or foreign material introduced during handling. For each API, well-defined tests for specific contaminants are generated as part of the drug licensing process, and are often time-consuming or involve
considerable costs to the manufacturer. From a regulatory standpoint, it is also critical to quantify solid-state forms such as polymorph content in APIs.

High performance liquid chromatography (HPLC), the traditional means of quantitative analysis provides no information about polymorphic content. Powder X-ray diffraction (PXRD) is considered the definitive method for polymorph analysis, however, it is time-consuming, and it is not suitable for sub-1% quantification. Vibrational spectroscopy techniques are widely used in small molecule, solid-state API analysis. These often require minimal sample preparation, and can provide much more chemical and structural information. Solid-state forms like polymorphs, amorphous solids, salts, solvates, co-crystals can have different physicochemical properties due to the variations in their free energies and inter- and intra-molecular bonding, thus accurate characterization and quantification of form or change is important. Raman spectroscopy is particularly suited to the analysis of formulated APIs as they often have a higher Raman activity than the excipients. Raman has also been used for relatively low-concentration quantification of polymorphs and impurities because the sharper and well-defined Raman spectra often enable easier discrimination in mixtures compared to NIR for example.

Raman imaging/mapping has been used for contaminant detection and API/excipient distribution of solid-state materials. However, most studies focus on identification rather than quantification. These studies have revealed that numerous parameters are to be taken into account in order to achieve robust Raman based methods, such as spot size, number of data points per sample, sampled volume, sampling methods, particle size and homogeneity, among others. In general, for most quantitative Raman methods, one key practical consideration is to increase the sampled area to reduce error associated with sub-sampling and sample heterogeneity. This can be achieved by sample rotation during measurement, or averaging of spectra collected at many different locations of the sample. The use of macro spot sizes and transmission Raman are also solutions for quantification at relatively high concentrations (>1%w/w). The explicit use of sub-sampling and statistical analysis for the detection of specific components in low-content solid formulations was demonstrated by Šašić, however, it was not extended to the quantification of low-concentration contaminants.

The present work used Raman mapping with its high sampling rate to develop a robust and accurate analytical methodology for quantifying low-content (<0.1%) components in solid matrices using a piracetam in proline model where the piracetam signal was not obvious from visual spectral inspection. The novelty of the approach involved sub-sampling data collection to generate a large array of heterogeneous Raman spectra. If sufficiently large, and sampled from small enough physical regions of the solid sample, the heterogeneity of this Raman dataset should be related to fluctuations in local concentration, which in turn should be correlated to the concentration of the low-content analyte. To extract this information, the local concentration at each Raman map pixel was predicted using chemometric methods (Partial least squares, PLS), and all the prediction data were then statistically analyzed to generate an accurate analyte concentration. The PLS calibrations for local concentration prediction were generated using a standard Raman mapping approach on “high concentration” samples spanning wide
concentration ranges where the spectra were averaged before building the PLS model. For the low-content analysis, Raman data had to be automatically corrected for measurement artefacts (baseline and cosmic ray events) that would otherwise impair quantification. The key goal was to generate an accuracy and limit of detection (LOD) comparable to HPLC. Finally, the PLS models were also used to generate Raman maps that more reliably located the low-level piracetam contaminant across the surface of homogeneous powder mixtures.

**MATERIALS AND METHODS**

**Samples.** Piracetam (2-oxo-1-pyrrolidineacetamide, polymorphic form III) and L-proline (≥99%), were purchased from Sigma-Aldrich (Ireland) and used as received. 61 powder mixtures (~3.0 g each) were prepared in triplicate by weighing out appropriate amounts of piracetam and proline, and piracetam content varied from 0 to 100% (w/w%): 20 mixtures between 0.05 to 1.0% and 40 mixtures between 2.0 and 100%. To ensure sample homogeneity, components were individually ground first for 10 min, combined and mixed thoroughly using a vortex mixer for 2 min. Samples were placed in a stainless steel sample holder and tamped down to generate a flat surface. Hydrated proline was generated by exposure in a controlled humidity chamber (see Supporting Information, SI).

**Instrumentation, data collection and analysis.** Raman spectra were collected using a Raman RXN Systems Analyzer (Kaiser Optical Systems, Inc.) with 785 nm excitation and running the HoloGRAMS PhAT Version 4.1 software. This was fitted with a unique PhAT microprobe coupled into a microscope. This probe had 50 individually addressable optical fibers, which were input into the spectrometer and each fiber was focused/dispersed on different pixels rows on the charge-coupled device (CCD) detector, and the data were binned into 10 separate channels. A 35 mm focal length objective gave a 1 mm diameter spot size, and each fiber addressed a separate sample volume within this space. Raman spectra (200~1896 cm⁻¹) were collected from a 29×29 pixel grid, 1 mm spacing, which generated an 8410 spectra dataset from the 10 channels. Good quality spectra were obtained using 1 second exposure (50 minute acquisition time per sample). MATLAB was used for data pretreatment prior to quantitative analysis, and codes for ant colony optimization (ACO)²⁵-²⁶ and calculating PLS limits of detection²⁷ were generously provided by Prof. A.C. Olivieri (Universidad Nacional de Rosario, Argentina).

ACO was required for two purposes: first, remove the influence of noisy or uninformative spectral variables, and second, reduce the variable-to-sample ratio (849/61) because high dimensionality in the spectral data often renders the prediction of a dependent variable unreliable with regression-based statistical estimators. ACO was implemented using ρ (rate of pheromone evaporation) =0.65, N (number of ants) =350, w (sensor width) =2, a maximum number of time steps of 50, and 100 repeated Monte Carlo calculation cycles to build a histogram of variable selection probability. PLS model quality was assessed based on: root mean square error of
calibration (RMSEC), root mean square error from cross-validation (RMSECV), root mean square error of prediction (RMSEP), relative prediction accuracy (REP% = 100 × RMSEP/\(\bar{y}\)), where \(\bar{y}\) = mean value of measured piracetam concentration), and the square of the correlation coefficient (\(R^2\)) between predicted and measured values.\(^{24,28}\) The relative model accuracy was described by REC% = 100 × RMSEC/\(\bar{y}\), and RECV% = 100 × RMSECV/\(\bar{y}\).

RESULTS AND DISCUSSION

Spectroscopy. Each of the 50 fibres sampled a slightly different physical region of the solid within the objective field of view. Each of the 10 channels comprised different numbers of detector rows and thus the spectral intensity varied considerably at each sample point (Figure S-1, SI) with the best quality spectra from channels 5/6 and the lowest intensity spectra from channels 1/10. This resulted in variable signal-to-noise ratios (SNRs) for each channel. For a typical example, using the 1650 cm\(^{-1}\) piracetam band and 1720–1880 cm\(^{-1}\) baseline region, SNRs (peak to peak) of 59.2, 83.5, 77.9, 89.8, \textbf{102.1}, 97.5, 90.3, 87.9, 73.5, and 66.7 were calculated for channels 1 to 10 respectively. This variance and the fact that each channel represented a different physical sample location necessitated calculation of separate chemometric models for each channel. This constituted an almost independent, internal 10 replicate measurement at each map location.

Two very significant problems had to be addressed prior to chemometric analysis: variable baseline signals and cosmic ray induced spectral contamination. Both effects could generate larger variance than that produced by the low-content analyte, making accurate quantification impossible. However, because of the large numbers of spectra involved, automated methods, with no subjective user intervention were required.

Baseline correction. Baseline/background variance is a common issue in Raman spectroscopy caused by factors such as fluorescent contaminants, particle size variation, and instrumental factors. Baseline signal contributes unwanted shot noise, which obscures Raman signals from low-concentration analytes hindering identification and quantification. Experimental approaches to background/baseline correction are not suitable here.\(^{29-34}\) A chemometric approach (of which there are many) was preferred because this could be more easily implemented on conventional Raman systems.\(^{35-50}\)
Morphological weighted penalized least squares (MPLS) was used for baseline correction of Raman spectra because of its inherent simplicity, combined with its flexibility, suitability for automation, and effectiveness at mitigating baseline artefacts. MPLS required neither a priori knowledge nor subjective user intervention, and was reasonably efficient computationally (~5 minutes for 8410 spectra). Figure 1 shows typical raw and baseline corrected Raman spectra, and although not immediately obvious here, MPLS reduced spectral variance which had a significant effect on model quality (SI, sections S3/4, Tables S-2/S-3). The need for baseline correction is obviously greater for fluorescent samples or where there are diffuse reflectance artefacts.

**Cosmic ray artefact (CRA) removal.** CRAs are problematic because they lead to random, positive, unidirectional, erroneous spikes in the spectra. The frequency and location of CRAs is random, and peak intensity and width can vary very significantly. CRAs, particularly when
overlapped with Raman bands of interest, complicate signal interpretation, increase unwanted signal variance, and degrade chemometric modelling accuracy.\textsuperscript{51-52} Here, it was critical because CRAs increased spectral variance and thus non-analyte related noise, which negatively affected the statistical analysis of large Raman datasets with very weak analyte signal contributions. Various CRA correction methods have been described in the literature,\textsuperscript{51-65} however, most are semi-automated requiring user intervention. Acquiring additional spectra at each sampling point and then discarding CRA contaminated spectra (by manual or automated assessment) was one option; however, this would result in an unsustainable increase in measurement time.

The need for a simple, fully automated method that could generate a minimal level of spectral distortion motivated us to develop a novel CRA removal method, \textit{kernel principal component analysis residual diagnosis (KPCARD)}. KPCARD was based on the stochastic nature of CRAs; therefore, the most significant principal components (PCs) in PCA analysis of large Raman datasets should not contain CRAs. KPCARD comprised of two steps: First, CRA identification based on the statistics of the residual obtained at each wavenumber from running kernel PCA (kPCA) on the entire data of each Raman mapping measurement. Second, the nearest neighbor spectrum, most similar to the CRA contaminated spectrum and PCs obtained by kPCA were both used to generate a robust, best curve fit (\textit{i.e.} the corrected spectrum)\textsuperscript{66} to the CRA contaminated spectrum. This corrected spectrum was then used for modelling.
Figure 2: (a) Spectra of piracetam, proline, the baseline-corrected spectrum from a 0.1% sample and its residual profile after being submitted to the kPCA of the entire mapping data of one Raman measurement (0.10% piracetam powder mixture); (b) Overlap of the CRA corrected spectrum and the baseline-corrected spectrum of hydrated proline with PC1 and PC2 obtained from the kPCA of the entire Raman mapping data from the mixture. Explained variance was as follows: PC1 (99.9717%), PC2 (0.013%), PC3 (0.004%), and PC4 (0.004%); (c) Scheme showing all the steps in the quantification process for the piracetam analyte. Black solid lines show the methodology as implemented, red dashed lines show where iterative improvements were made during development.

Figure 2a/b shows KPCARD CRA in operation. CRAs were located at 1026~1048, 1212~1222, and 1242~1248 cm⁻¹ (CR1, 2, 3, respectively). Comparison with pure component spectra confirmed that these bands were not due to piracetam or proline (dry or hydrated). Since CRAs have varying bandwidth and intensity, they can have different spectral impacts and ultimately the quantification result. CR1 overlapped the 1034 cm⁻¹ band, common to piracetam
and proline, and give the appearance of another Raman band. CR2 was close to a real piracetam band and might contribute to a higher prediction of piracetam at this pixel. The narrow CR3 spike overlapped a proline band and so might cause a marginally smaller piracetam concentration to be calculated.

kPCA generated large residuals at the CR1, 2, and 3 locations. When compared to the residual statistics from all 8410 spectra, it indicated that cosmic rays gave rise to three large spikes and they were not real Raman bands. Two significant PCs, (Figure 2b), were obtained from kPCA of the entire Raman mapping data with explained variances of 99.97 and 0.01% respectively. PC1 was a composite profile of both proline and piracetam, whereas the PC2 profile resembled neither. Since proline was easily hydrated by exposure to the laboratory environment, we suspected that PC2 represented a hydration effect. Comparison of the dry/hydrated proline spectra with PC2 indicated that hydration was the largest contributor (Figure 1a and SI) but that there were also unresolved contributions from the natural spectral variance of the 8410 dataset spectra. This highlighted an issue with the use of PCs for image analysis because sometimes one cannot simply attribute an extracted PC with a specific chemical species present in a mixture sample, nor can the resultant PC scores be directly correlated with analyte concentration. This is particularly the case where the contaminant analyte is present in very low concentration. The corrected spectrum generated (Figure 2) was virtually identical in profile to PC1. Compared to existing CRA correction methods (data not shown), KPCARD was conceptually simpler, computationally more efficient, and easier to implement. The method was able to automatically accomplish cosmic ray contaminant removal with minimal data distortion. For example, CRA correction of a dataset (8410 spectra×849 variables) took ~2 minutes on a desktop computer (2.8 GHz CPU/6 GB RAM), and 6.8×10¹⁰ floating point operations (flops) were needed.

**Piracetam Quantification:** The first stage in the quantification methodology was to build the best possible large range PLS model, which was used for screening the data. The first quantification trial used PLS on the raw Raman spectra (from 27 mixtures, 0 to 100% piracetam concentration range) where the Raman data from each sample were averaged into 10 single spectra (corresponding to the 10 channels). The only spectra excluded from the averaging process were those with intensities 70% lower than the total average spectral intensity. Three step pre-processing was applied: multiplicative scatter correction (MSC), 68-70 to remove scattering artefacts; standard normal variate (SNV), 68-70 to remove from the average spectra of all the measurements some of the large amount of variability caused by scattering variations between measurements; and dataset mean-centering (MC).

PLS models were then built using the pre-processed spectra (200~1896 cm⁻¹) and performing leave-one-out cross-validation. Only one PC was required because the samples should be binary mixtures. RMSEC and RMSECV for channel 5 (the best SNR Raman data) were 2.32% and 2.62%, respectively. A second PLS model using the same sample set but with baseline-corrected spectra gave higher RMSEC (2.89%) and RMSECV (3.24%) values. This
might suggest that baseline correction was both unnecessary and detrimental; however, the final optimization step in the quantification modelling process required variable selection for which this pre-processing was required (see SI for details). This slight drop in PLS performance could be due to an increase in the relative noise contribution obscuring the weaker piracetam signals from the low content samples.

ACO selected 138 variables (Figure 3a), as being more descriptive for the piracetam analyte. With these variables, and the 0~100% piracetam samples, new PLS models were recalculated for all 10 channels. ACO produced a ca. 30~45% improvement in terms of RMSEC/RMSECV errors (Table S-1, SI). While this was significant, it was still too large to obtain accurate predictions for the sub 1% piracetam containing samples. One cause of these relatively large errors in Model-1 was the very wide concentration range attempted which encompasses significant matrix changes. The next obvious stage was to implement a series of reduced range PLS models and see if that could improve accuracy by minimizing the effects of gross matrix changes. Samples were segmented piecewise into different concentration ranges: 0~2.5, 2.5~21.5, 21.5~85, 85~100% and four predictive models (Model-2–Model-5) using 21, 9, 12, and 10 samples respectively, were generated for every channel. Pre-processing was the same in every case apart from the 0~2.5% Model-2 where orthogonal signal correction (OSC) was implemented after SNV and before MC to minimize noise and contribution from the large proline signal.

There was a dramatic improvement in model quality (Table 1) and it was interesting to note that model performance was not related to channel SNR, which indicates that the pre-processing method was relatively robust. As expected, model performance was poorer for low-content samples where subtle spectral differences were convoluted with noise and small sampling variations. Further improvement in accuracy using the averaged Raman data, would require many additional calibration set samples, and this highlighted the fundamental difficulty with this approach. Attaining high accuracy for low analyte concentrations required large numbers of low-content calibration samples, which is technically challenging. First, there are practical difficulties with the manufacture of solid mixtures with precisely known homogeneously distributed contaminants. Second, %REP is also directly dependent on calibration sample numbers, for example, a REP of <5% required more than 200 samples.

| Table 1: RMSEC/RMSECV values (in w/w%) obtained for the final piracetam quantification PLS models obtained for each spectrometer channel. Model accuracy was assessed by relative REC% and RECV% for calibration and cross-validation respectively. |
|------------------|-------|-------|-------|-------|-------|
| PLS model        | Model-1 | Model-2 | Model-3 | Model-4 | Model-5 |
| Piracetam (w/w%) |       |       |       |       |       |
| 0~100            | 1.63/1.86 | 0.027/0.029 | 0.14/0.16 | 0.84/0.99 | 0.20/0.30 |
| Channel1         |       |       |       |       |       |
Our alternate approach avoided these issues (Figure 2c). We first used the reasonably accurate 0-100% concentration range, individual channel PLS models (Model-1) to estimate a local piracetam concentration for each of the $841 \times 10$ sampling point-channel combinations (~8400 spectra) in each sample Raman map. Then according to this estimated value, the appropriate segmented concentration range PLS model was selected (i.e., 0~2.5 Model-2, 2.5~21.5 Model-3, etc. Table 1) and piracetam content re-estimated more accurately at each point. Each Raman map thus generated ~8400 piracetam predictions, which were then averaged to give the final accurate piracetam content prediction. Therefore the final concentration prediction for piracetam was an average of the predictions produced by the 40 segmented range PLS models, which used the appropriately pre-processed data (See SI, section S4 for a step-by-step description of the process).

Using this approach, the calibration models were able to accurately quantify piracetam content over the full concentration range for all 61 samples (Figure 3c and Figures S-4, SI). Furthermore, since the final predictions were made on the constituent (i.e. independent) Raman spectra and, the calibration models-1~5 were built using averaged data (n>8400), we can consider the prediction samples as being a quasi-independent test set.

For the low analyte concentration (<1%) samples (Figure 3b-c), prediction accuracy for the triplicate measurements was particularly good. Only one sample (0.85% piracetam mixture) was mis-predicted, at 0.80% piracetam content (relative prediction error of 5.8%). This singular failure was caused by uncontrolled proline hydration (see SI, section S5). Excluding this sample, the RMSEP of the remaining samples with 0.05~1.0% piracetam content was 0.012%, and a very REP% of 2.43% was achieved. Moreover, prediction variations between triplicate Raman measurements were small (Figure 3b) and the $R^2$ coefficient indicated an excellent model fit (Figure 3c). Prediction accuracy was far better than that attainable using the averaged spectra macro-PLS models (Table S-1), and just as important it covered the complete concentration range. For higher piracetam (>1%) concentration samples there was excellent agreement with HPLC validation measurements (SI, section S6). The LOD of this Raman method, calculated
from the triplicate spectra of the 0% piracetam sample (a total of 2523 physically sampled points), was calculated as spanning a range of 0.033~0.056%.

The HPLC method developed to validate the Raman method had an LOD of 0.0123 mg/100 mL, equivalent to 0.041% w/w. However, HPLC had several significant negative operational issues, namely significant day-to-day variability in terms of retention time variation, quantification reproducibility (see SI for details), and relatively extensive sample handling procedures.

**Figure 3:** (a) Raman spectra of pure piracetam (black), proline (blue), and the ACO selected variables (green), with arbitrary vertical scale. (b) Mean spectra of the mixtures with 0.05~1.0% piracetam. (c) PLS quantification of piracetam content in powder mixtures. Error bars represent standard error for n=3 replicate samples.
**Characterization of spatial distribution.** In most common chemical imaging applications, one is looking for clear pixel-to-pixel spectral discrimination in order to identify the presence of impurities. One often depends on impurities being present as a discrete particles (i.e., of 100% composition). For low-content solid mixtures, this may not always be the case, such as for nearly homogeneous milled powders, where the impurity (or API) distribution will be relatively homogeneous on the macro-scale. However, if there is some variability on the micro-scale then one often needs to implement chemometric modelling to visualize the impurities and/or heterogeneity. Obviously, in the low-content samples here, the vast majority of the Raman image/map corresponded to the proline matrix and piracetam signal was correspondingly very weak. A common approach is to take a single unique analyte peak (here the unique piracetam 508 cm$^{-1}$ band) and plot its intensity for each pixel. However, for low-content measurements (here a 0.1% mixture) the result may not be very informative (Figure 4a). Application of automated spectral pre-processing (Figure 4b) improved discrimination dramatically, and gave a relatively homogeneous distribution with several clear hotspots of apparently high piracetam concentrations. One would next like to know if these hotspots represented discrete, pure piracetam particles (within the limits of the optical resolution of the Raman system) or if they represent localized regions of higher piracetam concentration arising from sample preparation heterogeneity.

![Figure 4: Raman image (using channel 5 data only) of the 0.10% piracetam powder mixture, showing the 508 cm$^{-1}$ piracetam band intensity from the raw data (a) and the baseline-corrected and cosmic ray removed data (b). Scores on PC1 (c), and one-dimensional PLS prediction scores representation showing piracetam spatial distribution of in the 0.10% mixture (d). The color bars represent Raman intensity, PC scores, and piracetam content in % w/w respectively. Histograms of the one-dimensional PLS prediction scores for piracetam content in the powder mixtures with prepared concentrations of (e) 0.10% and (f) 20.02% piracetam.](image-url)
Using simple PCA and then plotting the PC scores onto the image pixels,\textsuperscript{74} (Figure 4c/d, PC2 not shown) did not generate true representations of piracetam spatial distribution. This was despite the fact that two PCs explained the spectral data variance, but with low-content mixtures nearly all the variance arose from the matrix material, here PC1 (Figure 2) explained 99.97% of data variance and was very similar to proline. PC2 (0.01% explained variance) was mostly hydrated proline rather than a pure piracetam signal (the higher PCs were essentially noise and very different to piracetam (data not shown)).

However, when the PLS prediction scores were plotted (Figure 4d), piracetam appeared to be evenly, but very sparcely distributed across the sample which verified that the sample preparation procedure generated reasonably homogeneous mixtures. Only five pixels (i.e., hot spots) of clearly higher localized piracetam concentration could be identified, but there were another 12-20 pixels with slightly elevated concentrations. Statistical analysis of the PLS model predictions indicated that: no pixel contained pure piracetam, 791 of 841 pixels had a piracetam content below \textlt;0.3%, 31 pixels gave 0.3–0.5% piracetam content, and one pixel had a predicted concentration of 2.91% (Figure 4e). Another important consideration with Raman image analysis is that, due to particle size to sampled volume ratio, the percentage of pixels assigned to a specific component did not correspond exactly to the component weight percentage in the mixture. If however, one assumed otherwise then an inaccurate assessment of sample heterogeneity would result. This can be illustrated by looking at another mixture with higher piracetam content (20.018% prepared concentration), where the histogram (Figure 4f) of the one-dimensional PLS prediction scores was statistically centered at 20.02%. Most pixels had predicted piracetam concentrations in the 11–30% range, with individual outlier pixels of 0 and 35.95%. These results show that this quantification method can also be used to deliver rapid assessment of solid-state homogeneity, for example in the milling and/or freeze drying of low-content API formulations.

**CONCLUSIONS**

We have demonstrated a Raman spectroscopy based method (Figure 2c) for the accurate and robust quantification of the minor analyte in solid mixtures by the use of a combination of sub-sampling, chemometric and statistical based approaches. The novelty of this approach to quantification is that it takes the opposite approach to sampling that is commonly implemented for quantitative analysis by Raman spectroscopy, namely that one seeks to average out the heterogeneity in the Raman signal.\textsuperscript{4, 75–76} The method demonstrated high accuracy over a very wide concentration range (0.05–100%) with a LOD range of 0.033–0.056%. LODs in this range or close to this should be feasible with any combination of solid-state materials where there is some significant Raman spectral difference between analyte and host matrix. For example, we had previously demonstrated that it was feasible to quantify piracetam polymorph mixtures using conventional Raman and chemometrics with accuracies comparable to Model-1 above.\textsuperscript{10} Implementation of this method therefore, would enable accurate polymorph quantification at
<0.1% w/w levels for example to assess contamination in seed crystal batches. These levels far exceed that possible with conventional powder X-ray diffraction.

This approach to low-content, solid-state quantification was competitive with HPLC in terms of LOD and accuracy, however, it required much less sample handling, user intervention, and was potentially fully automatable for high-throughput screening and quantification testing. In addition, it was significantly more robust since the Raman data collected over several months, showed no significant day-to-day variation whereas HPLC measurements had significant variation (retention times and reproducibility). Furthermore, HPLC cannot be used for polymorph quantification.

While we recognize that the method was computationally intensive, all steps can be implemented in a fully automated fashion. This enables the method to be applied with minimal subjective user intervention for both gross quantification and the assessment of solid-state heterogeneity to a wide variety of industrial process operations.
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