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Abstract

Communication skills (CS) are important skills that have a major impact in healthcare outcomes. These outcomes include, for instance, increased patient understanding, patient satisfaction and better pain control. With forty years of professional experience, a general practitioner will usually have conducted between 120 to 160 thousand clinical consultations. In fact, most of the decisions made to sue physicians arise from communication problems rather that from the original illness.

As in medical education settings, CS training invariably has a positive impact on student performance. An Objectives Structured Clinical Examination (OSCE) is a common measurement tool used to assess student CS. Concerning the OSCE, it has been reported that there has yet been no agreement reached amongst medical educators on the standard instrument to be used. the OSCE instrument serves as the station checklist. In order to draw meaningful interpretations of the assessment results, an instrument needs to be valid and reliable. Additionally, assessing CS is more difficult than assessing clinical skills. Furthermore, the lack of any standards in measuring CS precludes comparison of outcomes across assessment settings. In order to be able to compare, a standardised measurement is required.

This thesis has four distinct parts, in which further explanations are given in different chapters in order to address specific issues. The chapters comprise published or submitted papers. The first part is a systematic review, which aims to identify a reliable measurement instrument for assessing CS using the OSCE in undergraduate medical education. For this study, four databases were systematically searched (Pubmed, Embase, PsycINFO, and the ProQuest Education Databases) up until 2013. Studies that did not report both reliability and validity were excluded. This peer reviewed literature study identified those papers focusing on generic communication skills, history taking, physician-patient communication, interviewing, negotiating treatment, information giving, empathy, as well as 18 additional domains (ICC -0.12 – 1). There was only one real measurement instrument that was reported in more than one study, the MAAS-Global. The result of this systematic review supports previous research, the majority of the instruments were developed locally, and were only used or reported in a single study. There is a general lack of agreement amongst medical educators and researchers concerning the instrument to measure CS.

The second part of the study addresses the problematic situation in which many different measurement instruments exist, thus creating a dilemma when comparing student CS performance. A calibration process is being undertaken in order to achieve comparable results. The instruments, which are the OSCE
station checklists, were calibrated using an existing standardised instrument. 280 checklists from four disciplines contributing to Year Four OSCEs were analysed by three raters. The term calibration in this study, is the method for rating how close the items in the station checklists corresponded to the MAAS-Global. The reliability of the calibration process was analysed according to the Generalizability Theory. The result shows that the G-Kappa was 0.80. For two raters G-Kappa was 0.72. Nearly half the checklist items corresponded to MAAS-Global section 3, whilst 12 percent corresponded to section 2, and 8.2 percent to section 1. Thirty four percent of the items were not considered to be CS. This result confirms that the calibration of the OSCE station checklists is reliable. Further results also reveal that using two raters for the calibration remains reliable and is sufficient.

After the study proved that calibration is possible, the third part of the thesis sought for characteristics of the assessment from different disciplines. In this study a total of six circuits of three academic terms from Year Four OSCEs from two disciplines (General Practice and Psychiatry) were analysed. The proportion of section 3 items of the MAAS-Global (medical content) was larger than the proportion section 1 (sequential) and 2 (generic) items. General Practice stations scores (scale 1-100) ranged from 58 (sd=6) to 64 (sd=6). MG scores ranged from 44 (sd=4) to 48 (sd=5). The Psychiatric stations scores ranged from 61 (sd=8) to 70 (sd=10), whereas MG scores ranged from 59 (sd=8) to 66 (sd=8). The results show that the MG score in the Psychiatry stations was significantly higher than in the General Practice station. This higher score was a direct result of the higher MG proportion in the Psychiatry station. The MG score can be categorized as a standardised CS score. From this study it can be shown that a comparison of outcome measurement from different measurement instruments is possible.

Having a comparable CS score, the fourth part of the thesis examined the CS type – section 1, section 2 and section 3 of the MAAS-Global – that affects student CS performance. As the number of international students increases over time, the students were divided into two groups: first, those who speak Englishs as a first language only (L1); secondly, students who speak English as a second language (L2). According to the Working Memory (WM) theory, there are differences of function between L1 and L2. The student WM plays an important role in cognitive processes, by combining storage and analysis of information. WM is required in cognitive processing to undergo storage and analysis function. The WM of L2 students was apparently occupied in decoding unfamiliar language rather than solving the main task, hence reducing cognitive ability.

A retrospective study analysed Year 1 to Year 4 OSCEs from three academic terms and from five different disciplines. The reliability of the OSCEs ranged from G= 0.28 to G= 0.79 with a median of G=0.62. The findings show that the majority
of CS assessments in OSCEs incorporate 50 percent or more of CS that focused on the MAAS-Global section 3 (medical content of the consultation). Of the OSCEs considered as section 3, nearly half of the CS assessments were considered as section 1 (CS occurred in the logical order of consultation) and half of those were section 2 (the general CS that occurred in all phases of the consultation). The results show that only in Year Four OSCEs, the L1 students performed significantly higher compared to the L2 students or General Practice stations by \( F(1, 368) = 21.46, p < .001 \), and also for Psychiatry and Paediatrics stations \( F(1, 368) = 72.94, p < .001 \) and \( F(1, 363) = 8.72, p < .003 \), respectively. No significant differences were found for Obstetrics & Gynaecology stations.

It seems possible that these results are due to the CS assessment that focused on the medical content, which was then combined with the complexity of the case to be solved by the students in the Year Four OSCEs, creating disadvantages to the L2 students. The results of this study show that MG characteristics might have influenced student performance in CS assessment during OSCEs. Furthermore, an unanticipated finding was that for five stations, OSCEs never attained reliable assessment \( (G=0.80) \). In order to be able to produce reliable OSCEs, increasing the number of stations or increasing the number of examiners is recommended.

The thesis' discussion links all the papers with the main message: that a good assessment should use a standardised instrument in order to achieve a meaningful result. Some practical suggestions to increase the reliability of CS assessment in OSCEs are also presented in the thesis discussion.
Chapter 1. General Introduction

1.1. Introduction

In measuring, a proper measurement instrument should be used in order to obtain valid and reliable results. However, since first mentioned by Boon and Stewart in the late 1980s, there is still no general agreement amongst researchers and medical educators concerning an instrument to assess communication skills (CS) [1]. In 1999, the Association for Medical Education in Europe initiated a change from opinion-based education towards evidence-based education [2]. Evidence-based education is the practice of using the latest best practices in medicine and education in the health sector and incorporating that theory into an education process, thus, it is called Best Evidence-based Medical Education (BEME) [2,3].

The research presented in this thesis aims to further improve the field of CS assessment in undergraduate medical school. Furthermore, it focuses on using a specific assessment tool, namely Objective Structured Clinical Examination (OSCE).

This thesis presents several studies regarding the assessment of CS in OSCEs in undergraduate medical education. This introductory chapter explains the context and rationale of the thesis. It also includes some background information relating to CS and assessment in undergraduate medical education.

At the end of Chapter 1, a synopsis of the general aim of the thesis and the research questions derived from the aim is provided.

1.2. Rationale

1.2.1. Communication Skills

CS is an important component in medical practice. Many studies indicate that good communication will improve patient satisfaction and patient outcomes.
During the typical 40 years of a general practitioner’s career, he or she will conduct between 120,000 and 160,000 clinical consultations, and it is clear that CS plays an important role in the consultation process [4]. It is also worth noticing that a patient’s decision to sue a physician is most likely not due to the original illness, but to the poor handling of communication between doctor and patient. One study even suggests that 80% of the cases involved are due to communication issues, rather than the quality of care [5]. In the past decade, patient safety has become the most critical component of the healthcare system. Therefore, to eliminate the problems caused by a lack of information received by the patient, good practice and effective CS will ensure that the patients adequately understand their diagnoses and the management of their care plans.

Many forms of communication occur in the clinical consultation environment (i.e. verbal, non-verbal and written). The consultation process itself can be divided into several phases that occur sequentially: the introduction, a request for help, a physical examination, diagnosis, management and the evaluation of the consultation. It is understandable that verbal and non-verbal communication have important roles in clinical consultation. Building and maintaining a relationship with the patient will ensure that history-taking is facilitated in a smooth, efficient manner, thus explaining the diagnosis with empathy, so that the patient will understand the management of the treatment. This, in turn, will increase the patient’s commitment.

CS have a positive impact on students’ performance during the education process [6]. For the students, building CS also increases awareness of time management, and will have a direct impact on the effort to gain better skills in assessing the patient.

1.2.2. OSCE

The Objective Structured Clinical Examination (OSCE) is an assessment tool. This tool was developed by Harden, Dundee University, and introduced in late 1970
OSCE consists of several stations, and each station assesses different skill sets. The student will progress from one station to the next in sequential order. At each station, students are given a certain time limit (e.g. 5, 10 or 15 minutes) to undergo an assessment that is specifically designed for that station. If the OSCE setting, for example, has 10 stations, the student in that examination needs to pass through all of those 10 stations. OSCE is commonly used to assess the student’s ability in regard to clinical skills in a medical education environment.

Miller introduced the model known as Miller’s pyramid in 1990, which illustrates which assessment tools are suitable for learning outcomes. In this model, as shown in Figure 1, students commence their learning process by building knowledge, and will continue towards the top level of learning, which focuses on learner behaviour. A written assessment is a suitable tool to explore students’ ‘know’ and ‘know how’ levels. Additionally, in the level ‘show how’, clinical and practical assessment tools are needed to explore their knowledge and how the students execute it in a controlled and practical environment. OSCE has been, up to now, the most suitable tool for this particular assessment. Meanwhile, appropriate tools to assess the practical ‘does’ level are observation, portfolios and logbooks.

Figure 1.1: Miller’s Pyramid.
1.2.3. The CS Assessment

First and foremost, it is important to know how the student’s CS increases during the course of the education process. Students need to reflect on their own ability in regard to CS. Meanwhile, medical educators need to know whether the learning outcomes meet the learning objectives, and where further improvement is needed, based on the results of the examination, in addition to comparing different cohorts of students to understand the phenomenon in academic terms.

CS cannot be separated from clinical skills, since communication skills in the clinical environment are bound by context and content. The OSCE provides the closest conditions to the real conditions faced in the professional career of a health care worker. This means that the assessment of CS must be aligned with the study objectives, learning outcomes and, most importantly, the assessment of the clinical context [9]. In assessments, validity and reliability are mandatory. Validity means that the assessment is measuring what it is supposed to measure, while reliability means that the instrument is able to retrieve similar results repeatedly. One author has observed that there cannot be reliable measures if they are not valid, and vice versa; therefore, an assessment must be both valid and reliable [10].

There are two types of assessments: summative and formative. The easiest way in which to distinguish between the two is by considering the whole process of education [11]. Formative assessment occurs during the process of learning, and provides the students with feedback from which to learn their strengths and weaknesses. Summative assessment, meanwhile, is made at the end of the learning process, which allows the educational institution to judge whether the student already meets the requirements for a certain profession – such as semester or year-end assessments up the licensing exam by the professional bodies. Formative assessment occurs repeatedly during the education process.
As regards a general ‘rule of thumb’ in assessing the CS of students, to date there is no agreement in relation to a widely used assessment instrument [9]. The most important aspect to consider is the need to divide the assessment into various levels of competence: basic and applied knowledge (knowledge), performance in simulation (skills), and action in the workplace (attitude). Basic and applied knowledge can be appropriately assessed with a written test, while performance in a near-real professional condition is best assessed with an OSCE. Finally, performance in the workplace is commonly measured using so-called ‘workplace-based assessments’.

1.2.4. CS Measurement Instrument

CS in clinical skills is commonly assessed with an OSCE. In terms of measuring, the one important requirement is that the measurement instrument has to be standardised. This means that the instrument has to be valid and reliable. There are several instruments that were designed to measure CS (e.g. RIAS, SEGUE, MAAS-Global) [1,12,13]. These instruments can be used for real-time assessment or recorded/video-taped sessions. SEGUE, for example, is an instrument that was designed to measure a recorded session. MAAS-Global is an instrument that was designed for direct observation, while other instruments to assess CS have been used by patients or standardised or simulated patient [12]. Since the late 1990s, researchers have been warning that there is no agreement amongst researchers and medical educators concerning a standard measurement instrument to assess CS [1,14]. The common practice is for educators to use existing instruments that have been developed to assess a physician’s CS, modified in some way to fit the purpose of assessing students. The MAAS-Global, for example, is a measurement instrument used to assess a physician’s CS, which has been used by several universities to assess the CS of medical students [15]. There is a reminder by Silverman (2007) that, in order to assess CS, a proper measurement instrument is needed in order to achieve a reliable result [16].
It is interesting that some studies have reported a low OSCE reliability coefficient [17]. The low reliability of an assessment means that there are many errors in the results. According to the Classical Test Theory (CTT), a score that is generated from assessments is considered an Observational Score, which is actually a summary of the True Score and Error. Whenever an examination has low reliability, this means that a great deal of variance (e.g. error, noise) was generated around the ‘true score’, and it is more difficult to know the true ability of the students. The observed score is just one score out of a universe of scores [18]. In OSCEs, a specific reliability analysis method is suggested as standard by the Association of Medical Education in Europe (AMEE), the Generalizability Theory (G-Theory) [19]. This method is used to ensure that the correct calculation is conducted to analyse the reliability in a way that is suitable to the nature of OSCE. Furthermore, G-Theory not only calculates reliability, as with the CTT method, but is also able to pinpoint the source of error, and to quantify it [18]. Another useful feature of G-Theory is the ability to predict the hypothetical design of the examination model, which enables the improvement of future examinations.

Language tests closely resemble CS measurement; both assess communication ability (verbal and written). However, language tests are already well-developed in terms of measurement instruments. There are several standardised instruments – i.e. TOEFL, IELTS, TOEIC – that enable comparisons amongst different groups, regardless of location. For example, a score of 500 in a TOEFL paper-based test in one country is always better than a 370 score for the same test in another country. These results are standardised and comparable. In contrast, researchers and medical educators are still unable to agree on a standard instrument for CS assessment [14]. A simple analogy for this condition is the attempt of measuring the height or length of a chair and table using a rubber band. One could claim that both have the same length, which is twice the length of the rubber band, but care needs to be taken in terms of how we hold
and stretch the rubber band. Measuring length with a rubber band will render an unreliable result.

1.2.5. Calibration of Measurement Instrument

As already mentioned above, an unstandardised measurement instrument creates challenging situations in terms of comparability between cohorts of students, individual students, different settings of OSCEs, or wider groups of students, such as comparison between institutions. We must consider how complicated the procedure is when comparing two cohorts of students from different medical schools. In order to be able to compare the CS of students from different schools, the measurement instruments have to be standardised. The assessment results have to be able to be compared on an equal footing; hence, both institutions have to use the same measurement instrument. In this case, the MAAS-Global was chosen. Since only one institution was familiar with assessment using the MAAS-Global, the other institution had to undergo training for the examiners to be able to use the instrument correctly. Moreover, the students who had already been assessed with this instrument had advantages over the students who were not assessed with this instrument. The point of this explanation is simply to compare the CS competence of students from different medical schools, and there was a great deal of effort involved, which was also time-consuming and cost-intensive. Had there been a standardised measurement instrument in place, the task could have been completed more conveniently, and in a simpler manner.

1.2.6. The Effect of L1 and L2 in Students Performance

The term ‘L1’ refers to the condition whereby students speak and communicate in an educational institution where the language of instruction is their first language. ‘L2’ refers to students who have to communicate using a language other than their first language. In the past two decades, there has been evidence that many students are choosing to study and enrol in higher education involving
languages different to their first language. An obvious concern, in this regard, is the potential difficulties and challenges associated with language proficiency and academic performance [20]. There are no additional difficulties associated with the L1 language; however, L2 students can face problems regarding their study performance. The reason for this is that there is more to language proficiency than mastering reading and writing, especially in a clinical environment, where students have to interpret language in the context of non-verbal cues and cultural values [21]. In OSCEs, with standardised patients (SPs) communicating in the local language, L2 have difficulties in understanding societal norms, and sometimes also experience discomfort when asking about intimate matters [22]. The result of these problems is difficulties in communicating with patients, and the result of this is poor performance in clinical settings.

According to the Working Memory (WM) Model theory, any studies that deal with differences between L1 and L2 should consider this model. WM works by receiving information, storing it in Short Term (ST) memory, accessing Long Term (LT) memory and, most importantly, making an analysis, reasoning and reaching a decision. This analytic and phonetic ability is unique to the WM, and therefore it has a greater role in cognitive activities [23]. WM has three different aspects of information gathering, which are verbal information, spatial information and non-verbal information. When the L2 receives information, WM tends to save the unfamiliar language in the ST memory and seek to access the LT memory. Because of the fact that, in communication, cues or signs are more difficult to understand, and terms are easier to memorise, the analytical process of cues will take longer for an L2. Even then, the production of verbal output by an L2 takes longer than that by an L1 [24]. While there is much hesitation amongst medical educators about judging students’ performance in relation to language ability, since it could be interpreted as racist, with the understanding of the process of how the brain works (WM theory), this hesitation should not be an issue at all. It is clear that it is not particular to language or culture; rather, the brain takes
longer to process information. The educational institution should consider openly recognising the problem that international students face in the process of learning, and provide a solution that bridges the gap between local and international students. It is suggested that the school could provide training in the use of the language for medical purposes and provide extra activities in order to improve the foreign students’ social skills.

1.3. General Aim, Research Questions, and Outline of the Thesis

The general aim of this research study is, therefore, to investigate the availability of a standard measurement instrument to assess the CS of undergraduate medical students in OSCEs and, furthermore, to explore the use of a standardised CS measurement instrument. Five research questions have been developed in order to provide answers to support the general aim of the study. The decision on a ‘gold standard’ measurement instrument should be based on two main criteria: validity and reliability. More evidence needs to be explored in order for a CS measurement instrument to be accepted by the medical education community. Although there are several good options, we have to remember that acceptance of the new concept will not be easy. Furthermore, the acceptance of the result of the study in the ‘real’ environment will take time. Situations are required whereby educators and researchers can collaborate in the development and implementation of the proposed method. In this study, the author actively collaborated with other researchers from different disciplines, and even different universities.

To begin the study, the author needed to search for evidence of existing instruments which were already being developed and used to assess the learning process of undergraduate medical students. This was formulated via the first research question:

1. Is there any agreement amongst researchers and medical educators on a measurement instrument to assess the CS of undergraduate
medical students in OSCEs? (Chapter 2)

It has been suggested since the late 1990s that researchers and medical educators need to work on a standard measurement instrument [1,14]. However, to date, there has been little agreement on a standard CS assessment instrument. Moreover, Brannick (2009) considers assessing CS to be difficult [17].

Since little is known about a specific CS measurement instrument that can be used in OSCEs to assess medical students, a systematic review was conducted. This study attempts to find a common measurement instrument that has been used amongst researchers and medical educators around the world. It seeks to identify any ‘gold standard’, determining whether there are any standardised instruments akin to the language tests. With this review, it is expected that solid evidence of what instrument should be used, and what aspects need to be considered when we assess CS, will emerge. If the study identifies a valid and reliable measurement instrument, there must be some scope for comparison as to whether the assessment of CS in our institution’s OSCEs is different from the findings of the systematic review. It remains to be seen whether we can convert the instrument’s scale, as with converting from Celsius to Fahrenheit. An experiment involving the calibration of our own OSCE station checklists is needed. The possibilities of building a new method to calibrate the rubrics have led to the second research question:

2. What is the method used to calibrate the existing CS assessment of the OSCEs, which have different standards? (Chapter 3)

A study was conducted in order to explore the extent to which we can develop a method of calibrating OSCE checklists. In this process, a careful examination of all Year Four OSCE checklists from three academic terms (2010/2011, 2011/2012 and 2012/2013) was conducted. The Year Four OSCEs were administered by four disciplines: Obstetrics & Gynaecology, Paediatrics, Psychiatry and General
Practice. Based on previous research detailed in Chapter 2, it was found that the MAAS-Global was the most suitable candidate with which to commence. There might be debate regarding the standard to choose, but the most important factor in measuring is using a standardised instrument. An analogy here involves measuring the height of a table or chair, deciding whether to use centimetres or inches, depending on the scale.

The calibration method in this study needed to be highly reliable. Another aspect to consider was how complicated and time-consuming it would be. It was known that a faculty member would not have the luxury of extensive time for the project, and so this method was also required to meet the criteria of being simple and requiring as few working hours as possible. Nonetheless, it had to produce a reliable result. At this stage, the study should have been able to identify a type of ‘gold standard’ in regard to a CS measurement instrument, and then to apply the standard into existing standards in different settings of OSCEs.

The next step involved assessing the results of the OSCE of the students. Therefore, the third research question was as follows:

3. Are there any differences in CS assessed from different settings of OSCEs? (Chapter 4)

Based on a standard used in a previous study (as detailed in Chapter 3), the calibration result involved the mapping of different types of CS items. The types of CS items are based on the MAAS-Global, and the way they determine various OSCE station forms is called the MAAS-Global characteristic (MG characteristic) of that specific station. In student assessment, this approach opens a new level of understanding of the existing assessment. In addition, many studies did not clearly report what standard they used [13,14].

In Chapter 4, this study explores the CS based on the MAAS-Global as the standard, whilst also addressing its effect on the overall OSCE score.
Furthermore, various medical disciplines contribute to OSCE with discipline-specific OSCE stations. This study reveals the type of CS used by each participating discipline in their specific stations and explores the effects on the overall CS score. At the end of this chapter, a comparison of CS scores achieved in two integrated modules and different settings of OSCEs is possible. It is as easy as comparing a TOEFL or IELST score. Since this study is focusing on CS, and considering the fact that many universities have international students, it is expected that there are differences between local and international students’ performance in CS. Therefore, the fourth research question that arose was the following:

4. Is there any relationship between the type of CS affecting the performance of students when studying in a foreign language environment (L2)? (Chapter 5)

It has been demonstrated in previous studies that language proficiency correlates with the students’ performance. While CS in medical schools is highly associated with the content and context of clinical problems, it is highly likely that CS will have different effects on local and international students. The local students will face less of a challenge, since they speak their first language (L1) throughout their learning process. Based on the Working Memory model, the analytical processes of the L1 and L2 are different. Within this study, it is expected to find a correlation between each domain of CS and how the brain processes simultaneous information, which will have an effect on the students’ performance, particularly in OSCEs.

Along with the analysis of many OSCEs in Year One (1MB), Year Two (2MB), Year Three (3MB) and Year Four (4MB), this paper will determine how effective the examination is in terms of reliability. Therefore, the fifth research question was formulated as follows:
5. *How many OSCE stations will produce a reliable examination?* Chapter 5)

At the conclusion of any assessment, the reliability of the OSCEs is one important variable that must be considered. A lower reliability number signifies more error in the assessment, and therefore it is difficult to know the ‘true’ ability of the students. As Cook et al. (2006) have mentioned, reliability should be reported in any OSCEs study, although the present study found that some studies use reliability analysis that is not recommended by medical education associations, or else they did not report reliability [10,19,25].

The fifth chapter explores and analyses all OSCEs that have been using the OSCE Management Information System (OMIS) across three academic terms (2010/2011, 2011/2012 and 2012/2013). The different settings of OSCEs from five disciplines which were using OMIS will, hopefully, reveal the best setting to be considered for future OSCEs. Finally, Chapter 6 summarises and interprets the main findings of this thesis in regard to the context, answering the five research questions presented above. The implications of these research findings, as well as suggestions for future research in CS assessment and OSCE in medical schools, will also be detailed. It should be noted, in any case, that most of the chapters of this thesis have been published as articles or submitted to journals, and therefore, some duplication of material in each chapter is inevitable.
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2.1. Abstract

Objectives. To explore inter-rater agreement between reviewers comparing reliability and validity of checklist forms that claim to assess the communication skills of undergraduate medical students in Objective Structured Clinical Examinations (OSCEs).

Methods. Papers explaining rubrics of OSCE checklist forms were identified from Pubmed, Embase, PsycINFO, and the ProQuest Education Databases up to 2013. Included were those studies that report empirical validity or reliability values for the communication skills assessment checklists used. Excluded were those papers that did not report reliability or validity.

Results. Papers focusing on generic communication skills, history taking, physician-patient communication, interviewing, negotiating treatment, information giving, empathy and 18 other domains (ICC -0.12 – 1) were identified. Regarding the validity and reliability of the communication skills checklists, agreement between reviewers was 0.45.

Conclusions. Heterogeneity in the rubrics used in the assessment of communication skills and a lack of agreement between reviewers makes comparison of student competences within and across institutions difficult.

Practice implications: Consideration should be afforded to the adoption of a standardized measurement instrument to assess communication skills in undergraduate medical education. Future research will focus upon evaluating the potential impact of adoption of a standardized measurement instrument.
2.2. Background

Physicians’ communication skills (CS) have a considerable impact upon quality of health care, whereby good CS improve healthcare outcomes, such as physiologic status, pain control, and emotional health, and significantly increase patient understanding and patient satisfaction [1, 2].

Effective physician-patient communication is essential in ensuring that patients adequately understand their diagnoses, treatment options, medications, plans for referral and prognosis. Dissatisfaction with physician-patient communication is known to be a leading factor influencing patients’ decisions to initiate medical negligence proceedings [3, 4]. Existing research demonstrates that errors in physician-patient communication include inadequate information-giving, reluctance to adopt a specific partnership style, being in a hurry and failing to respond to patients’ feelings [5-7]. In clinical settings, CS take verbal, nonverbal and written forms. From the point of view of physician-patient interaction, CS can be classified according to purpose. For instance, initiation of a session, gathering information, providing structure to the interview, building a relationship, explanation and planning, closing the session and other specific issues [2, 4, 8, 9].

Within medical educational settings, practical CS training has been shown to improve medical student performance in relationship building, time management and patient assessment [10]. According to Humphris, 2002, medical students’ acquisition of CS is influenced not only by structured teaching sessions but also by incidental learning. The development of communication knowledge has a small, but significant, influence on performance [11].

The Objective Structured Clinical Examination (OSCE), an assessment method introduced by Harden in 1975, is the assessment tool most commonly used for assessment of clinical skills in undergraduate medical education [12]. Research
suggests that the OSCE is appropriate for high-stakes assessment [13]. In addition to practical clinical skills, the OSCE can be used to assess complex CS [14]. Such assessment may take the form of OSCE stations dedicated to the assessment of CS or stations testing specific subject areas or domains of CS alongside other clinical skills. In our Medical School, the majority of OSCE stations combine both the assessment of domains of CS with assessment of a specific set of clinical skills. It is acknowledged that the combination of CS domain checklists with clinical skills checklists is likely to influence the choice and design of the assessment tools. Interpretation of student performance in such stations can be complicated by the combination of CS and clinical skills assessment, such that students may compensate between these skills to achieve a pass grade overall, whereas their performance in the individual competencies is often not immediately apparent. The OSCE itself has evolved into many variations, the Objective Structured Clinical Assessment (OSCA) and the Group Objective Structured Practical Examination (GOSPE) [15-18].

Very many different measurement instruments have been used to evaluate CS in OSCEs [19]. To examine such skills, two types of scale ratings are frequently used. The first type is that of a “behavioral checklist” and the second is a “multi-point global scale/global rating scale” (GRS). There is evidence supporting the use of global rating scales (GRS’s) rather than checklists [15]. Research suggests that GRS’s have higher internal consistency when compared against checklists, and furthermore, that using both GRS’s and checklists in combination can improve content validity [20, 21].

CS can either be assessed during real time assessments or after a recorded session. Those collecting data in real time have the potential advantage of being able to provide instant feedback to participants, whilst recorded sessions have the advantage of generating permanent data that can be used for repeated analysis [15]. Regardless of the method used, it is important for medical
educators to evaluate students’ CS on a number of occasions over their entire course of study so that an improvement in ability can be recognized and so that those students who are failing to progress can be identified [22]. However, heterogeneity in measurement instruments used to assess CS in OSCEs limits the comparability of student performance between examinations settings. It would be expected that most institutions would be using similar rubrics for assessment of CS in different years of their degree programmes, thus allowing easy comparison between students and of individual progress across academic years. Ideally, there would also be consistency within and between institutions in terms of the rubrics used to assess CS.

There is an existing body of research pertaining to the assessment of CS. Beck et al (2002) reviewed measurable verbal and non-verbal CS of physician-patient communication, Ong et al (1995) compared interaction analysis systems and Boon and Steward (1998) reviewed available instruments to assess physician-patient communication [2, 4, 19]. Schirmer et al (2005) compared to what extend the instruments measured essential elements of communication in the family medicine context [23]. The aim of the present review is to explore inter-rater agreement between reviewers analyzing quality and content of papers systematically by comparing whether reliability and validity of checklist forms that claim to assess the CS of undergraduate medical students in OSCEs are described appropriately in these papers. Agreement between raters about quality and content of the included papers is expressed in an intra class correlation coefficient (ICC).

2.3. Method
A preliminary narrative literature review, pertaining to clinical CS and OSCEs, was conducted by the Principle Investigator (PI), WS, in order to ensure that key points and conceptual frameworks were adequately covered in later search strategies. A list of keywords was developed from the results of this exercise, so
that they could form the basis for a more extensive literature search detailed below.

A search was performed in order to identify studies which were published between January 1975 (first description of the OSCE) and December 2012, in peer reviewed publicly available international journals published in English. The following databases were searched: PUBMED, EMBASE, PsycINFO Ovid, and ProQuest Education Databases (consisting of ERIC, British Education Index, and the Australian Education Index).

Boolean operators (i.e. AND, OR, NOT or AND NOT) were used as conjunctions to combine or exclude keywords in a search, thereby resulting in more focused and relevant results in PUBMED. These were adapted accordingly for the other databases. The examples of search terms identified in this manner were “Objective Structure Clinical Examination”, “OSCE”, or any variation of OSCE including the abbreviations. This was followed by combining results, using the Boolean logic AND, with words from communication domains such as “communication”, “history taking”, “physician-patient relationship”, “interview” or “counseling”.

A series of search strategies was utilized to ensure correct results and limits were applied to remove false results. The search strategy for PUBMED is provided below. This was adapted accordingly for the other three databases.

**Table 2.1:** Steps conducted in the initial narrative review to retrieve the appropriate literature for the systematic critical appraisal of the literature.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>OSCE</td>
</tr>
<tr>
<td>2.</td>
<td>Objective Structured Clinical Examination</td>
</tr>
<tr>
<td>3.</td>
<td>OR 1-2</td>
</tr>
<tr>
<td>4.</td>
<td>MMI</td>
</tr>
<tr>
<td>5.</td>
<td>“multiple mini interview”</td>
</tr>
<tr>
<td>6.</td>
<td>“multiple mini-interview”</td>
</tr>
<tr>
<td>7.</td>
<td>OR 4-6</td>
</tr>
<tr>
<td>8.</td>
<td>MiniCex</td>
</tr>
</tbody>
</table>
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<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>9.</td>
<td>Mini-cex</td>
</tr>
<tr>
<td>10.</td>
<td>“mini Clinical Evaluation Exercise”</td>
</tr>
<tr>
<td>11.</td>
<td>mCEX</td>
</tr>
<tr>
<td>12.</td>
<td>OR 8-11</td>
</tr>
<tr>
<td>13.</td>
<td>OSCA</td>
</tr>
<tr>
<td>14.</td>
<td>“objective structured clinical assessment”</td>
</tr>
<tr>
<td>15.</td>
<td>OR 13-14</td>
</tr>
<tr>
<td>16.</td>
<td>TOSCE</td>
</tr>
<tr>
<td>17.</td>
<td>“team observed structured clinical encounter”</td>
</tr>
<tr>
<td>18.</td>
<td>OR 16-17</td>
</tr>
<tr>
<td>19.</td>
<td>GOSPE</td>
</tr>
<tr>
<td>20.</td>
<td>“group objective structured practical examination”</td>
</tr>
<tr>
<td>21.</td>
<td>OR 19-20</td>
</tr>
<tr>
<td>22.</td>
<td>3 or 7 or 12 or 15 or 18 or 21</td>
</tr>
<tr>
<td>23.</td>
<td>Communication</td>
</tr>
<tr>
<td>24.</td>
<td>“communication skills”</td>
</tr>
<tr>
<td>25.</td>
<td>“history taking”</td>
</tr>
<tr>
<td>26.</td>
<td>Consultation</td>
</tr>
<tr>
<td>27.</td>
<td>“consultation skills”</td>
</tr>
<tr>
<td>28.</td>
<td>“breaking bad news”</td>
</tr>
<tr>
<td>29.</td>
<td>“cross cultural”</td>
</tr>
<tr>
<td>30.</td>
<td>“interpersonal relation”</td>
</tr>
<tr>
<td>31.</td>
<td>“end of life”</td>
</tr>
<tr>
<td>32.</td>
<td>“informed consent”</td>
</tr>
<tr>
<td>33.</td>
<td>Anamnesis</td>
</tr>
<tr>
<td>34.</td>
<td>Interview</td>
</tr>
<tr>
<td>35.</td>
<td>“medical interview”</td>
</tr>
<tr>
<td>36.</td>
<td>“doctor-patient interaction”</td>
</tr>
<tr>
<td>37.</td>
<td>“doctor-patient relation”</td>
</tr>
<tr>
<td>38.</td>
<td>“physician-patient relation”</td>
</tr>
<tr>
<td>39.</td>
<td>“physician-patient interaction”</td>
</tr>
<tr>
<td>40.</td>
<td>Referral</td>
</tr>
<tr>
<td>41.</td>
<td>Counseling</td>
</tr>
<tr>
<td>42.</td>
<td>“non verbal communication”</td>
</tr>
<tr>
<td>43.</td>
<td>“electronic communication”</td>
</tr>
<tr>
<td>44.</td>
<td>“email communication”</td>
</tr>
<tr>
<td>45.</td>
<td>“doctor-nurse communication”</td>
</tr>
<tr>
<td>46.</td>
<td>“physician-nurse communication”</td>
</tr>
<tr>
<td>47.</td>
<td>“health beliefs”</td>
</tr>
<tr>
<td>48.</td>
<td>“treatment plan*”</td>
</tr>
<tr>
<td>49.</td>
<td>OR 23-48</td>
</tr>
<tr>
<td>50.</td>
<td>22 AND 49</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>51.</td>
<td>Dentist*(Title/Abstract)</td>
</tr>
<tr>
<td>52.</td>
<td>Veterinary(Title/Abstract)</td>
</tr>
<tr>
<td>53.</td>
<td>Pharmacy(Title/Abstract)</td>
</tr>
<tr>
<td>54.</td>
<td>Pharmacist(Title/Abstract)</td>
</tr>
<tr>
<td>55.</td>
<td>OR 51 - 53</td>
</tr>
<tr>
<td>56.</td>
<td>50 NOT 55</td>
</tr>
</tbody>
</table>

Whilst the Boolean string operator “NOT” was applied in PUBMED, application to the other databases was problematic due to different Boolean logistics. Thus, we used reference management software, known as Zotero, to overcome this issue. The PI, WS, carried out a manual search of the references of identified studies in order to identify further relevant studies.

We included studies which described the assessment of CS using OSCEs in undergraduate medical students. Only papers referring to undergraduate medical students were included. Studies conducted within dentistry, veterinary, pharmacy and other para-medical disciplines were excluded. Papers were included if they described OSCE stations which were entirely dedicated to the assessment of CS. Papers which described OSCE stations that assessed CS only as a component of a broader assessment, such as clinical examination or procedural skills, were also included. Studies were excluded if they did not provide empirical validity or reliability information in relation to the assessment checklist used (i.e. papers had to explicitly state the validity and/or reliability of their assessment checklist or a reference to an existing study of the validity and/or reliability of the checklists). Studies were included regardless of the nature of the specific clerkship that the OSCE was associated with and regardless of whether or not the participating students originated from the same year of study.

For the second ‘systematic review’, we included all identified CS measurement instruments (checklists) used in OSCEs. Instruments that measured CS in
assessment types other than OSCEs were not included. Studies that did not provide a description of the CS measurement instrument were excluded.

Each reviewer analyzed the included literature using a data-extraction template\(^1\). The template was designed using keywords and assessment rubrics found in potentially relevant papers. It consisted of 2 categories, whereby category one sampled 22 domains of CS as assessed by an examiner and category two sampled 5 domains of CS as assessed by a Standardized Patient rater (SP rater). Other information that was extracted from each paper included the study sample size (number of students), the duration of stations (recorded in minutes), the utilization or otherwise of a CS checklist and referral to any professional board or licensing bodies.

After an initial meeting to agree the meaning of each item on the data-extraction template, WS, TK, KK independently analyzed each research paper. Where two out of three reviewers were in agreement (initial agreement in percentage), these items were discussed with a view to achieving complete agreement where possible (resolved disagreement in percentage). To correct for change an Intraclass Correlation Coefficient (ICC) was calculated. Data was entered into SPSS (version 20) and the levels of agreement between reviewers for each of the 27 domains of CS were measured using ICC. Full agreement between reviewers (ICC = 1) means 100% agreement on items assessed. No agreement (ICC = 0) means that reviewers did not agree at all on the items that were assessed. An agreement of 0.45 means reviewers agreed on 45% of the items that were assessed with a correction for agreement by chance.

Ethical approval was not required for this review.

---

\(^1\) The data-extraction template was developed by collecting CS related key-words from 87 potentially relevant papers (see Figure 2.1). The result was 27 CS domains of data-extraction templates that consisted of 22 domains of CS which were assessed by examiners and 5 domains of CS which were assessed by standardised patient raters (SP rater).
2.4. Results

2.4.1. Search Results

The initial literature search identified 1,998 papers (Figure 2.1). After removal of duplicates, 1,358 papers remained. By review of the titles and abstracts, 613 were excluded on the basis of irrelevancy. A further 557 papers were excluded as they were not related to OSCEs in undergraduate medical schools. Manual review of the titles and abstracts of the remaining papers identified a further 20 duplicates and 13 non-English language papers, all of which were excluded. In cases where it was not possible to make the decision to include or exclude a paper based upon its title and abstract alone, the full text of the paper was reviewed. Review of the full text of the remaining 87 papers revealed that 48 did not assess CS and a further 5 did not provide validity or reliability data. All of these papers were excluded, thus leaving 34 papers to be included in the review (Table 2.1).

Figure 2.1: The different stage of the systematic review.
2.4.2. Content Analysis
The number of student participants in individual studies ranged from 36 to 476, with an average number of 185 students. Twenty five studies reported the duration of CS stations, with the shortest being 5 minutes long and the longest being 20 minutes long [11, 24-46], whilst almost half of the reviewed papers ranged from 5 to 8 minutes [11, 24, 26-31, 33, 36-39, 42-44]. Four studies reported short and long case scenarios with obviously different durations [11, 31, 32, 37], in contrast to nine studies which did not report station length at all [15, 47-55]. Sixteen studies reported references to validity and reliability studies of the assessment forms being used [11, 15, 24, 26, 27, 30, 39, 40, 42-46, 52-54], whilst six studies reported only validity [31, 33, 37, 50, 55], and twelve reported only reliability [25, 28, 32, 34-36, 38, 41, 47-49, 51]. Two studies compared assessments of medical student CS across different institutions [40, 52], whilst the remainder were based in a single institution. The included studies involved participants across the range of 1st year to final year. Sixteen studies report upon the assessment of 3rd year students [15, 25-27, 29, 31, 34, 36-38, 41, 47, 51-54], and six studies reported upon more than one year of study [11, 15, 31, 37, 40, 54]. In two studies students were assessed only by SP raters [50, 51]. In eight studies students were assessed by examiners and by SP raters [11, 26, 31, 34, 36, 45, 52, 53]. In the remaining 24 studies students were assessed by examiners alone.

The majority of the papers examined focused upon eight domains, which included generic CS, physician-patient communication, history-taking, focused history-taking, interviewing, negotiating plan/treatment, information giving and empathy (Table 2.2). The papers where SP raters were involved as assessors focused mainly on generic CS and interpersonal skills. The term “generic CS” was used where reviewed papers only mentioned ‘communication skills’ without
giving any additional information regarding specific descriptions of the CS domains being addressed.

Regarding adherence to recognized standards, three papers reported use of the Calgary-Cambridge Observation Guide (CCOG) [37, 48, 49], whilst two others used the Maas-Global and revised Maas-Global (Maas-R) [33, 40], and two papers used the Standardized Patient Satisfaction Questionnaire (SPSQ) [26, 31]. The Patient Perception Questionnaire (PPQ), the American Board of Internal Medicine Patient Satisfaction Questionnaire (ABIM PSQ), the Liverpool Communication Skills Assessment Scale (LCAS), the Global Simulated Patient Rating Scale (GSPRS) and the WHACS mnemonic which were each used only by a single study [11, 27, 31]. The WHACS mnemonic provides an essential checklist for history taking on occupational and environmental health and was created by the Environmental Medicine Curriculum committee of the South Carolina Statewide Family Practice Residency Program [27, 56]. Chessman (2003) and Humphris (2002) incorporated more than one recognized standard into their checklists [11, 31].
Table 2.2: Details of papers included in the systematic review and an overview of the communication skills domains reported in each.

<table>
<thead>
<tr>
<th>Author , year</th>
<th>n of students</th>
<th>Length of stations (minutes)</th>
<th>Validity , Reliability (V=validity , R=reliability)</th>
<th>Measurement Instruments</th>
<th>Study Year</th>
<th>Examiners domains</th>
<th>SP raters domains</th>
<th>Professional boards or organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Naami, 2008</td>
<td>64</td>
<td>5</td>
<td>V , R</td>
<td>n/a</td>
<td>Final year surgical clerkship</td>
<td>Generic CS, history taking, focused history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bergus et al., 2009</td>
<td>51</td>
<td>15</td>
<td>R</td>
<td>n/a</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Generic CS, Physician-patient communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blue et al., 1998</td>
<td>89</td>
<td>n/a</td>
<td>R</td>
<td>n/a</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>History taking, focused history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blue et al., 2000</td>
<td>476</td>
<td>8</td>
<td>V , R</td>
<td>SPSQ</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Focused history taking, interview, negotiating plan/treatment, information giving, empathy, emotion/respond of emotion</td>
<td>Generic CS, interpersonal skills</td>
<td></td>
</tr>
<tr>
<td>Blue et al., 2000</td>
<td>205</td>
<td>8</td>
<td>V , R</td>
<td>WHACS, checklist</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Focused history taking, interview, empathy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boehlecke et al., 1996</td>
<td>155</td>
<td>5</td>
<td>R</td>
<td>Checklist</td>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>Focused history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bosse et al., 2012</td>
<td>103</td>
<td>n/a</td>
<td>R</td>
<td>Calgary-Cambridge</td>
<td>5&lt;sup&gt;th&lt;/sup&gt;</td>
<td>Physician-patient communication, history taking, counseling, consultation, health beliefs, interpersonal skills</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cave et al., 2007</td>
<td>396</td>
<td>5</td>
<td>V</td>
<td>Checklists</td>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>Generic CS, introduction, history taking, focused history taking, negotiating plan/treatment, information giving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author, year</td>
<td>n of students</td>
<td>Length of stations (minutes)</td>
<td>Validity, Reliability (V=validity, R=reliability)</td>
<td>Measurement Instruments</td>
<td>Study Year</td>
<td>Examiners domains</td>
<td>SP raters domains</td>
<td>Professional boards or organizations</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------</td>
<td>------------------------------</td>
<td>---------------------------------------------------</td>
<td>-------------------------</td>
<td>-----------------</td>
<td>--------------------------------------------------------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Chesser et al., 2004</td>
<td>192</td>
<td>5</td>
<td>V, R</td>
<td>n/a</td>
<td>Penultimate undergrad uate year</td>
<td>Generic CS, history taking, focused history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chessman et al., 2003</td>
<td>127</td>
<td>8 and 15</td>
<td>V</td>
<td>SPSQ, PPQ, ABIM PSQ</td>
<td>3rd, 4th</td>
<td>Generic CS</td>
<td></td>
<td>Generic CS, interpersonal skills</td>
</tr>
<tr>
<td>Harasym et al., 2008</td>
<td>190</td>
<td>n/a</td>
<td>R</td>
<td>Calgary-Cambridge</td>
<td></td>
<td>Focused history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ho et al., 2010</td>
<td>57</td>
<td>n/a</td>
<td>V</td>
<td>Checklists</td>
<td>5th</td>
<td>Generic CS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hodges and McIlroy, 2003</td>
<td>57</td>
<td>10</td>
<td>V, R</td>
<td>Checklist, global rating scale</td>
<td>3rd, 4th</td>
<td>Non-verbal communication, empathy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Huang et al., 2010</td>
<td>256</td>
<td>10 and 20</td>
<td>R</td>
<td>n/a</td>
<td>7th</td>
<td>Generic CS, history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Humphris, 2002</td>
<td>383</td>
<td>5 and 10</td>
<td>V, R</td>
<td>LCAS, GSPRS</td>
<td>1st, 2nd</td>
<td>Introduction, non-verbal communication, empathy</td>
<td></td>
<td>Generic CS</td>
</tr>
<tr>
<td>Jacobs et al., 2004</td>
<td>356</td>
<td>5</td>
<td>V</td>
<td>Maas-R</td>
<td>5th</td>
<td>Introduction, history taking, focused history taking, negotiating plan/treatment, information giving, interpersonal skills, empathy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author, year</td>
<td>n of students</td>
<td>Length of stations (minutes)</td>
<td>Validity, Reliability (V=validity, R=reliability)</td>
<td>Measurement Instruments</td>
<td>Study Year</td>
<td>Examiners domains</td>
<td>SP raters domains</td>
<td>Professional boards or organizations</td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------</td>
<td>------------------------------</td>
<td>---------------------------------------------------</td>
<td>-------------------------</td>
<td>------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Kaul et al., 2012</td>
<td>279</td>
<td>n/a</td>
<td>R</td>
<td>Checklists</td>
<td>3rd</td>
<td></td>
<td></td>
<td>Generic CS, history taking</td>
</tr>
<tr>
<td>Mazor et al., 2005</td>
<td>100</td>
<td>n/a</td>
<td>V, R</td>
<td>Checklists</td>
<td>3rd</td>
<td>Negotiating plan/treatment, information giving, health beliefs, empathy</td>
<td></td>
<td>Generic CS, interpersonal skills, health beliefs, empathy</td>
</tr>
<tr>
<td>McLay et al., 2002</td>
<td>82</td>
<td>n/a</td>
<td>V, R</td>
<td>n/a</td>
<td>3rd</td>
<td>Interview</td>
<td></td>
<td>Generic CS, interpersonal skills</td>
</tr>
<tr>
<td>Park et al., 2004</td>
<td>286</td>
<td>15</td>
<td>R</td>
<td>Checklists, global rating scale</td>
<td>3rd</td>
<td>History taking, focused history taking, interview</td>
<td></td>
<td>Generic CS, interpersonal skills</td>
</tr>
<tr>
<td>Regehr et al., 1999</td>
<td>161</td>
<td>n/a</td>
<td>V, R</td>
<td>n/a</td>
<td>2nd, 3rd</td>
<td>Generic CS, history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robins et al., 2001</td>
<td>71</td>
<td>20</td>
<td>R</td>
<td>Checklists</td>
<td>4th</td>
<td>Cross-cultural communication, health beliefs</td>
<td></td>
<td>Health beliefs</td>
</tr>
<tr>
<td>Rosebraugh et al., 1997</td>
<td>196</td>
<td>8</td>
<td>R</td>
<td>n/a</td>
<td>3rd</td>
<td>History taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheffer et al., 2008</td>
<td>113</td>
<td>5 and 8</td>
<td>V</td>
<td>Calgary-Cambridge</td>
<td>2nd, 3rd</td>
<td>Generic CS, interview, Non-verbal communication, empathy, micro expression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author, year</td>
<td>n of students</td>
<td>Length of stations (minutes)</td>
<td>Validity, Reliability (V=validity, R=reliability)</td>
<td>Measurement Instruments</td>
<td>Study Year</td>
<td>Examiners domains</td>
<td>SP raters domains</td>
<td>Professional boards or organizations</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------</td>
<td>------------------------------</td>
<td>--------------------------------------------------</td>
<td>--------------------------</td>
<td>------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Thistlethwaite, 2002</td>
<td>194</td>
<td>6</td>
<td>R</td>
<td>Checklists</td>
<td>3rd</td>
<td>History taking, negotiating plan/treatment, information giving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Troncon, 2006</td>
<td>36</td>
<td>7</td>
<td>V, R</td>
<td>n/a</td>
<td>4th</td>
<td>Physician-patient communication, history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Dalen et al., 2002</td>
<td>161</td>
<td>15</td>
<td>V, R</td>
<td>Maas-global</td>
<td>4th, 6th</td>
<td>Generic CS, history taking, focused history taking, negotiating plan/treatment, information giving, breaking bad news</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verma and Singh, 1994</td>
<td>40</td>
<td>n/a</td>
<td>V</td>
<td>Checklists</td>
<td>Final year</td>
<td>Generic CS, Information giving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volkman et al., 2004</td>
<td>169</td>
<td>20</td>
<td>R</td>
<td>Checklists</td>
<td>3rd</td>
<td>Physician-patient communication, history taking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walters et al., 2005</td>
<td>128</td>
<td>6</td>
<td>V, R</td>
<td>n/a</td>
<td>4th</td>
<td>Generic CS, history taking, phone/electronic communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wass and et al., 2001</td>
<td>214</td>
<td>7</td>
<td>V, R</td>
<td>n/a</td>
<td>Final MBBS examination</td>
<td>Generic CS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wass and Jolly, 2001</td>
<td>155</td>
<td>8</td>
<td>V, R</td>
<td>Global rating scale</td>
<td>Final MBBS examination</td>
<td>Generic CS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author, year</td>
<td>n of students</td>
<td>Length of stations (minutes)</td>
<td>Validity, Reliability (V=validity, R=reliability)</td>
<td>Measurement Instruments</td>
<td>Study Year</td>
<td>Examiners domains</td>
<td>SP raters domains</td>
<td>Professional boards or organizations</td>
</tr>
<tr>
<td>-------------------------</td>
<td>---------------</td>
<td>------------------------------</td>
<td>--------------------------------------------------</td>
<td>-------------------------</td>
<td>------------</td>
<td>--------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Wilkerson et al., 2010</td>
<td>322</td>
<td>15</td>
<td>V, R</td>
<td>Checklists</td>
<td>Senior medical students</td>
<td>Generic CS, negotiating plan/treatment, counseling, health beliefs, empathy</td>
<td>Interpersonal skills, empathy, health beliefs</td>
<td></td>
</tr>
<tr>
<td>Wong et al., 2007</td>
<td>439</td>
<td>10</td>
<td>V, R</td>
<td>Checklists</td>
<td>Final year</td>
<td>Physician-patient communication, information giving, taking consent, breaking bad news, advising/handle family, interpersonal skills</td>
<td>ACGME</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations list:
- SP: Standardised patient
- Generic CS: generic communication skills
- SPSQ: Standardised patient satisfaction questionnaire
- PPQ: Patient perception questionnaire
- PSQ: Patient satisfaction questionnaire
- WHACS: a mnemonic, provide a few essential questions on occupational and environmental exposures
- LCAS: Liverpool communication skills assessment scale
- GSPRS: Global simulated patient rating scale
- ABIM: American board of internal medicine
- ACGME: Accreditation council for graduate medical education
Chessman (2003), Park (2004), Wong (2007) Kaul (2012) and McLay in 2002 referred to professional board/licensing bodies in describing the design of their instruments [31, 34, 46, 51, 53]. These included the ACGME (Accreditation Council for Graduate Medical Education), NBME (National Board of Medical Examiner) and ABIM (American Board of Internal Medicine).

Fourteen papers reported the use of checklists or global rating scales [15, 28, 29, 34, 35, 38, 41, 43, 45, 46, 50-52, 55], while global rating scales were described in 3 of the 14 papers by Park, 2004, Wass 2001 and Hodges 2003 respectively [15, 34, 43], in Park’s paper students were assessed by SP raters only [34]. However we identified 11 papers not reporting any measurement instruments in terms of a documented list of items described in the paper or an appendix [24, 25, 30, 32, 36, 39, 42, 44, 47, 53, 54]. Based upon the information provided in the title, abstract and content, they were excluded from our search results.
Table 2.3: Communication skills domains agreement between 3 reviewers ICC= Intra Class Correlation coefficient Full agreement between reviewers (ICC = 1) means 100% agreement on items assessed. No agreement (ICC = 0) reviewers don’t agree at all on items assessed.

<table>
<thead>
<tr>
<th>Percentage Papers</th>
<th>Doctor-patient communication</th>
<th>Introduction</th>
<th>History taking</th>
<th>Focused history taking</th>
<th>Interview</th>
<th>Focused interview</th>
<th>Negotiating Plan/Treatment</th>
<th>Taking consent</th>
<th>Information giving</th>
<th>Counseling</th>
<th>Consultation</th>
<th>Breaking bad news</th>
<th>Cultural beliefs</th>
<th>Health</th>
<th>Advising/handle family</th>
<th>Interpersonal skills</th>
<th>Non-verbal communication</th>
<th>Empathy</th>
<th>Micro expression</th>
<th>Interpersonal skills</th>
<th>Generic LS</th>
<th>History taking</th>
<th>Empathy</th>
<th>Health beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>34</td>
<td>16</td>
<td>58</td>
<td>41</td>
<td>25</td>
<td>9</td>
<td>30</td>
<td>9</td>
<td>27</td>
<td>14</td>
<td>10</td>
<td>7</td>
<td>20</td>
<td>6</td>
<td>17</td>
<td>17</td>
<td>30</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>31</td>
<td>6</td>
<td>25</td>
<td>14</td>
</tr>
<tr>
<td>ICC</td>
<td>0.88</td>
<td>0.69</td>
<td>0.86</td>
<td>0.81</td>
<td>0.9</td>
<td>0.92</td>
<td>-0.12</td>
<td>0.85</td>
<td>0.73</td>
<td>0.92</td>
<td>0.74</td>
<td>0.66</td>
<td>0.9</td>
<td>0.9</td>
<td>0.85</td>
<td>1</td>
<td>0.82</td>
<td>0.82</td>
<td>0.93</td>
<td>1</td>
<td>0.82</td>
<td>0.9</td>
<td>0.95</td>
<td>0.92</td>
</tr>
</tbody>
</table>
2.4.3. Standard Setting

The Maas-GLOBAL, the first available standard proven to be valid and reliable, consists of a check-list and a 20-page scoring manual, listing criteria per item [40]. The focus of this instrument is on the communication process, rather than the content, i.e. how questions are asked rather than what is asked [40]. Simone Scheffer validated a Global Rating Scale assessing empathy, degree of coherence in the interview, verbal expression and non-verbal expression [37]. In her study encounters were evaluated using the short version of the Calgary Cambridge Observation Guide. This Guide divides communication in medical settings into two broad categories: (a) interviewing the patient and (b) explanation and planning. Each of the categories has several components. For example, interviewing the patient is further divided into (a) initiating the session, (b) gathering information, (c) building relationship, and (d) explaining and planning [57]. According to the CCOG, this guide can be used as checklist for CS assessment and as feedback tool to the learner although publications on reliability and validity of the CCOG as an assessment tool are lacking. However many of the checklists we found used the CCOG as a kind of standard. The Standardized Patient Satisfaction Questionnaire (SPSQ) scores students in the following performance domains: 1) interviewing skills, 2) negotiating the diagnosis or plan, 3) gathering case-specific content information, 4) responding to the patient’s emotions, and 5) student’s overall performance. Pearson Product-Moment correlations were calculated for each of these domains [26].

2.4.4. Reviewer Agreement

Agreement between our reviewers, expressed in an Intraclass Correlation Coefficient (ICC) on the CS domains, ranged from -0.12 to 1 and the ICC on all CS domains was 0.81, while total ICC on all marked items was 0.68.

Agreement improved after the reviewers discussed items whereby only two out of three agreed initially. For the purposes of presenting the results, the situation
where reviewers were in full agreement prior to such discussion is termed “initial agreement”. The situation whereby reviewers achieved full agreement after discussing the disagreed item(s) is termed “resolved disagreement”. The comparison between initial agreement (17%) and resolved disagreement (83%) for measurement instruments amongst reviewers is illustrated in Figure 2. For CS domains, initial agreement was 33% and this increased to 67% upon discussion. Meanwhile 'n of student' and 'duration of station' had low percentage of resolved disagreement and 'validity/reliability' were 50%.

Figure 2.2: Comparison between resolved disagreement and initial agreement amongst reviewers.
* V / R = validity / reliability; CS Domains = Communication Skills domains
2.5. Discussion and Conclusion

2.5.1. Discussion
The most striking finding of our study is a demonstrated absence of consensus in rubrics used to assess CS in undergraduate medical education worldwide. Furthermore, it is apparent that there is a clear absence of consensus between researchers in medical education in their interpretation of terminology and in their determination of performance standards in the assessment of CS in different settings. The OSCE is widely utilized to assess CS at undergraduate and postgraduate levels [55]. It is likely that significant heterogeneity exists in teaching and assessment of CS across different institutions as well as across different years of the curriculum within the same institution. One possible explanation is that those who use established local instruments do not frequently publish their adaptation or validation in their circumstances. It is perhaps not surprising that there are differences between tools designed to assess different CS. Similarly, it is not surprising that there are differences in tools designed to assess measurement of blood pressure and those used to assess performance of basic life support. However, the demonstrated lack of agreement and transparency in the use of terminology and lack of published reliability and validity of any type of OSCE station is of concern. This absence of standardization of assessment rubrics in undergraduate medical education precludes the comparison of outcomes across assessment settings. This study highlights the absence of an agreed gold standard for the assessment of CS of undergraduate medical students. This finding is of particular note in the context of the existence of the first reliable and valid measurement tool, known as the MAAS Global [58].

We identified only 9 papers (27%) which did not report station duration and 4 studies (11%) which reported two different durations (a short case and a long case approach). These results align with the findings of Patricio et al (2013) who concluded that only 30% of papers reported station duration [59]. This finding is
of concern because station duration is known to be one determinant of station reliability. Effective assessment of CS requires enough time to adequately cover the objective of the communication. Thus, we recommend that future research pertaining to the assessment of CS should always report station duration and the objective of the communication so that research findings can be more easily compared and synthesized.

The majority of included studies did not clearly report measurement instruments and the underlying construct of various CS domains was unclear in 19 out of 23 (83%) papers (Figure 2). It is apparent from Figure 2 that the included research on CS assessment can very easily be misinterpreted, even by expert reviewers. For instance, reviewer disagreement upon the number of student participants, an item that should be very clear, was only resolved after two meetings.

Difficulty arose during the reviewer analysis of the papers with respect to the CS domains that were measured and the interpretation of the terminology used to describe such domains. The ICC for all domains described in the papers included in the review was 0.81. With respect to the domain of 'focused interview,' we didn’t achieve agreement (ICC -0.12). This finding is explained by the absence of any description of the 'focused interview' domain in all of those papers [26, 27, 33, 34, 45, 49]. Full agreement was reached in only three of the included papers. Each of these papers described only one domain of CS. The crucial omission of clear descriptions of CS domains was previously described by Boon and Steward (1998), Beck et al (2002) and Cegala and Broz (2002) [4, 19, 60, 61]. A clear description of the object or underlying concepts in the relationship with empirical indicators is the single most important requirement for assessment [62-64]. If the concept that is to be assessed is not clearly defined and clear indicators are not included, then it cannot be adequately measured. We suggest that educational decisions drawn from flawed measures are unreliable.
The majority of included studies focused upon physician-patient interaction. However, in reality, physicians must also be able to communicate effectively with other physicians, with nurses and with other stakeholders [65-70]. Our review demonstrates a notable paucity of published research in this field. Furthermore, we identified only one study which explored the assessment of the use of phone/electronic communication at undergraduate level [42]. Other forms of communication include interpersonal skills, non-verbal communication, micro expression and empathy. We identified eight papers which studied the assessment of empathy, suggesting that this domain of CS is an apparent priority for researchers [11, 15, 26, 27, 33, 37, 45, 52].

Reliability of results and validity of CS are essential to the assessment of student competence [64]. There are other opinions according to which reliability of results is a prerequisite of validity while others mention that reliability of results is necessary but not sufficient for the sole support of validity [71]. We found that 16 (47%) of the reviewed papers reported both reliability of results and validity (internal consistency), whilst the remainder reported only one of these two measures. It was notable that the majority of papers did not refer to a recognized Gold standard with a view to improving the construct validity of each assessment form used.

In contrast, the University of Maastricht developed a unique and validated instrument, currently known as the MAAS-Global, which was first reported back in 1990 [58, 72]. This instrument is being used, in real-time and in recorded sessions, to assess students, physicians and/or nurses at only a small number of institutions in different countries. However, it is important to recognize that it is not being more widely adopted as a gold standard [73-75]. It is apparent from this review that the majority of CS assessment is based upon the individual development of unique measurement instruments which are used only at local level. On the contrary, we only found three instruments the MAAS-Global
(including MAAS-R), the SPSQ, and the CCOG which were reported in more than one study. The CCOG is actually a guideline which was not designed to be used as a validated assessment instrument. As demonstrated in previous reviews published in 1998 and 2002, the present review again identified a failure to adopt existing validated instruments [4, 19]. Inability to reproduce results across assessments precludes meaningful interpretation of results [76].

Whilst some time has passed since the aforementioned reviews in 1998 and 2002 were carried out, the two main problems of how to define an appropriate learning outcome of a specific CS domain and an appropriate method of measurement still exist in 2015. Rather than repeatedly creating new assessment forms, researchers and educators need to work together in order to agree upon the definitions of learning outcomes and CS domains, so that gold standard CS measurement instruments can be developed. Bloch and Norman, 2012, doubt whether competence can be measured with a single scale (i.e. one measurement instrument for all CS), as opposed to a unique scale (i.e. a specific measurement for each specific domain of CS) for different specialties and different practice conditions [76]. While 're-inventing the wheel' is not necessary, any effort to incorporate or modify existing instruments in order to fit into different specialties and practice conditions will be valuable for future development of undergraduate medical education. The Step 2 CS is a high stakes CS assessment tool. The Clinical Skills Review (CSR) is an Interactive Internet based preparatory site for the United States Medical Licensing Examination (USMLE) Step 2 Clinical Skills (CS) live exam. CSR offers a specialized learning environment that is aligned with the rules and regulations set forth by the official exam provider. We agree that there should be alignment between undergraduate CS training with the expected learning outcomes and assessment goals of these high stake licensing exams. In short, we suggest that standardization (i.e. uniform use of valid, reliable and aligned CS measurement instruments) and alignment of undergraduate and postgraduate communication skills training is necessary in
order to sufficiently meet the requirements of professional practice. Whilst global standardization might be very challenging, we wish to highlight the importance of standardization and appropriate use of statistics as a prerequisite for student outcome comparison between and across local and national settings [77].

Limitations of this systematic review include the exclusion of studies published in languages other than English and those not pertaining to undergraduate medical students, thus it may not be appropriate to generalize results to assessment in other student populations and settings. In retrospect, we did not adequately take into consideration the importance of aligning postgraduate and undergraduate training and assessment of CS and the use of frameworks like CanMeds and others to highlight appropriate ‘top down’ alignment of CS training. Furthermore, despite rigorous research methods, incomplete retrieval of published literature is possible. Despite CS being an important competence for students to master, the assessment of CS continues to be a challenging endeavor. In the US it is now mandated that medical students and residents have CS training and the variety and variances in this training are as numerous as there are programs. Internationally, there are still medical schools that have not incorporated CS training in a formal way. Clearly there is work to be done and reviewing what we know to work well is important, starting with a clear description of the underlying concepts.

2.5.2. Conclusion

We demonstrate a clear absence of consensus between researchers in their interpretation and definition of domains of CS. Included papers generally failed to satisfactorily identify the underlying constructs and learning outcomes that were being assessed. Terminology was not uniformly employed across included papers.
Furthermore, there was poor consistency with respect to the use of Likert scales and global ratings scales, despite this issue having been previously identified [19]. A valid and reliable measurement instrument, such as the MAAS-Global (http://bit.ly/1xQXAnS), is not universally accepted and this paper promotes calibration of communication skills using this valid and reliable standard.

### 2.6. Practice Implications

Future research should focus upon the comparison of the clinical skills stations in our and other institutions using the Maas-Global as a standard to calibrate existing CS items in each of the assessment forms, so that measures of CS become interchangeable and comparable within and between institutions. We suggest that such calibration could be based upon the Maas-Global.

### 2.7. References for the Study
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Chapter 3. Calibration of Communication Skills Items in OSCE Checklists According to the MAAS-Global

This chapter was published as a paper in the Patient Education and Counseling, 2015, http://dx.doi.org/10.1016/j.pec.2015.08.001

3.1. Abstract

Background. Communication skills (CS) are commonly assessed using ‘communication items’ in Objective Structured Clinical Examination (OSCE) station checklists. Our aim is to calibrate the communication component of OSCE station checklists according to the MAAS-Global which is a valid and reliable standard to assess CS in undergraduate medical education.

Method. Three raters independently compared 280 checklists from 4 disciplines contributing to the undergraduate year 4 OSCE against the 17 items of the MAAS-Global standard. G-theory was used to analyze the reliability of this calibration procedure.

Results. G-Kappa was 0.8. For two raters G-Kappa is 0.72 and it fell to 0.57 for one rater. 46% of the checklist items corresponded to section three of the MAAS-Global (i.e. medical content of the consultation), whilst 12% corresponded to section two (i.e. general CS), and 8.2% to section one (i.e. CS for each separate phase of the consultation). 34% of the items were not considered to be CS.

Conclusion. A G-Kappa of 0.8 confirms a reliable and valid procedure for calibrating OSCE CS checklist items using the MAAS-Global. We strongly suggest that such a procedure is more widely employed to arrive at a stable (valid and reliable) judgment of the communication component in existing checklists for medical students’ communication behaviors.

Practice Implications. It is possible to measure the 'true' caliber of CS in OSCE stations. Students' results are thereby comparable between and across stations,
students and institutions. A reliable calibration procedure requires only two raters.

3.2. Background

The Objective Structured Clinical Examination (OSCE) is commonly used to assess the communication skills (CS) of undergraduate medical students. Curriculum design frequently starts with blue printing learning outcomes, teaching and assessment methods according to the Best Evidence Medical Education guidelines [BEME] [1]. The lack of clear descriptions of CS domains in OSCE’s has previously been identified by Boon and Steward (1998), Beck et al (2002) and Cegala and Broz (2002) [2–4]. We highlighted the existence of 27 domains of CS and a lack of clarity with respect to which of these domains are thought in medical curricula [5]. Furthermore, there is no agreed universally accepted standard for the assessment of the CS of undergraduate medical students [5]. Key concepts (e.g. specificity, blue printing, feasibility and global rating versus checklist rating) are not often being explicitly addressed as is suggested by professional bodies like the European and American Association for Communication in Healthcare [6,7]. This absence of blue printing and standardization precludes the comparison of outcomes across assessment settings. Calibration in terms of validation and standardisation of a measurement tool used for assessment purposes is crucial.

Reproducibility of results and validity of CS assessments are essential to the measurement of student competence [8]. Approximately half of the published research papers reported reproducibility of results and validity (internal consistency) [5,9]. Internationally at least three frameworks for the analysis of doctor-patient communication are acknowledged and used in a global context: the Calgary-Cambridge Observation Guides, Roter’s Interaction Analysis System (RIAS) and the MAAS-Global [5,10,11]. Whilst these are useful tools for informing CS education strategy, they are not necessarily valid for assessment of medical
student CS. The developers of Calgary-Cambridge Observation guides, for example, never intended the guides to be used as a checklist of observable skills informative teaching [12]. They were not designed to be measuring instruments. Experts in the field of CS education, including the chief developer of the Calgary-Cambridge guide, have previously expressed caution with respect to its misuse [12,13]. There is no generally accepted measurement instrument (i.e. agreed upon by all researchers) for the assessment of CS in undergraduate medical students [4,5]. We chose to explore the external validity of the assessment instruments used in our medical school using the MAAS Global because of its use in previous undergraduate comparative studies [11].

The purpose of this study is to calibrate existing CS assessment forms being used in our medical school. We compare the estimates of three raters externally validating the CS items contained in our existing forms to see whether they match with the MAAS-Global.

3.3. Methods

3.3.1. Context of the Study

We evaluated all station checklists (measurement instruments) used by the Disciplines of Obstetrics & Gynaecology, Paediatrics, Psychiatry, and General Practice in year 4 of the undergraduate medical programme at the National University of Ireland in Galway, Ireland. Year 4 is the penultimate year of the undergraduate medical programme.

3.3.2. Description of the OSCE

Four disciplines – Disciplines of Obstetrics & Gynaecology, Paediatrics, Psychiatry, and General Practice – contribute to the year 4 OSCE using their own discipline-specific stations. Station forms were made available in the station bank of the OSCE Management Information System (OMIS), as the OSCE was planned and executed [14]. The specific order of stations in an OSCE examination which
allows students to follow through the consecutive station examinations is called a circuit [15]. Each discipline contributing to the year 4 OSCE uses different circuit settings, such as number of stations, sequence of stations, and/or scoring rubrics (assessment forms). The duration of all stations is set to 5 minutes with 1 minute in between stations and 1 minute reading time prior to the start of each station.

The data from four academic terms – 2009/2010, 2010/2011, 2011/2012, and 2012/2013 – (number of students total = 454 i.e. 115 (2009/10); 118 (2010/11); 123 (2011/12) and 140 (2012/13) respectively) were retrospectively analyzed. In total, 250 assessment forms used in 27 OSCE circuits (Table 3.1) were analyzed. Further details of contributions from each discipline are presented in Table 3.1.


<table>
<thead>
<tr>
<th>Disciplines</th>
<th>Academic Year</th>
<th>OSCE circuits</th>
<th>Stations per circuit</th>
<th>Checklist' items per circuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discipline of Obstetrics &amp; Gynaecology</td>
<td>2010 – 2011</td>
<td>2</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>2011 – 2012</td>
<td>2</td>
<td>10</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>2012 – 2013</td>
<td>2</td>
<td>10</td>
<td>96</td>
</tr>
<tr>
<td>Discipline of Paediatrics</td>
<td>2009 – 2010</td>
<td>1</td>
<td>6</td>
<td>122</td>
</tr>
<tr>
<td></td>
<td>2010 – 2011</td>
<td>2</td>
<td>7 &amp; 9</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>2011 – 2012</td>
<td>2</td>
<td>10</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>2012 – 2013</td>
<td>2</td>
<td>10</td>
<td>229</td>
</tr>
<tr>
<td></td>
<td>2009 – 2010</td>
<td>1</td>
<td>8</td>
<td>117</td>
</tr>
<tr>
<td>Discipline of General Practice</td>
<td>2010 – 2011</td>
<td>2</td>
<td>10</td>
<td>349</td>
</tr>
<tr>
<td></td>
<td>2011 – 2012</td>
<td>2</td>
<td>10</td>
<td>231</td>
</tr>
<tr>
<td>Discipline of Psychiatry</td>
<td>2012 – 2013</td>
<td>2</td>
<td>10</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td>2009 – 2010</td>
<td>1</td>
<td>4</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>2010 – 2011</td>
<td>2</td>
<td>8</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>2011 – 2012</td>
<td>2</td>
<td>10</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>2012 – 2013</td>
<td>2</td>
<td>10</td>
<td>195</td>
</tr>
</tbody>
</table>

|                         | Total        |              |                      | 2577                        |
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3.3.3. Calibration Checklists

In this study, the term ‘calibration’ is used to rate how close the items in the stations’ checklist(s) fit the MAAS-Global standard. The rationale for choosing the MAAS-Global is that it was developed as a measuring tool with known validity and reliability [16]. Furthermore, the MAAS-Global is designed as a generic instrument to rate physicians’ CS and has been previously used to compare undergraduate medical students [11]. The MAAS-Global consists of 17 items divided into 3 sections. Seven items in section 1 refer to appropriate skills in the specific phases of clinical consultations. Items are related to introduction, follow-up consultation, a request for help, physical examination, diagnosis, management, and evaluation of the consultation. These items are a reflection of the logical order of consultation phases. Section 2 focuses on general CS which occur throughout the consultation, consisting of 6 items. Those items are: exploration, emotions, information giving, summarizations, structuring, and empathy. Section 3 is intended to examine the mastery of the medical content during medical consultation. This section consists of 4 items: history taking, physical examination, diagnosis, and management which represent phases of the consultation (see appendix).

We used the MAAS-Global rating list as the independent standard for comparison of each individual item on each checklist used within the year 4 OSCE. The authors created a manual for calibration which was called MAAS-Global Calibration Checklist (MGCC). The manual consists of 3 parts. The first part is an explanatory part on how to rate the station's checklists according to the MAAS-Global. The second part describes the definition of the concept of the MAAS-Global. Finally, the third part is a detailed explanation of each of the items of MAAS-Global. All parts of the manual, except the explanatory part, are based upon the MAAS-Global 2000 Manual (See supporting document entitled “MAAS-Global Check-lists Calibration Manual”).


### 3.3.4. Choice of Statistical Approach

In classical test theory, consistency in an assessment procedure is usually expressed as inter-observer, intra-observer and test-retest reliability and intraclass correlation coefficients. These coefficients are not measures of quantitative change [17]. The results of reliability studies are specific to the examiner(s) involved in each specific study and are not generalisable to other examiners and assessment settings. In a classical psychometric approach error is calculated as 1 - R. For example, in a case where inter-observer, intra-observer and test-retest reliability are considered to be good or excellent, with an R of 0.8, there remains a 20% (1-0.8) “error” around the observed score. In a generalizability study, multiple variance components (i.e. sources of variation such as disciplines, examiners, and station forms and all their interactions) are estimated [18,19]. Classical test theory only recognizes two types of variances: true variance and error variance [20,21]. Whereas in, a Generalizability Theory study, analysis will more appropriately show the contribution of each of the potential sources of error variance to the total error [22]. The Generalizability Theory (G-theory) analysis is complementary to the classical psychometric theory and consists of a Generalizability study (G-study) and a Decision study (D-study). The former identifies the primary sources of variation and their interactions that contribute to the total error variance of a measurement procedure (i.e. the measurement design), whereas the Decision study incorporates the impact of the error variation on the decision to be taken depending on the chosen measurement design regarding passing or failing students in a reliable manner [19,23]. The D-study also expresses measures of change in the unit of the measurement tool employed. We chose to employ G-theory analysis for the present study. Furthermore, whilst using classical psychometric analysis (e.g. Kappa statistics) would also help to identify variation, such analysis would not, in our opinion, provide insight in to the sources of identified variation.
3.3.5. Procedure

Three raters participated in the calibration of the station forms. At first, they met for instructions from the first author about the procedure, (i.e. the method of calibration). The three raters were trained in multiple meetings to mark each item on each station checklist in accordance with the MAAS-Global criteria. To validate the raters’ interpretation of the MGCC manual, samples of station checklists (n=6) from each discipline were rated by these three raters independently and discussed in a second meeting (Figure 3.1). The upper portion of Figure 3.1 provides an example of how each individual rater matched OSCE checklist items with the items of the MAAS-Global.

![Figure 3.1: Illustration on how raters calibrate station's checklists and then transferred into spreadsheet.](attachment:image.png)

The second meeting among raters was conducted to discuss the result of the rated sample checklists. Discrepancies were discussed until consensus was reached. Each rater received all year 4 station checklists (n=250) from all 4
participating disciplines. Raters independently scored all checklist items according to the 17 items of the MAAS-Global. In the case whereby an item did not match with any of the MAAS-Global items, then this item was assigned the term “not applicable” or “N/A”.

3.3.6. Analysis

Raters matched checklist items with the appropriate MAAS-Global items and noted the MAAS-Global item number. All results were transferred into a spreadsheet containing the 17 nominal (MAAS-Global) items classified as either 'zero' or 'one'. When the checklist items were rated as 'not applicable' (N/A), all columns were filled with zeros (Figure 3.1). The lower portion of Figure 3.1 provides an example of binary translation of the rater’s assessment forms.

The data was analyzed as a 4-facet Generalizability Theory study, with Facet 1 being “Checklists” (nested within disciplines), Facet 2 being “Disciplines”, Facet 3 being “The MAAS-Global Items” and Facet 4 being “Raters”. All facets are ‘random facets’, with the exception of The MAAS-Global Items, which was ‘fixed facet’. The software package “EduG” (Version 6.1-e) was used to analyze the reliability of the calibration process according [18]. G-Kappa is the term used in Generalizability theory to analyze binary data [23]. The accepted G-Kappa value for precision of measurement is 0.80 [18].

3.4. Results

3.4.1. Station Checklists

Descriptive data pertaining to the included OSCEs are presented in Table 1. For logistical reasons, particularly with regard to assessing a large number of students and a large number of competencies, the OSCE in year 4 is delivered bi-annually, with one circuit/round of students going through the OSCE in February and another circuit of students going through a similar OSCE in April. In the academic year 2009-2010, electronic assessment using the in-house developed
OSCE Management Information System (OMIS) (Kropmans 2012) was introduced [14]. Data for this academic year is limited to one circuit of students because electronic OMIS was introduced late in that academic year (March 2009). Each circuit contained a total of between 4 and 15 individual stations. The number of participating stations of each contributing discipline varied between 4 and 10. The number of checklist items varied from 1 to 35 per station. The Discipline of Psychiatry had the highest average of checklist items per station compared to the other three disciplines, of which Obstetrics & Gynaecology had the lowest amount of checklist items. While the Year 4 OSCE was delivered a number of times over the course of the 3 three academic terms, station checklists for each examination are drawn from a large bank of available stations. Thus, the content of individual assessment checklists did not change over time.

3.4.2. Reliability Analysis

Table 3.2 illustrates two potential sources of variance allocated in the G-study accounting for more than 75% of the total variance. The MAAS-Global-by-checklists (nested within disciplines) interaction accounted for 39% of total error variance. Unidentified sources of variance (rest error) accounted for another 37% of total error variance. Moreover, MAAS-Global and disciplines-by-MAAS-Global interaction variance accounted for 8.6% and 9.1% of error variance respectively.

The results obtained from the G study demonstrated that the rater-by-checklists (nested within disciplines) and rater-by-disciplines interaction were the only source of error variance. The overall Generalized Kappa (G-Kappa) of the station checklists calibration, from all disciplines, was 0.8. D study analysis demonstrated a decrease in G-Kappa from 0.72 to 0.57 as the number of raters was reduced from 2 to 1.
3.4.3. G-Kappa Results for Discipline Checklists

To determine whether each station checklist contained CS items appropriate to the MAAS-Global checklist, a G-Theory analysis was carried out for each of the four disciplines [18]. G-Kappa results for the Disciplines of Obstetrics & Gynaecology, Paediatrics, General Practice, and Psychiatry were 0.45, 0.79, 0.80, and 0.99 respectively.

3.4.4. Communication Skills within Station Checklists

Table 3.3 presents a description of the content of each station checklist according to the MAAS-Global. The majority of the station checklists were related to section three of the MAAS-Global (46%) (Table 3.3, column 5). For sections one and two (column 3 and 4), the figures were 8% and 12% respectively. Meanwhile, 34% of checklist items were not considered to be CS items according to the MAAS-Global (column 6). The Discipline of Psychiatry was found to employ a higher percentage of items from section 3 of the MAAS-Global when compared to the other 3 disciplines.

It is apparent from this table that the Disciplines of Psychiatry and Obstetrics & Gynaecology did not assess items from different stages of the clinical consultation. Item 1 (Section 1) of the MAAS-Global refers to the initial phase of a clinical consultation, which focuses upon allowing the patient the opportunity to explain their presenting complaint. There were two items which were found to be used by all disciplines across all academic terms. These items are ‘diagnosis’ (Item 5, Section 1) and ‘management strategy’ (Item 17, Section 3). ‘Information giving’ (Item 10, Section 2) and ‘measuring medical content of physical examination’ (Item 15, Section 3) were found to be used by all disciplines across all academic terms, with the exception of the Discipline of Psychiatry in the 2011-2012 term. Table 3.3 also shows that the Disciplines of Paediatrics and General Practice incorporate the majority of the MAAS-Global items into their checklists. It is also noted that item 2 (i.e. follow-up consultation)
and item 7 (i.e. evaluation of consultation) of the MAAS-Global are not represented in any of the OSCE checklists.

3.5. Discussion and Conclusion

3.5.1. Discussion

This study set out to explore calibration of assessment forms used to assess CS, within and between disciplines in our School of Medicine. The MAAS-Global was used as a standard against which such assessment forms were compared. Considering the G-Kappa values, the study demonstrates that calibration of station checklists using the MAAS-Global as a standard is valid and reliable [23]. Validity in this respects refers to an evidence-based claim about the trustworthiness of decisions in CS assessment are based on the MAAS-Global standard and made from context-specific data [24]. In addition, the study demonstrates that use of this standard affords the opportunity to identify items which can be mapped to the MAAS-Global and this, subsequently, makes possible the comparison of CS assessments across different OSCE settings. This becomes possible as a result of the reliability and validity of the gold standard.

According to Van Es et al., the MAAS-Global is an instrument that assesses valid and reliable doctor–patient CS (patient-centered versus task-related skills) sustained in the dimensional structure of the MAAS-Global rating list for consultation skills in undergraduate and again postgraduate CS training [11,25]. In the present study, the MAAS-Global was used as the standard to calibrate our station checklists. It is apparent that those items which could be mapped to the MAAS-Global can be characterized as valid items for assessing relevant CS, whereas this may not be the case for items which could not be mapped to the standard.
### Table 3.2: Summary of estimated variance component (G-Study), G-Kappa coefficient, and D Study (optimization) Analysis.

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Squares</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checklists (nested within Disciplines)</td>
<td>824</td>
<td>0.02186</td>
<td>0.9 %</td>
</tr>
<tr>
<td>Disciplines</td>
<td>3</td>
<td>1.45460</td>
<td>0.3 %</td>
</tr>
<tr>
<td>Raters</td>
<td>2</td>
<td>0.54890</td>
<td>0.0 %</td>
</tr>
<tr>
<td>MAAS-Global</td>
<td>16</td>
<td>12.26489</td>
<td>8.6 %</td>
</tr>
<tr>
<td>Rater * Checklists (nested within Disciplines)</td>
<td>1648</td>
<td>0.00430</td>
<td>0.6 %</td>
</tr>
<tr>
<td>MAAS-Global * Checklists (nested within Disciplines)</td>
<td>13184</td>
<td>0.06113</td>
<td>39.0 %</td>
</tr>
<tr>
<td>Disciplines * Raters</td>
<td>6</td>
<td>0.32270</td>
<td>0.2 %</td>
</tr>
<tr>
<td>Disciplines * MAAS-Global</td>
<td>48</td>
<td>2.50588</td>
<td>9.1 %</td>
</tr>
<tr>
<td>Raters * MAAS-Global</td>
<td>32</td>
<td>0.97495</td>
<td>2.3 %</td>
</tr>
<tr>
<td>Raters * MAAS-Global * Disciplines</td>
<td>96</td>
<td>0.21141</td>
<td>2.4 %</td>
</tr>
<tr>
<td>Raters * MAAS-Global * Checklists (nested within Disciplines)</td>
<td>26368</td>
<td>0.01455</td>
<td>36.6 %</td>
</tr>
</tbody>
</table>

G-Kappa = 0.8  
(Measurement design CD/RM) *

<table>
<thead>
<tr>
<th>Number of raters</th>
<th>G-Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.72</td>
</tr>
<tr>
<td>1</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Generally, an acceptable reliability coefficient for high-stakes assessment is higher than 0.80, while 0.70 is acceptable for research purposes.

* C = checklists  
D = Disciplines  
M = MAAS-Global

---
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Table 3.3: MAAS-Global sections and items of stations’ checklists in each discipline.

<table>
<thead>
<tr>
<th>Disciplines</th>
<th>Academic Year</th>
<th>MAAS-Global Section (in percentage)</th>
<th>MAAS-Global Items (grouped in section)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Discipline of Obstetrics &amp; Gynaecology</td>
<td>2010 - 2011</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2011 - 2012</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2012 - 2013</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>2009 - 2010</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>2010 - 2011</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2011 - 2012</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>2012 - 2013</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>2009 - 2010</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>2010 - 2011</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>2011 - 2012</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>2012 - 2013</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>Discipline of Paediatrics</td>
<td>2009 - 2010</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2010 - 2011</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2011 - 2012</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2012 - 2013</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Discipline of General Practice</td>
<td>2009 - 2010</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>2010 - 2011</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>2011 - 2012</td>
<td>10</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>2012 - 2013</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>Discipline of Psychiatry</td>
<td>2009 - 2010</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2010 - 2011</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2011 - 2012</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2012 - 2013</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

Average (min-max) (all Disciplines) 8 (3-15%) 12 (3-24%) 46 (12-81%) 34 (8-69%)

* N/A : not applicable
All raters were trained in the use of the MAAS-Global as a calibration tool. The term “raters-by-MAAS-Global interaction” is used in this G Study to describe the ability of raters to correctly use and interpret the MAAS-Global. The low level of error variance reported for the raters-by-MAAS-Global interaction demonstrates that raters have little difficulty in understanding the items described in the MAAS-Global when used as a calibration tool. The definitions of each of the MAAS-Global items, as outlined in the calibration manual, were well understood and applied to match station checklist items with MAAS-Global items. In this study, G Kappa was used to measure the level of agreement achieved when raters independently mapped each checklist item to MAAS-Global items. On moving from 3 raters to 2 raters, the G Kappa reduced by only 0.08, from 0.80 to 0.72, which implies that future calibration projects could be accurately carried out with only 2 independent raters.

The term “rater-by-checklist (nested within disciplines) interaction” is used in this G Study to describe the ability of raters to interpret checklists unique to each discipline OSCE station. The term “rater-by-discipline interaction” is used in this G Study to describe how the raters differ in their interpretation of checklists from different disciplines. We demonstrated that rater-by-disciplines interaction and rater-by-checklist (nested within disciplines) interaction were the only contributors to the calibration process error. These two sources of error show that raters are matching checklist items to MAAS-Global items differently when discipline specific CS items are involved. This may be due to variation in interpretation between raters from different professional backgrounds (i.e. a researcher, an educationalist and a clinician). The reader may assume that such difference would generate significant error, however the results of this study suggest that the single most important contributor to error is the way in which each discipline describes CS items in station checklists. Since station checklists were unique to disciplines, the level of discrepancy in agreement could be attributed to disciplines. This suggests that disciplines should exercise extreme
care in describing checklist items so that they are not misinterpreted by examiners or reviewers.

To support our findings, separate G Study analyses were conducted for each discipline. The result of G Kappa for the Discipline of Obstetrics & Gynaecology (0.45) was significantly below the conventionally accepted value of 0.8. This indicates that the raters had difficulty in matching checklist items with the MAAS-Global items. When the level of agreement between raters in their individual interpretation of checklist items was closely examined, it was apparent that raters differed significantly in their interpretation of what actually constituted a communication skill. In order to examine this phenomenon, all sections of the MAAS-Global were merged. Checklist items were then compared against this “merged MAAS-Global” in order to determine the level of agreement between raters in their identification of CS items. However, when re-calculated, the level of rater agreement (G Kappa) was essentially unchanged (0.44 vs 0.42). It is important to note that this result suggests significant variation in rater interpretation of checklist items, but does not however necessarily reflect the quality of the checklist.

The Discipline of Psychiatry had the highest G Kappa result (0.99). This result might be due to the fact that most checklist items in this discipline were easily categorized as section 3 items according to the MAAS-Global. Section 3 of the MAAS-Global addresses CS pertinent to medical history-taking, physical examination, diagnosis and management. One possible explanation for this result may be that it was relatively easy for raters to map each checklist item with this section of the MAAS-Global.

It was noteworthy that the Disciplines of Paediatrics and General Practice utilized the majority of MAAS-Global items; whilst the Disciplines of Obstetrics & Gynaecology and Psychiatry focused upon use of items from section 3 of the
MAAS-GLOBAL. This finding may result from sections 1 and 2 of the MAAS-GLOBAL having been assessed in earlier years of the programme. This finding merits further exploration and internal research.

The calibration procedure with 3 independent raters was labor intensive. The D-study shows the impact of lowering the numbers of raters’ in future calibration procedures. Similar calibration procedures could be used within the consortium of users of our OSCE Management Information System [14]. The results show that calibrating assessment forms with only two raters is still a reliable process. Generalized Kappa for one or two raters is 0.57 and 0.72 respectively. Calibrating with only one rater is neither satisfactory nor realistic. Calibrating forms with two raters however is considered as an acceptable procedure e.g. acceptable reliability [18].

To be able to determine that CS education and assessment is occurring in a progressive fashion across the curriculum, further studies need to be undertaken using checklists from all stages of the programme of study. We have carried out a vertical cross-section analysis of OSCE CS items used in the assessment of consecutive cohorts of year 4 students. Suggested future research should include a horizontal comparison across the entire programme of study so that progressive change in CS outcomes can be identified. It is assumed that it is possible to assess different sections of the MAAS-GLOBAL, such as CS for each separate phase of consultation, general CS, or the medical aspect of CS across different years (i.e. different levels/stages of CS). It is apparent that in year 4, emphasis is on the medical content during medical consultations (i.e. history taking, physical examination, diagnosis, and management). It is not known whether other phases of the consultation and other generic CS are being appropriately assessed in earlier years of the degree programme (i.e. years 1, 2 and 3). A further suggestion for future research is to explore the possible
measurement of ‘change in CS’ over time, using the smallest detectable difference (SDD) [19].

Rather than repeatedly creating new assessment forms, researchers and educators should work together in order to agree upon the definitions of learning outcomes and CS domains to be assessed. A clear description of the learning objectives, or underlying concepts of assessment forms being used, is frequently absent. Items of CS to be assessed need to be mapped to an existing universally accepted standard for CS and they also need to be mapped to learning outcomes [26]. Great emphasis on this set of skills in relation to the attainment of professional competencies is laid out by regulatory bodies worldwide [17]. It is our professional duty to ensure that our assessments, and their results, are defensible and that our assessment forms are sensitive enough to discriminate between ‘good’ and ‘bad’ performance and to measure change over time [19].

3.5.2. Limitation of the Study

The calibration of 2577 items proved to be extremely labour intensive. Calibration in terms of mapping OSCE station items with either a standard or CS training learning outcomes should be conducted by content experts prior to the design of new OSCE forms rather than after the OSCE has taken place. The OSCE Management Information System could be adjusted in such a way that mapping with curriculum outcome measures would be possible. In that case, not only would it be possible to produce an instant analysis of the outcomes of CS training, but it would also be possible to map these against any available standard or competency model. It is also acknowledged that the present study could not take into consideration any change in learning activities that may have taken place over the course of the study period. Regarding the internal validity of the CS checklists reviewed in the present study, we acknowledge that it is important to also be aware of the purpose of each individual CS station in order
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to enable determination of construct validity and relevance of each OSCE station checklist. The raters in the present study did not have access to this additional information.

3.5.3. Conclusion
In the present study, station checklist items were calibrated and categorized according to the MAAS-GLOBAL. Significant heterogeneity in approach to the assessment of CS was identified between different disciplines. The calibration of OSCE checklist items, according to the MAAS-GLOBAL, is possible and the procedure was been shown to be reliable. This study thereby provides supportive evidence for using the MAAS-GLOBAL checklist as a tool to calibrate different types of CS items in OSCE station checklists. Such calibration will enable comparison of results of CS assessments between students and across different discipline-specific learning outcomes. By transforming OSCE checklist scores into grades that are standardized against the MAAS-global, standardized comparison between and within cohorts of students becomes feasible and will be the subject of our future research. We suggest that the MAAS-GLOBAL be more widely employed as a calibration tool. Future research should focus upon exploration of the progress of CS assessment and CS outcomes across an entire programme of study.

3.6. Practice Implications
It is possible to compare OSCE checklist items against an agreed gold standard and thereby measure the 'true' caliber of CS in OSCE stations. In that way, results can be compared between and across stations, students and institutions. We suggest that future OSCE station design should be more carefully blueprinted against the curriculum so that assessments match with CS learning outcomes. With regards to generalizability of results, reliable calibration procedures require only two instead of three raters (G-coefficient = 0.72). Our quality assurance process employs both instant outcome analysis of OSCE assessments and the
implications of this research to improve station design. We suggest that an alternative approach would be the de novo design of “MAAS-Global OSCE CS stations”, which directly assess items from the MAAS-Global.

3.7. References
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4.1. Abstract

Background. Comparing uncalibrated outcome of clinical skills assessment is challenging. This study proposes reliable and valid comparison of communication skills (CS) assessment as practiced in two OSCEs originating from different disciplines. Our aim is to determine the differences in CS assessment between year 4 OSCE stations in an undergraduate Irish medical school in order to identify the characteristics of each test, using calibrated assessment forms.

Method. Three academic terms of the year 4 CS OSCE were analysed. The OSCE employed interdisciplinary Psychiatry and General Practice stations. We chose the MAAS-Global as an internationally recognized and validated instrument to calibrate the OSCE station items. The MAAS-Global proportion is the percentage of station checklist items that can be considered as ‘true’ CS. Initial station scores were multiplied by the MAAS-Global proportion in order to obtain MAAS-Global scores. The reliability of the OSCE was calculated with G-Theory analysis and nested ANOVA was used to compare mean scores of all years.

Results. The calibrated outcome of Psychiatry stations demonstrated higher Maas-Global scores than General Practice stations. The proportion of section 3 items of the MAAS-Global (medical content) was larger than the proportion section 1 (sequential) and 2 (generic) items. We used average (sd) raw OSCE scores of six circuits over the past three years. General Practice station scores ranged from 58 (sd=6) to 64 (sd=6). MAAS-Global scores ranged from 44 (sd=4) to 48 (sd=5). For Psychiatry, station scores ranged from 61 (sd=8) to 70 (sd=10) whereas MAAS-Global scores ranged from 59 (sd=8) to 66 (sd=8). MAAS-Global
scores in Psychiatry stations were significantly higher (p<0.03) and above the initial passmark of 50%.

Conclusion. The higher students' scores in Psychiatry stations was a direct result of higher MAAS-Global proportion compared to the General Practice stations. Comparison of outcome measurements between interdiscipline station checklists was valid and reliable. The MAAS-Global was used as a single validated instrument and is suggested as gold standard. Future research needs to determine what to do about CS scores in ‘mixed stations’ that appears to be below the pass mark of 50%.

4.2. Background
Comparing assessment outcome of communication skills (CS) in undergraduate medical education is challenging as it is intended to measure differences between individual students, but is also influenced by cohorts of students and differences in learning outcomes. A synthesis of the literature demonstrates that a large proportion of medical errors and adverse events in postgraduate professional practice can be explained by communication factors between clinicians and patients and between health care providers themselves [1,2]. According to Elder and Dovey, 2002, other errors are categorized as administration factors (office and personnel issues), and blunt end factors [3]. Schoenthaler et al mentioned in her recent systematic review that only few papers targeted patient-practitioner communication and assessed the impact on cardiovascular-related clinical outcomes, limiting the ability to determine effectiveness in other areas such as well-being and compliance [4]. Referring to previous research, we support Schoenthalers' conclusion that additional rigorous research supported by theoretical frameworks and validated measurement is required to understand the potential of patient-practitioner communication to improve cardiovascular-related clinical outcomes. Communication appears also to be extremely important to ensure safe and effective clinical practice in
operation theatres. Communication was shown to influence operating theatre practices in all studies [5]. Further detailed observational research is needed to gain a better understanding of how to improve the doctors’ working environment and patient safety. Training and assessment of clinical communication starts at undergraduate level and the purpose of this training is to adequately prepare undergraduate students for professional practice. This appears to be a major challenge for educational institutions. Nevertheless, with a careful prospective design, an OSCE may be developed to simultaneously assess multiple competencies including CS. Holistic ratings as well as checklists may help to evaluate physician competencies (CanMeds) in a reliable and valid manner in the OSCE.

In previously published research we explored 27 domains of CS being assessed and discussed in the international medical education literature [6]. Comparing the existing evidence about reliable and valid assessment to our existing assessment practice, suggests to us that assessment of CS with either a checklist or global rating scale is like measuring these crucial skills using a rubber band because those measurement instruments are not standardized. We previously attempted to calibrate all our existing clinical skills assessment forms used in previous OSCEs to assess ‘aspects of CS’ and adopted the MAAS-Global as a validated and reliable assessment tool and the “gold standard” within our Medical School [7,8]. In previous research, we calibrated all clinical skills items of our OSCE forms in the year 4 OSCEs to arrive at adequate comparison of the CS component of each OSCE station [7]. According to Van Es et al., the MAAS-Global has been proven to be a valid and reliable instrument [9].

In the present study, we introduce a conversion method using the MAAS-Global percentage score of our initial raw scores to assess the true CS measured with our existing station checklists. It is apparent that those items that could be mapped to the MAAS-Global can be characterized as valid items to assess ‘true’
CS, whereas this may not be the case for items which could not be mapped to a standard. This study proposes reliable and valid comparison of CS by comparing ‘raw scores of communication skills’ measured with ‘uncalibrated’ assessment forms with calibrated ‘true’ measurement of CS [7].

The aim is to determine the differences in CS assessed in a penultimate year OSCE stations in an undergraduate medical school and identify the characteristic of each test result using assessment forms that were calibrated with the MAAS-Global.

4.3. Methods

4.3.1. Context of the Study

This retrospective study analyzed the penultimate OSCE of the undergraduate medical programme at the National University of Ireland in Galway, Ireland. The data from the station forms developed by the Discipline of Psychiatry and those of the Discipline of General Practice were retrieved from our online OSCE Management Information System (OMIS). CS are commonly measured in an OSCE where students’ ability to communicate with the standardized patient is measured by examiners. Unlike language tests which already are measured with standardized tests, e.g. TOEFL, CS do not have such a standardized test. Direct comparison of CS attained from station results is not possible, since every station in general uses different station checklists.

4.3.2. Research Subjects

This study analyzed data from three academic terms, 2010/2011, 2011/2012, and 2012/2013. The penultimate OSCE is administered in February/March and April, for two consecutive groups of students. Total students for academic terms 2010/2011, 2011/2012, 2012/2013 were 116, 123, and 141 respectively (total n=380).
Both disciplines use different OSCE settings, e.g. number of stations, sequence of stations, or scoring rubrics. The station durations were 5 minutes for General Practice stations and 10 minutes for Psychiatry stations.

4.3.3. Measurement Instrument
The MAAS-Global is designed as a generic instrument to rate physicians' CS. The MAAS-Global consists of 17 items divided into 3 sections. Seven items in section 1 refer to appropriate skills in the specific phases of clinical consultations. Items are related to introduction, follow-up consultation, a request for help, physical examination, diagnosis, management, and evaluation of the consultation. These items are a reflection of the logical order of consultation phases. Section 2 focuses on general CS which occur throughout the consultation, consisting of 6 items. Those items are: exploration, emotions, information giving, summarizations, structuring, and empathy. Section 3 is intended to examine the mastery of the medical content during medical consultation. This section consists of 4 items: history taking, physical examination, diagnosis, and management which represent phases of the consultation.

4.3.4. Conversion Method
The conversion method used in this study is a process where the unstandardized measurement instruments are calibrated with the MAAS-Global, hence allowing the examination results to become comparable between students, disciplines and different groups.

The first step of this method is to calibrate each measurement instrument i.e. station checklist, with the MAAS-Global. The calibration method has been proven to be a reliable procedure according to our previous study (Setyonugroho 2, 2015). This calibration result is what we will call the MAAS-Global proportion, which is a percentage amount of checklist items that are considered to be CS items according to the MAAS-Global. The second step of this conversion method
is converting the students’ score. Students’ scores in each station multiplied by MAAS-Global proportion is the MAAS-Global score. The total MAAS-Global score of the OSCE is the average of the station's MAAS-Global score over all relevant OSCE stations assessing any type of CS.

In conditions where not all of the OSCE stations have CS items, the total MAAS-Global score is the average of station with MAAS-Global score only (i.e. in April 2012, from 5 stations in Discipline of Psychiatry, only of 4 stations a MAAS-Global score could be calculated. Hence the total MAAS-Global score is average of 4 stations' MAAS-Global score).

4.3.5. Statistical Analysis
The results of each OSCE were combined and converted to a percentage scale. Generalizability Theory was calculated independently for each circuit of each discipline to determine reliability of the test. Nested ANOVA was used for the comparison of the mean of six circuits and Tukey's post-hoc test was used to distinguish which of the circuits introduced difference. Statistical significance was set at the .03 level of probability. A software package EduG (Swiss Society for Research in Education Working Group. Edumetrics - Quality of measurement in education) has been used to perform G-Theory analysis and SPSS version 21 was used to analyze ANOVA.

4.4. Results

4.4.1. Station Characteristics
The settings of OSCE circuits in both General Practice and Psychiatry parts of the OSCE are different. For General Practice stations, the number of stations in all circuits in all academic terms is 10. The station duration is 5 minutes for each station. Meanwhile, for Psychiatry stations, each circuit in term 2010/2011 incorporates 4 stations while in terms 2011/2012 and 2012/2013 each circuit
consists of 5 stations. The station duration of psychiatry stations is twice as long as those in General Practice (i.e. 10 minutes each).

As was pointed out previously, we calibrated all station checklists in both disciplines using MAAS-Global as a standard. The calibration revealed that 9 out of 10 General Practice stations contain CS, except for one held in February of the 2010 – 2011 terms. In Psychiatry, all stations in 2010 - 2011 contain CS while one station did not contain CS in both 2011 - 2012 and 2012 – 2013 terms.

Table 4.1 presents the characteristics of the station's checklists of General Practice and Psychiatry stations. In the General Practice stations, the MAAS-Global proportion range between 65 to 75 percent, with an average of 68 for 3 academic terms. It is apparent from Table 1 that section 3 of the MAAS-Global (mastery of the medical content during consultation), is the largest portion of the CS assessed according to MAAS-Global. In section 2 (generic skills) between 29 to 35 percent and of section 1 (sequential skills) between 11 to 19 percent were ‘true’ CS items.

Table 4.1 also demonstrates that the General Practice' stations incorporate almost all of the MAAS-Global items in all circuits. By contrast, the Discipline of Psychiatry incorporate only item 5 (diagnosis) and item 10 (information giving) of section 1 and 2. Moreover, only 10 percent or less of the Psychiatry stations was not considered as communication skills (2010/2011), which was shown by high MAAS-Global proportion (90 and 92 percent). While in both 2011/2012 and 2012/13 terms, the MAAS-Global proportion is 70 percent or more. It is apparent of this dataset that the majority of the station checklist items are considered as section 3 of MAAS-Global items (range 77 to 100 percent).
<table>
<thead>
<tr>
<th>Academic Year</th>
<th>OSCE Circuit</th>
<th>OSCE Mean (SD)*</th>
<th>MG Mean (SD)*</th>
<th>MG Proportion</th>
<th>MAAS-Global (%)</th>
<th>MAAS-Global Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Section 1</td>
<td>Section 2</td>
</tr>
<tr>
<td>2010/2011</td>
<td>February</td>
<td>58 (5.5)</td>
<td>43.8 (4)</td>
<td>75</td>
<td>14</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>58.6 (4.9)</td>
<td>45.8 (3.6)</td>
<td>69</td>
<td>19</td>
<td>29</td>
</tr>
<tr>
<td>2011/2012</td>
<td>February</td>
<td>63.2 (4.3)</td>
<td>43.9 (3.3)</td>
<td>65</td>
<td>16</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>61.3 (5.8)</td>
<td>46.6 (4.2)</td>
<td>67</td>
<td>11</td>
<td>35</td>
</tr>
<tr>
<td>2012/2013</td>
<td>February</td>
<td>63.9 (6.3)</td>
<td>48.2 (4.5)</td>
<td>66</td>
<td>14</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>61.6 (5.8)</td>
<td>47.1 (4.4)</td>
<td>71</td>
<td>15</td>
<td>30</td>
</tr>
</tbody>
</table>

**Discipline of Psychiatry**

<table>
<thead>
<tr>
<th>Academic Year</th>
<th>OSCE Circuit</th>
<th>OSCE Mean (SD)*</th>
<th>MG Mean (SD)*</th>
<th>MG Proportion</th>
<th>MAAS-Global (%)</th>
<th>MAAS-Global Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Section 1</td>
<td>Section 2</td>
</tr>
<tr>
<td>2010/2011</td>
<td>February</td>
<td>69.8 (9.9)</td>
<td>62.6 (8.9)</td>
<td>90</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>64.6 (8.8)</td>
<td>60.4 (8.2)</td>
<td>92</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2011/2012</td>
<td>February</td>
<td>68.9 (8.3)</td>
<td>66.2 (8.2)</td>
<td>73</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>61.2 (8.4)</td>
<td>60.6 (7.5)</td>
<td>74</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2012/2013</td>
<td>March</td>
<td>69.1 (9.9)</td>
<td>61.4 (8.6)</td>
<td>70</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>63.1 (8.5)</td>
<td>58.5 (7.9)</td>
<td>73</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

* score scale 1-100
abbreviation:
MG : MAAS-Global
SD : standard deviation
4.4.2. Scores

Originally, the MAAS-Global score is a rating of CS. In this study, the result of a calibrated OSCE using the MAAS-Global is also called MAAS-Global score. Therefore, from this point onward we will use the terms MAAS-Global score followed by MAAS-Global proportion and section percentage. For example, MAAS-Global score 65 with MAAS-Global proportion 75 which consist of 14% section 1, 29% section 2, and 57% section 3, will be then written as MAAS-Global score 65 [MG75-14-29-57].

From the data in Table 4.1, it can be seen that average OSCE scores (scale 0-100) of the six circuits of the Discipline of General Practice ranged from 58 (sd=5.5) to 63.9 (sd=6.3). The MAAS-Global scores average ranged from 43.8 (sd=4) [MG75-14-29-57] to 48.2 (sd=4.5) [MG66-15-30-55].

Whereas the average OSCE scores of the Discipline of Psychiatry ranged from 61.2 (sd=8.4) to 69.8 (sd=9.9). The MAAS-Global scores average of the Psychiatry stations tended to be higher, ranging from 58.5 (sd=7.9) [MG73-1-4-95] to 66.2 (sd=8.2) [MG73-2-4-96].

A Nested ANOVA was conducted to compare the effect of disciplines and circuits which nested within disciplines. Table 4.2 shows the analysis of variance for both OSCE score and MAAS-Global score.

For the OSCE score, there was a significant effect for discipline at the p < .03 level [F(1, 748) = 84.12, p < .001] and there was a significant effect for circuit which was nested within the discipline F(10, 748) = 10.58, p < .001. While for MAAS-Global scores we found similar results, there was significant effects for discipline and circuit which was nested within the discipline, F(1, 748) = 1080.83, p < .001 and F(10, 748) = 7.50, p < .001 respectively. So results of CS measurements differ statistically significant between discipline stations and measured in various circuits.
Table 4.2: Analysis of variance for both OSCE score and MAAS-Global score (compare the effect of disciplines and circuits which nested within disciplines).

<table>
<thead>
<tr>
<th></th>
<th>Effect</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OSCE score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discipline</td>
<td></td>
<td>4694.63</td>
<td>1</td>
<td>4694.63</td>
</tr>
<tr>
<td>Circuit nested within Discipline</td>
<td></td>
<td>5909.67</td>
<td>10</td>
<td>590.97</td>
</tr>
<tr>
<td>Error</td>
<td></td>
<td>41745.01</td>
<td>748</td>
<td>55.81</td>
</tr>
<tr>
<td><strong>MAAS-Global score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discipline</td>
<td></td>
<td>45342.89</td>
<td>1</td>
<td>45342.89</td>
</tr>
<tr>
<td>Circuit nested within Discipline</td>
<td></td>
<td>3148.7</td>
<td>10</td>
<td>314.87</td>
</tr>
<tr>
<td>Error</td>
<td></td>
<td>31380.04</td>
<td>748</td>
<td>41.95</td>
</tr>
</tbody>
</table>

To determine which circuits caused the difference, one-way ANOVA was calculated independently for each discipline to compare the effect of different circuits (six circuits in three academic years). The means and standard deviations are presented in Table 4.1.

For the Discipline of General Practice, at the p < .03 level, there were significant differences between the circuits in OSCE scores [F (5, 379) = 11.16, p < .001] and MAAS-Global scores [F (5, 379) = 11.99, p < .001]. The Tukey comparison in OSCE scores revealed that results achieved over circuits being assessed in 2010/2011 were statistically significantly lower than results achieved in circuits for both terms 2011/12 and 2012/2013. While for MAAS-Global scores, the Tukey comparison shows that for the February 2010/2011 OSCE, the April 2010/2011 OSCE, and the February 2011/2012 OSCE were significantly lower than the other three circuits in those years.

In Discipline of Psychiatry, at the p < .03 level, OSCE scores were significantly different for different circuits [F (5, 379) = 10.37, p < .001] and MAAS-Global...
scores \( [F (5, 379) = 6.41, p < .001] \) (see Table 4.1 for means). The Tukey comparison in OSCE scores revealed that circuits in February/March were significantly higher than April. While in MAAS-Global scores, April 2010/2012 and 2012/2013 were significantly higher than 4 other circuits.

4.4.3. Reliability Analysis

A generalizability analysis was performed separately for each circuit of both disciplines. From data in Table 4.2, it can be seen that in 2011/2012, the February circuits run by the Discipline of General Practice has the lowest G-coefficient .59, while in other circuits the generalizability is just over 0.7.

In a Decision Study (D-study), a hypothetical design with 10 stations of Discipline Psychiatry OSCE was calculated. The results for the year 2010/2011 to 2012/2013 (February and April) would have been 0.74, 0.79, 0.79, 0.84, and 0.81, respectively, if 10 stations were used. Table 4.3 shows a study design with 15 stations for both disciplines. In that case the majority of the G-coefficients in both disciplines majority would have been 0.80 or more.

<table>
<thead>
<tr>
<th>Academic Terms</th>
<th>Circuit</th>
<th>Discipline of General Practice</th>
<th>Discipline of Psychiatry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>G</td>
<td>D-study (15)*</td>
</tr>
<tr>
<td>2010/2011</td>
<td>February</td>
<td>0.75</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>0.73</td>
<td>0.8</td>
</tr>
<tr>
<td>2011/2012</td>
<td>February</td>
<td>0.59</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>0.73</td>
<td>0.8</td>
</tr>
<tr>
<td>2012/2013</td>
<td>February</td>
<td>0.74</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>April</td>
<td>0.7</td>
<td>0.77</td>
</tr>
</tbody>
</table>

abbreviation list:
D-Study : Decision Study
G : G coefficient
4.5. Discussion

The aim of the study was to determine the ‘true’ differences in CS outcomes as assessed in a penultimate OSCE of undergraduate medical students comparing ‘raw’ scores and ‘MAAS-Global’ scores. We identified the characteristics of each test result using assessment forms that were calibrated with the MAAS-Global. The reliability according to the G-theory was moderate to good and could be improved by increasing the number of stations to at least 10 for the Psychiatry OSCE. It is apparent that 10 stations, each of 5 minutes duration, generate a higher G-coefficient than 5 stations of 10 minutes duration. This supports the concept mooted in previous publications that a larger number of stations lead to higher reliability [10]. Our D-study for 15 stations for both disciplines revealed that the reliability of Discipline of Psychiatry is relatively higher that Discipline of General Practice. The possible explanation for higher reliability in Discipline of Psychiatry may be that the station duration is longer than those for the Discipline of General Practice [11].

There is an apparent difference in MAAS-Global items being covered between stations developed by General Practice and those developed by the Discipline of Psychiatry. Whilst in General Practice learning outcomes of CS training are more generic and apparently cover different stages of the consultation (Section 1 items of the MAAS-Global) being a reflection of the logical order of consultation phases with items related to introduction, follow-up consultation, a request for help, physical examination, diagnosis, management, and evaluation of the consultation. Section 2 focuses on general CS which are used throughout the consultation, consisting of 6 items. Those items are: exploration, emotions, information giving, summarizations, structuring, and empathy. In the Discipline of Psychiatry stations, there was an emphasis upon the medical content of the consultation, in contrast with the Discipline of General Practice, where there was a broader emphasis upon a wider range of CS items as defined by the MAAS-
Global. In the Discipline of Psychiatry, there were more CS items that were specifically addressing history taking, physical examination, diagnosis, and management of diseases. As it is difficult to map the learning outcomes of CS training for disciplines’ ‘CS assessment forms’ it is not certain whether the average coverage of 15, 31 and 55% MAAS-Global sections respectively covers learning outcomes related to CS that specifically focus on different stages of the consultation (section 1), general CS (section 2) and mastering the medical content of the consultation (section 3). Although we have automated clinical skills assessments in our School of Medicine, and we are able to calibrate our assessment forms in an automated fashion, we do not yet have a curriculum mapping tool linking specific items or competencies with the curriculum learning outcomes. It is obvious that Psychiatry stations with respectively 6, 5 and 89% MAAS-Global sections are assessing something different to General Practice stations. Furthermore, General Practice was found to be assessing a combination of communication (69%) and technical skills (31%), whereas Psychiatry is predominantly assessing CS (79%). In previous research the Generalized Kappa for reviewers agreement about calibration of forms was high for the General Practice stations (0.83), but was even higher for the Psychiatry stations (0.99) [7]. Thus, we can be quite sure that the Psychiatry stations are assessing section 3 CS items, whereas the nature of the General Practice CS items is more open for debate.

Regarding content validity, a typical General Practice consultation entails both technical skills and CS, however in a learning situation it is necessary to confirm whether our assessment strategy verifies that students have achieved their learning goals and whether standard setting has been successful [12]. The pass mark in Schools of Medicine in Ireland is generally regarded as 50%. Whilst pass marks vary between universities worldwide, there is not much evidence available to confirm the validity or ratio behind the use of static pass marks. With the OSCE Management Information System, we use Borderline Regression Analysis
to incorporate the difficulty of stations and variability between examiners. Marks are presented in terms of a regression outcome and, also, as a static pass mark of 50% [13]. Nevertheless, the average (SD) MAAS-Global score for General Practice stations is 46 (4) versus 62 (8) for Psychiatry measured over three academic terms. These scores indicate that 68% of our cohort of students being assessed achieved a ‘true’ score for CS between 42 (average minus 1 standard deviation) and 50% (average plus 1 standard deviation) which would indicate a performance below formal standard setting. For the Psychiatry stations, in which 68% of students of different cohort(s) achieved a score between 54 and 70, this is less significant an issue than in General Practice. A MAAS-Global score below 50% does not indicate a fail score. The MAAS-Global score was attained from OSCE score multiplied with MAAS-Global proportion, hence the actual maximum MAAS-Global score is similar to MAAS-Global proportion i.e. not equal to 100%. Furthermore, as explained in Table 4.1, each OSCE had a different MAAS-Global proportion. International literature pertaining to OSCE assessments addresses tendencies toward competency based marking whereas the assessment forms analyzed in the present study are very much item based ‘tick box’ assessment forms. Further research should consider matching the various intersections of our assessment forms addressing respectively section 1, 2 and 3 items of the MAAS-Global in order to generate a ‘competency based score’ for CS [7]. With respect to this dataset, we suggest the use of an overall MAAS-Global score as outlined in Table 4.1, 2nd row, column 4 – 8 being 43.8 (4) MAAS Global proportion 75%; with 14 % section 1; 29% section 2 and 57% section 3 items i.e. MAAS-Global score 44 [MG75-14-29-57], indicates a score below the pass mark of 50% in an OSCE addressing 75% CS and 25% technical (other) skills, not being CS.

“Fixing the rubber band” to measure CS is not only about calibrating assessment forms, it is also about the requirement of assessment forms to be able to measure change. Sensitivity to change in clinimetrics is a well-established area of
research. Sensitivity to change is part of the classical psychometric analysis of diagnostic, prognostic and therapeutic discriminative and evaluative instruments. There is however a notable shortage of assessment tools and psychometric characteristics to be used for progress monitoring in clinical skills assessments. Considerable evidence is available to measure growth in medical knowledge [13]. Recently, Turan and Valcke c.s. (2013) developed a Medical Achievement Self-efficacy Scale (MASS) for students of the Ghent Curriculum [15]. The latter scale is related to the general competency frameworks of CanMEDs and the Five-star Doctor and predict progress test outcome, however clinical skills assessments are not included. Multiple mini-interviews predict clerkship and licensing examination performance, including OSCE performance, but again evidence regarding the measurement of change in clinical skills assessments is lacking [16]. Feedback is believed to a most powerful learning tool. However, we should be able to measure change and being able to measure ‘statistical significant change in the individual subject’ to verify whether our teaching and learning intervention has been successful in individual students.

The procedure of calculating MAAS-Global scores based on the MAAS-Global standard is labour-intensive. This process currently entails two steps, calibrating the OSCE station-checklists and re-calculating each students MG score for each of the stations. To date our OSCE Management Information System does not have an automated mechanism for this process. Future development of the software could incorporate the option to map OSCE rubrics and calculate the MG score directly. However, it might be easier to develop specific MAAS-Global based CS stations. Moreover, future research should consider possible use of the MG score as one of the criteria for standard setting of an OSCE. In such a case, not only would students have to pass the overall OSCE cut-score, but they would also have to pass a minimum MG score.
Chapter 4. True Communication Skills Assessment in Interdepartmental OSCE Stations: Comparison of Multiple Instruments

4.6. Conclusion

This study has demonstrated the process for distilling an MG score from an overall OSCE score. Secondly, we demonstrated the true characteristics of CS based on a standardized instrument (i.e. the MAAS-Global). Returning to the research question posed at the beginning of this study, it is now possible to compare CS assessment outcomes from different settings (i.e. rubrics or different modules) of OSCEs. Moreover, this new approach should be considered as a possible standard procedure to assess CS in OSCEs and to improve quality of measurement. Future research should be undertaken to explore how to incorporate the 'true' CS score as one criterion for passing the conjunctive standard.
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5.1. Abstract

Objective. Without a standard measure, the comparison of Communication Skills (CS) outcomes between different settings of an Objective Structured Clinical Examination (OSCE) (i.e. between students, modules, years and institutions) is very challenging if not impossible. We examine the CS type – section 1, section 2, section 3 of the MAAS-Global – that affect students' CS performance in OSCEs, also taking into consideration their first (L1) or second (L2) language.

Method. This retrospective cohort study evaluated the CS components of all OSCE rubrics (i.e. assessment forms) used by 5 different disciplines contributing to three different cohorts of undergraduate medical students. A Two-way ANOVA was used for the comparison of the mean of MAAS-Global score (MG Score) for each group of students and each of the academic terms. G- and D-studies of the Generalizability Theory (G-Theory) were used to calculate the reliability of each OSCE. Significance levels were set at .05.

Results. A generalizability analysis for the 1MB, 2MB, 3MB and 4MB OSCEs revealed that reliability of the OSCEs ranged from G= 0.28 to G= 0.79 with a median of G=0.62. The reliability analysis of the rubrics calibration for the Disciplines of Medicine, General Practice, Psychiatry, Obstetrics & Gynaecology, and Paediatrics were 0.69, 0.83, 0.99, 0.45, and 0.79 respectively. Only in the Year 4 OSCEs did L1 students perform significantly better than L2 students. This was the case for stations designed by General Practice (F(1, 368) = 21.46, p < .001), Psychiatry (F(1, 368) = 72.94, p < .001) and Paediatric stations (F(1, 363) = 8.72, p < .003). No significant differences were found for stations designed by Obstetrics & Gynaecology.
Conclusion. It is possible to measure MG characteristics and analyse influences between L1 and L2 student’s outcome in CS assessment during OSCEs. L2 students perform less well than their L1 colleagues, in some OSCEs. Future research should use a longitudinal design, following students throughout the curriculum and after graduation.

5.2. Background

Objective Structured Clinical Examination (OSCE) can be used to examine and compare the outcome of procedural skills and performance measures, including Communication Skills (CS), between students, modules, years and across institutions, however such comparison is very challenging [1]. One of the central reasons this difficulty is the fact that standardized measurement instruments are rarely used in CS assessment when it comes to formative and/or summative assessment of undergraduate medical students [2]. Whilst the OSCE is the common tool used to assess medical student’s clinical and communication skills, according to our previous work, using a standardized instrument is not common practice in the assessment of CS in OSCEs. This problem has been highlighted by similar studies [2–4].

Since the measurement instruments (i.e. scoring rubrics such as station checklist forms) are not standardized in OSCEs, calibration of the instruments is required in order to enable comparison of standardized (i.e. calibrated) results. In a previous study, we proposed the calibration of the existing scoring rubric to assess CS according to the MAAS-Global. The MAAS-Global is an instrument developed by Maastricht University to assess physicians’ CS. It has been proven to be valid and reliable [1,5]. According to our proposed calibration procedure we calculate a MAAS-Global (MG) proportion and the MG score [1,6]. The MG proportion is the percentage of the station scoring rubric that maps to CS items based on the MAAS-Global. The MG score, which is the MG proportion times the candidate’s raw score of the station, can be considered as the ‘standardised’ CS
score. This ‘standardised’ CS score can then be categorized into three types of CS and divided into section 1, section 2, and section 3 items according to the MAAS-Global. Section 1 represents the sequential process of the medical consultation starting from ‘introduction’ and including ‘management’ and ‘evaluation of the consultation’ (this consists of seven items or seven individual processes of the consultation). Section 2 measures the general communication competence that occurs throughout the entire consultation (six items). Whilst section 3 is focused on the quality of the medical content which represents the following phases of the consultation: history taking, physical examination, diagnosis, and management (four items). The clinical skills in the MAAS-Global are only broadly defined because they are case specific and therefore need to be specifically defined for each skill [7].

Nowadays, many medical and health care educational institutions attract students of different nationalities. For many of these students the language of the institution is not their preferred first language. It is evident that medical students may experience difficulties if their native tongue differs from the language used at the educational institution they attend [8,9]. The effect of the language on CS is an important factor in assessing student’s CS proficiency and considering their performance in OSCEs. Studies in the area of nursing education confirm that students who are instructed in their first and preferred language (L1) perform better when compared to students where the institutional instructional language is their second or even third language (L2) [9]. However, there is very little existing research evidence about the effect of language on medical student’s CS [8,9].

One theory that may help to explain these observed differences is the modern theory of Working Memory (WM). This theory suggests that L2 students are disadvantaged when compared to L1 students. WM is required in cognitive processes and has two functions; the storage of information and information
processing (i.e. analysis of the information) [10,11]. WM consists of a two-tier structure, the first tier is the short-term memory (ST) which is highly accessible but has limited capacity. The second tier is long-term memory (LT) which is not capacity-limited but is not immediately accessible [12]. In L2 students, to analyze retrieved information for the purpose of making a decision, the information needs to be stored in the short-term memory first (9). At the same time, to give meaning to the retrieved information, WM needs to access long-term knowledge which is stored in the long-term memory. In L2 students, the short-term memory is being used to store unfamiliar words, accents and sentences. Therefore when processing information for the main task, the short-term memory is occupied and the result is a decline of the thinking ability [13].

The L2 disadvantage is not attached to a specific language since it can happen in any native language [14]. The WM capacity is limited for those students who use a second language environment for communication and learning [13]. The process of WM in L1 and L2 differs in terms of the type of information it processes. For L2 students mastering the language is not only the ability to understand written and formal language, equally important is the ability to understand the cues and local norms in CS in healthcare. WM processes are even more necessary for L2 students than for L1 students as L2 students need to store information in ST memory for immediate use to enable them to decode unfamiliar language terms and cues [12]. At the same time, WM tries to access LT memory, in order to simultaneously analyze the main OSCE task. The decoding of unfamiliar information is therefore potentially interfering with the main (clinical) task resulting in a possible decrease in the ability to solve and analyze multiple processes in WM. Students with higher language proficiency, experience better conditions compared to those students with a lower language proficiency [10]. L2 students processing the information require more cognitive resources compared to L1 students [12]. Furthermore, potentially disadvantaging factors for L2 students are the greater stress levels due to the non-native environment,
the examination environment and noise. To explain the concept of “noise” Mann stated in 2012: “Linguistically, English target speech and English speech noise consist of many common properties (e.g., phonemes, syllable structures, prosodic features, etc.), which may make it more difficult for listeners, particularly non-native, to segregate target language from background noise and this may contribute to greater informational masking” [13]. This will further decrease the WM performance. Whilst in low noise conditions (e.g. most pre-clinical OSCEs), the L2 students should have more similar performances when compared to the L1 students [13,15].

We don’t pretend to be able to analyze all factors involved in language proficiency; neither do we pretend to know possible causes of any significant differences between L1 and L2 medical students. However, what we can do is to critically appraise our analysis and possibly determine a pattern of the MG score between L1 and L2 students – including the different sections (1, 2, and 3) of CS (based on MAAS-Global). This is subsequent to standardization of CS scores, as explained earlier. Moreover, the focus of the assessment in each section of MAAS-Global is different [1]. Section 1 and 2 are more about recalling a simple task in the medical consultation process. Whilst in section 3, measuring the content quality in the CS, students have to use higher cognitive processes in order to integrate the information, analyze it, and then make decisions in every phase of the consultation. Therefore, the aim of this study is to examine the CS - in terms of the section 1, section 2, and section 3 types of items according to the MAAS-Global – that affect students’ CS performance in OSCEs.

5.3. Method

5.3.1. Context of the Study

This study evaluated the CS components of all OSCE assessment forms used by the Disciplines of Medicine, General Practice, Psychiatry, Obstetrics &
Gynaecology and Paediatrics in the undergraduate medical programme at School of Medicine in the College of Medicine, Nursing & Health Sciences at the National University of Ireland Galway. These disciplines administered OSCEs for years one to four of the undergraduate medical programme using the OSCE Management Information System (OMIS) (Qpercom Ltd http://www.qpercom.ie). Ethical approval was granted by the NUI Galway Research Ethic Committee.

5.3.2. Research Subjects

This study analyzed data that was obtained from OMIS from the student cohorts of the 2010/2011, 2011/2012, and 2012/2013 academic terms. The Discipline of Medicine administered the pre-clinical OSCEs for 1MB (first year), 2MB (second year) and clinical OSCEs in 3MB (third year). Four disciplines – General Practice, Psychiatry, Obstetrics & Gynaecology, and Paediatrics – contribute to the clinical OSCEs in 4MB (fourth year). In the 4MB OSCE the total number of stations included a combination of different sets of stations from General Practice, Psychiatry, Obstetrics & Gynaecology and Paediatrics for the two consecutive sessions.

Total number of students (n) for 1MB for the academic terms 2010/2011, 2011/2012, 2012/2013 were 135, 212, and 213 respectively (total n=560). Total number of students (n) for 2MB for the academic terms 2010/2011, 2011/2012, 2012/2013 were 119, 126, and 213 respectively (total n=458). An expansion of the student intake numbers at the medical school took place during these terms. The total number of students for 3MB for the academic terms 2010/2011, 2011/2012, 2012/2013 were 123, 132, and 137 respectively (total n=392). The total number of students for 4MB for the academic terms 2010/2011, 2011/2012, 2012/2013 were 116, 123, and 141 respectively (total n=380).
In this study, students who were citizens of countries where English is the official first language were grouped as L1 students. Students who were citizens of the countries where English is not the official first language, were grouped as L2 students.

5.3.3. Rubrics Calibration
A previous paper describes how the OSCE assessment forms were standardised against the MAAS global to yield a MG proportion and for each student a MG standardised communication score [1].

5.3.4. The Standard
The MAAS-Global consists of 17 items divided into the 3 sections as explained in the background information. Section 1 consists of 7 items, which is a sequence of logical order of consultation. These items are about the first introduction, a follow-up consultation, a request for help, physical examination, diagnosis, management, and evaluation of the consultation. In section 2, the MAAS-Global measures the general CS which occurs in all phases of consultation. The 6 items of section 2 are about exploration, emotions, information giving, summarization, structuring, and empathy. While in section 3, the quality of the medical content during consultation is measured. There are 4 items in this section which are about history taking, physical examination, diagnosis, and management.

5.3.5. Statistical Analysis
A Two-way ANOVA was used for the comparison of the mean of MAAS-Global score (MG Score) for each group of students and each of the academic terms. Following the recommendation of the AMEE Guide 68, for the OSCEs reliability analysis in this study we used the Generalizability Theory [16]. G- and D- studies of the G-Theory were used to calculate the reliability of each OSCE. Significance levels were set at .05. All ANOVA analyses were carried out using SPSS (version 21) and GT were calculated using EduG (Version 6.1-e, by the Swiss Society for
5.4. Results

5.4.1. The OSCEs

The number of students assessed in OSCEs during each academic term were as follows: 2010/2011 (n=493), 2011/2012 (n=593) and 2012/2013 (n=704). As shown in Table 5.1, in the 1MB to 4MB OSCEs, the majority of the L2 students originated from Malaysia, whilst the majority of L1 students were from Ireland.

In all OSCEs, the station duration was 5 minutes, with the exception of stations from the Discipline of Psychiatry whereby a 10 minute station duration was employed. Table 5.2 demonstrates that for 1MB and 2MB, each OSCE used five stations. In 3MB and 4MB the majority of OSCEs had ten stations. The exception to this was the Discipline of Psychiatry OSCEs, which had 4 or 5 stations, of longer duration. Whilst the total number of stations varied between the different cohorts and circuits, each student undertook the same duration of assessment (Table 5.2). 4MB students rotate between disciplines over the course of the academic term; hence the OSCE is split over two sittings to accommodate the class. Each student sits the same number of stations and alternative forms of the same OSCE stations at each sitting.

Table 5.1: Summary of L1 and L2 students' country of origin.

<table>
<thead>
<tr>
<th>Academic Year</th>
<th>n of students</th>
<th>n of students</th>
</tr>
</thead>
<tbody>
<tr>
<td>1MB</td>
<td>L1 403 (72%)</td>
<td>L2 157 (28%)</td>
</tr>
<tr>
<td></td>
<td>Australia 1</td>
<td>Denmark 1</td>
</tr>
<tr>
<td></td>
<td>Canada 40</td>
<td>Finland 1</td>
</tr>
<tr>
<td></td>
<td>UK 6</td>
<td>France 1</td>
</tr>
<tr>
<td></td>
<td>Ireland 331</td>
<td>South Korea 1</td>
</tr>
<tr>
<td></td>
<td>Nigeria 1</td>
<td>Malaysia 151</td>
</tr>
<tr>
<td></td>
<td>Singapore 15</td>
<td>Norway 1</td>
</tr>
<tr>
<td></td>
<td>USA 9</td>
<td>Sweden 1</td>
</tr>
<tr>
<td>2MB</td>
<td>L1 364 (79.5%)</td>
<td>L2 94 (20.5%)</td>
</tr>
<tr>
<td>Country</td>
<td>1MB Stations</td>
<td>3MB Stations</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Australia</td>
<td>1</td>
<td>320 (81.6%)</td>
</tr>
<tr>
<td>Canada</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>300</td>
<td></td>
</tr>
<tr>
<td>Nigeria</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>South Korea</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>268</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Bangladesh</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Iraq</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Gibraltar</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>261</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Trinidad and Tobago</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Iraq</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>Pakistan</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Sudan</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

A generalizability analysis was performed independently for each of the 1MB, 2MB and 3MB OSCEs. As for 4 MB, analyses were performed separately for each circuit of the OSCEs and for each contributing Discipline. From Table 5.2, it can be seen that the reliability of the OSCEs ranged from $G = 0.28$ to $G = 0.79$ with a median of $G = 0.62$. It is apparent that 5 stations in 1MB and 2MB produced lower $G$-coefficients compared to the 8 or 10 stations in 3MB. In the 4MB OSCEs, the average $G$-coefficient in the Discipline of General Practice was $0.71$ (sd=0.06) which was higher than that of the other three disciplines.
5.4.2. Rubrics Calibration

It can be seen in Table 5.3, that the MG proportions (i.e. the percentage of CS tested in each OSCE that can be mapped onto MAAS-Global) varied between 18 and 92%. For those OSCE stations that were administered by the Discipline of Medicine, the average of MG proportion of 1MB, 2MB and 3MB were 66%, 70% and 66% respectively. The MG proportion for 1MB ranged from 64% to 67%, whilst for 2MB this ranged from 66% to 72% and for 3MB ranged from 65% to 67%. It is apparent from Table 5.3 that section 3 of the MAAS-Global (i.e. mastery of the medical content during consultation) was above 50% in all academic terms. In 3MB the section 3 proportion reached nearly 90%. While for 1MB and 2MB, section 3 proportion ranged from 57% to 69%, with an average of 64.5%.

Table 5.3 also demonstrates that MAAS-Global items 2 (i.e. follow-up consultation) and 7 (i.e. evaluation of consultation) were assessed once in 3MB 2010/2011 and 1MB 2010/11. For all year terms of 1MB, 2MB, and 3MB, item 14 (i.e. history taking) and 15 (i.e. physical examination) of the MAAS-Global were always included in the OSCE rubric, while item 9 of MAAS-Global (i.e. exploring feelings or emotions) was not found in Discipline of Medicine’s OSCEs.

Furthermore, Table 5.3 shows that in the year 4 OSCEs the averages of the MG proportion in stations designed by the Discipline of General Practice, Psychiatry, Obstetrics & Gynaecology and Paediatrics were 69%, 79%, 24%, and 50% respectively. The majority of the OSCEs incorporated 50 percent or more of sections 3 of the MAAS-Global, whilst those from the Discipline of Psychiatry incorporated more than 80% of section 3. In stations designed by the Discipline of Obstetrics & Gynaecology, the majority of the rubrics items mapped to section 3 of the MAAS-Global (60% or more). From here onwards, the percentage of the MAAS-Global sections after the calibration process will be referred to as MAAS-Global characteristic (MG characteristic).
5.4.3. MAAS-Global Score

As described in the background, a standardised CM score was calculated for each student by multiplying the MG proportion by the student’s raw score. Due to the consecutive administration of OSCEs, each cohort of students was split into two different groups. Each group was assessed in a different environment (i.e. a different group of stations and a different geographical site). According to the AMEE guidelines (AMEE Guide No. 81), these should be considered as different circuits requiring individual circuit analysis [17,18]. Thus, in the 4MB OSCEs, the term “circuit1” will be used to refer OSCEs held in February of each academic term and “circuit2” will be used to refer to those held each April.

The final two columns of Table 5.2 show the summary of the mean MG score of each student group in the academic terms. For 1MB, 2MB and 3MB, analyses were conducted independently. A two-way analysis of variance was conducted on the influence of two independent variables (student groups and academic terms) on the MG score. Student groups consisted of two levels (L1, L2) and academic terms consisted of three levels (2010/2011, 2011/2012, 2012/2013). Despite that the majority of the MG score for L2 students seems to be higher than their counterpart L1 for the results of 1MB, 2MB, and 3MB, no statistical significant differences between L1 and L2 students were found.
Table 5.2: Summary of OSCE settings, Generalizability Coefficient and Decision Study (with 10 and 15 stations), and MAAS-Global score (L1 and L2 students).

<table>
<thead>
<tr>
<th>Academic year</th>
<th>Academic Terms</th>
<th>Circuit</th>
<th>OSCE contributor</th>
<th>Number of Stations</th>
<th>Station’s duration (in minutes)</th>
<th>G</th>
<th>D-Study</th>
<th>MG score (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10 stations</td>
<td>15 stations</td>
</tr>
<tr>
<td>1 MB</td>
<td>2010/11</td>
<td>April</td>
<td>Discipline of Medicine</td>
<td>5</td>
<td>5</td>
<td>0.57</td>
<td>0.72</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>5</td>
<td>5</td>
<td>0.47</td>
<td>0.63</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>2012/13</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>5</td>
<td>5</td>
<td>0.48</td>
<td>0.65</td>
<td>0.73</td>
</tr>
<tr>
<td>2 MB</td>
<td>2010/11</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>5</td>
<td>5</td>
<td>0.44</td>
<td>0.61</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>5</td>
<td>5</td>
<td>0.44</td>
<td>0.61</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>2012/13</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>5</td>
<td>5</td>
<td>0.50</td>
<td>0.67</td>
<td>0.75</td>
</tr>
<tr>
<td>3 MB</td>
<td>2010/11</td>
<td>May</td>
<td>Discipline of Medicine</td>
<td>10</td>
<td>5</td>
<td>0.67</td>
<td>–</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>May</td>
<td>Discipline of Medicine</td>
<td>10</td>
<td>5</td>
<td>0.62</td>
<td>–</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>2012/13</td>
<td>May</td>
<td>Discipline of Medicine</td>
<td>8</td>
<td>5</td>
<td>0.50</td>
<td>–</td>
<td>0.65</td>
</tr>
<tr>
<td>4 MB</td>
<td>February</td>
<td>April</td>
<td>Discipline of General Practice</td>
<td>10</td>
<td>5</td>
<td>0.75</td>
<td>–</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>February</td>
<td>April</td>
<td>Discipline of Psychiatry</td>
<td>4</td>
<td>10</td>
<td>0.73</td>
<td>–</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>February</td>
<td>April</td>
<td>Discipline of Obstetrics &amp; Gynecology</td>
<td>4</td>
<td>10</td>
<td>0.54</td>
<td>0.74</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>February</td>
<td>April</td>
<td>Discipline of Obstetrics &amp; Gynecology</td>
<td>10</td>
<td>5</td>
<td>0.61</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>February</td>
<td>April</td>
<td>Discipline of Paediatrics</td>
<td>7</td>
<td>5</td>
<td>0.48</td>
<td>–</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>February</td>
<td>April</td>
<td>Discipline of Paediatrics</td>
<td>9</td>
<td>5</td>
<td>0.52</td>
<td>–</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>February</td>
<td>Discipline of General Practice</td>
<td>10</td>
<td>5</td>
<td>0.28</td>
<td>–</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>February</td>
<td>Discipline of General Practice</td>
<td>10</td>
<td>5</td>
<td>0.50</td>
<td>–</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>April</td>
<td>Discipline of General Practice</td>
<td>10</td>
<td>5</td>
<td>0.59</td>
<td>–</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>April</td>
<td>Discipline of General Practice</td>
<td>10</td>
<td>5</td>
<td>0.73</td>
<td>–</td>
<td>0.80</td>
</tr>
<tr>
<td>Month</td>
<td>Discipline of Psychiatry</td>
<td>Discipline of Obstetrics &amp; Gynecology</td>
<td>Discipline of Paediatrics</td>
<td>Discipline of General Practice</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------</td>
<td>---------------------------------------</td>
<td>---------------------------</td>
<td>--------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>5</td>
<td>10</td>
<td>0.65</td>
<td>0.79</td>
<td>0.85</td>
<td>68.8 (7)</td>
<td>58.9 (6.5)*</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>5</td>
<td>10</td>
<td>0.56</td>
<td>0.72</td>
<td>0.79</td>
<td>61.2 (7.3)</td>
<td>57.7 (7.5)*</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>10</td>
<td>5</td>
<td>0.79</td>
<td>–</td>
<td>0.85</td>
<td>30.8 (4.2)</td>
<td>29 (5.7)</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>10</td>
<td>5</td>
<td>0.72</td>
<td>–</td>
<td>0.79</td>
<td>25.2 (3.6)</td>
<td>26.2 (5.8)</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>10</td>
<td>5</td>
<td>0.61</td>
<td>–</td>
<td>0.71</td>
<td>49.6 (4.1)</td>
<td>47 (6.2)*</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>10</td>
<td>5</td>
<td>0.61</td>
<td>–</td>
<td>0.71</td>
<td>47.9 (4.6)</td>
<td>49.5 (4.9)*</td>
<td></td>
</tr>
<tr>
<td>2012/13</td>
<td>10</td>
<td>5</td>
<td>0.74</td>
<td>–</td>
<td>0.81</td>
<td>49.4 (3.8)</td>
<td>43 (3.5)*</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>10</td>
<td>5</td>
<td>0.70</td>
<td>–</td>
<td>0.77</td>
<td>47.8 (3.9)</td>
<td>43.5 (4.9)*</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>10</td>
<td>5</td>
<td>0.73</td>
<td>0.84</td>
<td>0.89</td>
<td>61.5 (8.4)</td>
<td>53.3 (6)*</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>10</td>
<td>5</td>
<td>0.68</td>
<td>0.81</td>
<td>0.87</td>
<td>60 (8)</td>
<td>53.2 (3.6)*</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>10</td>
<td>5</td>
<td>0.72</td>
<td>–</td>
<td>0.79</td>
<td>39.6 (3.6)</td>
<td>34.8 (6.3)</td>
<td></td>
</tr>
<tr>
<td>February</td>
<td>10</td>
<td>5</td>
<td>0.71</td>
<td>–</td>
<td>0.78</td>
<td>54.2 (4.6)</td>
<td>47.5 (8.2)*</td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>10</td>
<td>5</td>
<td>0.78</td>
<td>–</td>
<td>0.84</td>
<td>51.3 (4.2)</td>
<td>44.7 (10.6)*</td>
<td></td>
</tr>
</tbody>
</table>

* Significant different
As for the 4MB OSCEs, analyses were conducted independently for each Discipline (Discipline of Obstetrics & Gynaecology, Paediatrics, Psychiatry and General Practice). A two-way analysis of variance was conducted for two independent variables (student groups and circuits) for the MG score in OSCEs. Student groups included two levels (L1, L2) and circuits consisted of six levels (2010/2011 circuit1, 2010/2011 circuit2, 2011/2012 circuit1 2011/2012 circuit2, 2012/2013 circuit1, 2012/2013 circuit2).

For the Year 4 OSCEs, Table 5.2 demonstrates that L1 students achieved significantly higher results than L2 students in stations designed by the Discipline of General Practice (F(1, 368) = 21.46, p < .001). Similar results were found for the stations designed by the Disciplines of Psychiatry and Paediatrics, for which L1 students performed better than L2 students (F(1, 368) = 72.94, p < .001) and (F(1, 363) = 8.72, p < .003 respectively).

There was a statistically significant difference in interaction between student group and circuits for stations designed by the Disciplines of General Practice and Paediatrics (p < .05 level F(5, 368) = 4.47, p = .001 and p < .05 level F(5, 363) = 2.49, p = .031 respectively). As a result, it can be seen in Table 5.2 that in 2011/2012 circuit1 for stations designed by the Discipline of General Practice and 2011/2012 circuit2 for stations designed by the Discipline of Paediatrics, the L1 students performed better than L2 students.

Interestingly, the MG mean score for L1 students has a larger difference compared to the L2 students for stations designed by the Discipline of Psychiatry when compared against stations designed by the Disciplines of General Practice and Paediatrics. There was one exception among the 4MB OSCE stations designed by the Discipline of Obstetrics & Gynecology, where there were no significant differences found at the .05 level.
### Table 5.3: Summary of MAAS-Global proportion, sections and items of stations' checklists in each discipline.

<table>
<thead>
<tr>
<th>Academic year</th>
<th>Academic Terms</th>
<th>Circuit</th>
<th>OSCE contributor</th>
<th>MG Proportion</th>
<th>Maas-Global ( in percent)</th>
<th>Maas-Global Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Section 1</td>
<td>Section 2</td>
</tr>
<tr>
<td>1 MB</td>
<td>2010/11</td>
<td>April</td>
<td>Discipline of Medicine</td>
<td>64</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>2011/12</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>67</td>
<td>21</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>2012/13</td>
<td>March</td>
<td>Discipline of Medicine</td>
<td>67</td>
<td>21</td>
<td>20</td>
</tr>
</tbody>
</table>

| 2 MB          | 2010/11        | March   | Discipline of Medicine | 72            | 14       | 18       | 69      | 1,4,5,6  | 8,10,11,12,13 | 14,15,17 |
|               | 2011/12        | March   | Discipline of Medicine | 66            | 16       | 15       | 69      | 1,3,4,5,6| 8,10,11,13 | 14,15    |
|               | 2012/13        | March   | Discipline of Medicine | 71            | 19       | 14       | 67      | 1,4,5,6  | 8,10,11,13 | 14,15    |

| 3 MB          | 2010/11        | May     | Discipline of Medicine | 65            | 6        | 7        | 87      | 1,2,4,5  | 10,11,12,13 | 14,15    |
|               | 2011/12        | May     | Discipline of Medicine | 65            | 8        | 3        | 89      | 1,4,5,6  | 10,11,13 | 14,15    |
|               | 2012/13        | May     | Discipline of Medicine | 67            | 6        | 5        | 89      | 1,4,5,6  | 8,10,11,13 | 14,15    |

<p>| 4 MB          | 2010/11        | February | Discipline of General Practice | 75            | 14       | 29       | 57      | 1,3,4,5,6 | 8,9,10,11,12,13 | 14,15,17 |
|               | April          |          |                            | 69            | 19       | 29       | 52      | 1,4,5,6  | 8,9,10,11,12,13 | 14,15,17 |
|               | February       | April    | Discipline of Psychiatry   | 90            | 13       | 6        | 81      | 5        | 10      | 14,17    |
|               | April          |          |                            | 92            | 0        | 0        | 100     | –        | –       | 14,15,17 |
|               | February       | April    | Discipline of Obstetrics &amp; Gynecology | 18            | 10       | 28       | 62      | 5        | 10      | 15       |
|               | April          |          |                            | –             | –        | –        | –       | –        | –       |          |
|               | February       | April    | Discipline of Paediatrics  | 48            | 17       | 16       | 67      | 1,3,4,5  | 8,10,11,13 | 14,15,17 |
|               | April          |          |                            | 54            | 15       | 12       | 73      | 1,3,4,5,6, | 8,10,8,10,13 | 14,15,17 |
|               | 2011/12        | February | Discipline of General Practice | 65            | 16       | 35       | 49      | 1,4,5,6  | 8,9,10,11,12,13 | 14,15,17 |
|               | April          |          |                            | 67            | 11       | 35       | 54      | 1,4,5,6  | 8,9,10,11,12,13 | 14,15,17 |
|               | February       |          |                            | 73            | 2        | 4        | 94      | 5        | 10      | 14,15,16,17 |</p>
<table>
<thead>
<tr>
<th>April</th>
<th>Psychiatry</th>
<th>74</th>
<th>5</th>
<th>6</th>
<th>89</th>
<th>5</th>
<th>10</th>
<th>14,16,17</th>
</tr>
</thead>
<tbody>
<tr>
<td>February April</td>
<td>Discipline of Obstetrics &amp; Gynecology</td>
<td>16</td>
<td>57</td>
<td>27</td>
<td>16</td>
<td>–</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>April</td>
<td>16</td>
<td>0</td>
<td>25</td>
<td>75</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>February April</td>
<td>Discipline of Paediatrics</td>
<td>40</td>
<td>16</td>
<td>8</td>
<td>76</td>
<td>1,4,5,6</td>
<td>8,10,13</td>
<td>14,15,16,17</td>
</tr>
<tr>
<td>April</td>
<td>51</td>
<td>11</td>
<td>12</td>
<td>77</td>
<td>1,4,5</td>
<td>8,10,13</td>
<td>14,15,16,17</td>
<td></td>
</tr>
<tr>
<td>2012/13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>February April</td>
<td>Discipline of General Practice</td>
<td>66</td>
<td>14</td>
<td>27</td>
<td>59</td>
<td>1,4,5,6</td>
<td>8,9,10,11,12,13</td>
<td>14,15,17</td>
</tr>
<tr>
<td>April</td>
<td>71</td>
<td>15</td>
<td>30</td>
<td>55</td>
<td>1,3,4,5,6</td>
<td>8,9,10,11,12,13</td>
<td>14,15,17</td>
<td></td>
</tr>
<tr>
<td>February April</td>
<td>Discipline of Psychiatry</td>
<td>70</td>
<td>16</td>
<td>7</td>
<td>77</td>
<td>5</td>
<td>10</td>
<td>14,17</td>
</tr>
<tr>
<td>April</td>
<td>73</td>
<td>1</td>
<td>4</td>
<td>95</td>
<td>5</td>
<td>10</td>
<td>14,16,17</td>
<td></td>
</tr>
<tr>
<td>February April</td>
<td>Discipline of Obstetrics &amp; Gynecology</td>
<td>33</td>
<td>5</td>
<td>12</td>
<td>83</td>
<td>5</td>
<td>10</td>
<td>14,15,17</td>
</tr>
<tr>
<td>April</td>
<td>36</td>
<td>7</td>
<td>21</td>
<td>72</td>
<td>5</td>
<td>10</td>
<td>14,15,17</td>
<td></td>
</tr>
<tr>
<td>February April</td>
<td>Discipline of Paediatrics</td>
<td>54</td>
<td>19</td>
<td>26</td>
<td>55</td>
<td>1,4,5</td>
<td>8,10,11,13</td>
<td>14,15,16,17</td>
</tr>
<tr>
<td>April</td>
<td>53</td>
<td>17</td>
<td>28</td>
<td>55</td>
<td>1,4,5,6</td>
<td>8,10,13</td>
<td>14,15,16,17</td>
<td></td>
</tr>
</tbody>
</table>

| Total | 60 | 14 | 17 | 69 |
5.5. Discussion

We suggest that the single most important aspect of assessment is the measurement instrument. The instruments used in OSCEs are the station scoring rubrics. A pre-requisite for excellent assessment is the validity and reliability (i.e. reproducibility) of the assessment forms [2,19]. In most OSCE stations a combination of both CS and other clinical skills are assessed in a combined fashion. Knowing this, we endeavored to separate CS items from the other clinical skills items. In the situation where CS instruments were not standardized, a calibration of station scoring rubrics had to be executed in order for the results to become comparable between years of study, participating OSCE contributors and different groups of students (L1 and L2) [1].

Over the years the number of L2 students is increasing internationally [20]. Furthermore, there is an increase in L2 healthcare workers appointed in the healthcare society [21]. As a result of the multi-lingual/cultural backgrounds of our students, we are aware of the potential differences in CS assessment outcomes between different students. Trying to understand the root cause of these differences is critically important in appraising the employed method of CS training and assessment. Analyzing differences between L1 and L2 performance in CS training and assessment is not new, however there is very little research evidence related to the linguistic background of international medical students. To enable a ‘fair and honest’ (i.e. reliable and valid) comparison between different groups, cohorts and various teaching modules, we calibrated our existing CS assessment forms using the MAAS-Global standard.

The current study found that in all OSCEs administered over a 4 year period, the majority of CS items mapped to sections of the MAAS-Global (Table 5.3), however the contributing Disciplines tended to use different types of MAAS-Global items. OSCE stations developed by the Disciplines of Medicine, General Practice and Paediatrics incorporated a wider range of MAAS-Global items.
referring to all three sections of the MAAS-GLOBAL. Stations developed by the Disciplines of Psychiatry and Obstetrics & Gynecology focused more specifically on the medical content of the consultation (section 3 of the MAAS-GLOBAL) appropriate to their respective disciplines.

The reliability of the calibration of OSCE station rubrics against MAAS-GLOBAL was lowest for the Discipline of Obstetrics & Gynecology (G=0.45) [1]. A potential explanation for this finding is that the Obstetrics and Gynaecology station rubrics predominantly contained items relevant to clinical skills as opposed to communication skills. According to the user manual MAAS Global does not cater for particular clinical skills [7]. The low reliability of calibration indicates that raters had difficulties on agreeing which Obstetrics and Gynaecology OSCE station rubrics corresponded to MAAS-GLOBAL items. Scoring rubric items might need modification to provide this clarity [1]. According to the WM theory, performance of technical / clinical skills would be less impacted by language, hence we would not expect to see a big difference between L1 and L2 if the Obstetrics and Gynaecology stations are indeed more focused on such skills. This was indeed the case in this study.

Building on a previous calibration process, the results of this study provided a ‘standardised’ CS score, which allows more accurate comparison of results between L1 and L2 students. Research from elsewhere suggests that the CS performance of L2 students is lower when compared to the L1 fellows [10,11,13,22,23]. In contrast to the findings of Mann et al 2013 we did not find any significant difference in performance in the OSCEs in the pre-clinical years [13]. Analysis of results in the 1MB, 2MB and 3MB OSCEs demonstrates that MG scores showed no statistically significant difference between L1 and L2 student groups. A likely explanation is that in these OSCEs students were requested to perform a basic clinical skills assessment, in accordance with the curriculum blueprint. Learning outcomes of 1MB and 2MB concentrated on developing
evidenced-based CS, fundamentals of patient assessment, and developing history-taking and examination skills [24]. Whilst in the 3MB OSCEs, the students start to learn the foundation of patient investigation and diagnosis. In the 4MB OSCEs, students are required to complete the full consultation process from history taking, physical examination, up to analyzing and interpreting findings, and finally synthesis of all available information. As a result of managing the information correctly, they are supposed to formulate a diagnosis and/or differential diagnoses. These processes require a higher level of cognitive ability and availability.

In keeping with this, we found statistically significant differences between L1 and L2 students became apparent in the year 4 OSCEs (Table 5.2). We demonstrated that in stations developed by the Disciplines of General Practice, Paediatrics and Psychiatry, L2 students performed significantly worse than L1 students. We suggest that for L2 students, WM was fully occupied with information gathering, language decoding, analyzing and storing unfamiliar sound patterns in their ST memory in addition to trying to activating LT memory to access knowledge processes. The function of WM is that of receiving information, accessing existing knowledge (i.e. that stored in the LT memory), and further analyzing the information to make a decision, plan and implementing the action. In L2 students, WM is so occupied trying to understand the unfamiliar sound patterns, that this interferes with the main task. This results in slower decision making capabilities for L2 students. In addition, it is known that in L2, WM will have reduced decision making capability when there is noise and when stressful tasks are involved [13]. In OSCEs, the ‘noise’ is caused by the patient communication with the student itself, as well as by the visual information in the station (i.e. patient gesture, cues, health beliefs) and the short period of 5 minutes and even their performance in previous stations. All of these conditions act like a “bottle neck” for WM.
It seems that conceptual thinking and analyzing is very challenging for WM [13]. Advance clinical and communication skills assessment and the high percentage of section 3 items largely occupies the process of WM. These findings may help us to understand that the MG characteristic (i.e. the percentage of section 1, 2 and 3 types of items) is related to the students’ performance in OSCEs. The Discipline of Psychiatry demonstrated the largest differences between L2 and L1 groups. In contrast to the other disciplines, Psychiatry stations had the highest MG proportion and incorporated most section 3 items of the MAAS-Global. A possible explanation for this phenomenon might be that in Psychiatry a higher level of CS items is required in a station and more analytical skills, decision making and appropriate action. As a consecutive result, a larger bottleneck condition occurs for L2 students in Psychiatry stations, and hence they perform significantly lower (> 10%) than L1 students. The corollary holds true for the Discipline Obstetrics & Gynaecology, where no significant difference was found between L1 and L2 students. These stations, being largely clinically focused, had the lowest MG proportions. We suggest that this means that the L2 students do not have to decode 'unfamiliar' terms, hence there is no interference with WM with regard to analyzing the information and making a decision.

Good language skills are not only a matter of mastering reading and writing. Students must also be able to interpret language in the context of non-verbal and cultural values [12]. While CS are heavily connected to the context and content of the clinical aspect, understanding the cues in a consultation process means the student needs to understand also the social norms, health and personal beliefs of the patient [25]. The L2 student presumably does not have the privilege of taking in and processing that type of information, which is unique to the social environment where the higher education institution is located. In this case, processing the unfamiliar information will occupy the WM completely. The findings of this study support previous studies that non-native speaking students demonstrate weaker performance when compared to the native
speakers due to a language disadvantage. The question however is, what aspects of the blueprint in the Educational Institution highlights the educational goals for L2 students integration to enhance their internships and daily practice where they will have to communicate with mostly L1 patients? Assessment and training in English for Medical Purposes and English for Specific Purposes by professionals has been recommended elsewhere [26]. Conversational language and cultural awareness training is offered to international medical students at our institution, but it is not compulsory and the uptake is variable. Consideration of how to best encourage students to see the value of and promote engagement with these and other measures, such as early immersion programmes, is warranted.

With an average statistical significant lower performance in Year 4 of the curriculum for L2 students of around 10% (SD) one might question whether this statistical difference has a clinical (i.e. educational) impact. Information gathering is similar between L1 and L2 students in the years 1, 2 and 3 however when it comes to analyzing the relevant information, clinical decision making and treatment planning, the L2 students require more WM to perform in what is for them a more stressful (non-native) environment. However, to discuss whether a statistical significant difference of 10% has any ‘clinical or educational’ impact, follow up research in clinical education (i.e. on patient satisfaction and impact on decision making) is required.

Turning now to the OSCEs reliability, according to Cardinet et al. (2012) an assessment is consider reliable if the G-coefficient is ≥ 0.80 [27]. In this study, the reliability of the OSCEs range from fair to good, based on the G-theory analysis. It can be seen that OSCEs with 4 and 5 station never reached an acceptable G-coefficient. However, OSCEs that were administered by the Discipline of Psychiatry – during the 2012-2013 academic term – achieved a fairly high G-coefficient. This result is plausible considering the length of the station in the Discipline of Psychiatry’s OSCE were 10 minutes compared to the Discipline of
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Medicine's OSCE, which were only 5 minutes long. In the literature, station duration has been associated with the reliability of an assessment [28]. According to the corresponding D-study, increasing the number of stations to at least 10 or 15 stations will generate higher G-coefficients and therefore improved reliability. This is consistent with previous studies that a greater amount of stations can produce a higher reliability [19]. In the D-Study of the 1MB and 2MB cohorts, a hypothetical amount of a 10 station OSCE would achieve approximately the same G-coefficient as compared to the 3MB OSCE using the actual number of 10 stations. With the hypothetical amount of 15 stations, the reliability coefficient of the OSCEs still ranges from a lowest G coefficient of 0.46 to a G coefficient of 0.89 with a median of 0.78. These findings are consistent with earlier studies which have generally indicated that to produce a higher reliability coefficient a higher number of OSCE stations is required [19]. Increasing the number of the stations, as demonstrated in the D-study, will help to increase the reliability of the OSCEs, and therefore yield a more robust outcome [18,19]. Another option that could be considered to improve the reliability of the OSCE is to add a second rater to each station [19]. In this study, the findings revealed that in several OSCEs with 10 stations reliability was unsatisfactory. Despite using the G-theory analysis the cause of this unanticipated finding remains unknown and therefore further study is required using better designed and an improved number of stations using multiple examiners [19]. The OMIS software does support a multiple-examiners feature and, to avoid further increasing of the running cost of an OSCE, the Standardized Patient (SP) could be added as an extra reliable rater [27].

5.6. Limitations of the Study
The results of this study may be limited because we did not carry out a consecutive analysis of one cohort of L1 and L2 students during the full course of the 5 year curriculum. Substantial changes to the medical curriculum and the
lack of electronic marking of OSCEs for the final year of the programme precluded us from doing so. The effect of the MG characteristics could be further explored if we could follow up students over a longer period of time (e.g. throughout the entire curriculum of training). This would allow not only the assessment of ‘change over time’, but also examination of whether change is due to improvements in CS training or ‘error around the observed score’. Therefore further study is required to follow up the sample from the last 2 academic years 2013/2014 and 2014/2015 to have a better understanding of MG characteristics in one cohort of the students over the course of their CS training curriculum.

This study did not incorporate the entry level language proficiency test results of the L2 students nor their years of training in English. Moreover, the difference between male and female students needs to be assessed. All of these factors are important and require further analysis and consideration.

5.7. Conclusion

We demonstrated that the calibration of OSCE scoring rubrics using the MAAS-Global standard provides detailed information about the MG characteristics of each OSCE. Working memory theory has provided a framework to attempt to understand the differences that emerge between L1 and L2 students’ OSCE CS scores, as they progress through the medical curriculum and are assessed in increasingly complex OSCE scenarios. Future research should explore the effect of MG characteristics on students’ performance in CS, using a longitudinal design, which follows cohorts of students throughout the curriculum and even after graduation. Future theory driven research using Working Memory should examine if providing additional time in the OSCE to L2 students would result in improved OSCE CS performance.
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Chapter 6. General Conclusion

6.1. Preface

This thesis had the goal of understanding and finding a ‘gold standard’ measurement instrument of CS within the medical education environment. A particular area of focus concerned undergraduate medical students and the use of OSCE as the assessment tool. Furthermore, determining what is used as the ‘gold standard’ in the learning process was also of interest. In total, four studies investigated the assessment of CS in undergraduate medical students. The result of this thesis is expected to improve the learning process of the students in specific areas by building better assessment tools to assess CS. This thesis investigates whether there are applicable instruments for assessing CS which could be valid and reliable, making CS students’ competence assessment comparable, and giving more insight into existing assessments based on a ‘gold standard’. The following research questions were formulated:

1. Is there any agreement amongst researchers and medical educators on a measurement instrument to assess the CS of undergraduate medical students in OSCEs? (Chapter 2)
2. What is the method used to calibrate the existing CS assessment of the OSCEs, which have different standards? (Chapter 3)
3. Are there any differences in CS assessed from different settings of OSCEs? (Chapter 4)
4. Is there any relationship between the type of CS affecting the performance of students when studying in a foreign language environment (L2)? (Chapter 5)
5. How many OSCE stations will produce a reliable examination? (Chapter 5)

The results of these studies are summarised, and, by using the evidence presented in each chapter, the implications from the findings can be used to further improve the CS assessment in our and other medical schools in regard to the use of a standardised instrument, and to calibrate existing instruments. This
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This thesis has provided evidence that there is still no agreement amongst researchers and medical educators as regards a measurement instrument to assess CS in OSCEs. A method of calibrating the existing rubrics in OSCEs was created. This calibration has been applied to existing data that were managed by our OSCE Management Information System (OMIS), and the findings were promising. Further sections will explain the findings of this thesis, including examples of the practical use of the calibration of existing OSCE rubrics.


A reliable measurement instrument used to assess the CS of undergraduate medical students is important, in order to ensure that the assessment produces fewer errors, and the result thus be meaningfully interpreted [1,2]. In Chapter 2, a systematic review was conducted as a background theory and literature review for this thesis. That chapter provided evidence of common practice in CS assessment in OSCEs. The systematic review conducted searches for studies from January 1975 to December 2012 in four databases. 1,998 papers were identified, and after applying several steps of inclusion and exclusion, 34 papers were finally analysed. According to the analysis, 27 domains of CS have been measured in OSCEs in undergraduate medical school programmes. These 27 domains did address two types of assessors: the examiner and the standardised or simulated patient (SP). The CS were focused upon generic CS, doctor-patient communication, history-taking (including focused history-taking), negotiating plan/treatment, information-giving and empathy. Where SP raters were involved as assessors, they focused mainly on generic CS and interpersonal skills.
It is interesting to note that three raters involved in this study encountered difficulties in distinguishing what domain of CS was measured in a particular paper. This study also found that there was an absence of consensus in regard to the interpretation and definition of domains of CS. Only one ‘real’ measurement instrument was found to be used in CS assessment in OSCEs, the MAAS-Global [3,4]. Three papers indicated that they were using the Calgary-Cambridge Observation Guide (CCOG) as the standard, while, in fact, the creator of CCOG himself mentioned that CCOG was not intended to be used as a measurement instrument [5–8]. In 2014, Burt et.al developed the Global Consultation Rating Scale (GCRS), based on the Calgary-Cambridge guide [9]. This instrument’s aim is to assess CS only and differs from MAAS-Global which also measures medical content related to CS (MAAS-Global section 3). The GCRS consists of 12 global areas which measure the CS process excluding its content. Although GCRS shows good reliability in terms of the classical psychometric analysis (r>0.80), it is still lacking of published psychometric evidence in other studies and in terms of the Generalizability Theory analysis. This absence of standardisation precludes the comparison of outcomes across assessment settings. Therefore, a ‘real’ measurement instrument is suggested for use in terms of CS assessment in OSCEs. Again, studies have been warning about this absence of an agreement since the late 1990s [10,11]. One important consideration regarding the measurement instrument is that re-creating new assessment instruments is not necessary, as existing instruments can be modified to fit different needs.

6.2.2. Calibration Method and Procedures

How do we compare the height of a table and a chair? It would be a simple task, involving the use of a measuring tape. Using either inches or centimetres would be comparable, since both units of length are standardised, and can be converted to the other unit. This could not be achieved if we use a rubber band to measure the length, since rubber is pliable, and the length is not fixed,
meaning that it is not standardised. To relate this to the current scenario, in order to compare the CS of undergraduate medical schools to different cohorts of students, OSCE settings, or even different institutions, a comparable measurement instrument is needed. Therefore, as detailed in Chapter 3, the study was conducted with the aim of seeking a method of calibrating existing measurement instruments. As concluded in Chapter 1, findings from two studies indicated that MAAS-Global is the ‘real’ measurement instrument. Hence, this study explored the possibilities of calibrating existing rubrics using the MAAS-Global as standard.

MAAS-Global global was developed by Maastricht University to assess physicians’ CS [12]. This instrument is divided into three sections, with 17 items in total, and with each item in Section 1 and 2 having sub-items. Section 1 measures the CS for each phase in a medical consultation (seven items). Section 2 contains six items, and is concerned with assessing the general CS that occurs in several or all phases of a consultation. These two sections basically assess whether a doctor did or did not use the CS according to the item list in MAAS-Global. Section 3 is intended to assess the quality of the content related to medical aspects throughout the consultation.

All Year 4 OSCE checklists (n=280) from four academic terms – 2009/2010, 2010/2011, 2011/2012 and 2012/2013 – were analysed by three raters. The penultimate-year OSCEs were contributed by four disciplines: Obstetrics & Gynaecology, Paediatrics, Psychiatry and General Practice. This calibration procedure followed the simple principle of matching each of the OSCE checklist items with the MAAS-Global items. At the end of the process, calculations were made to count the percentage of the checklist items that were considered to be CS according to the MAAS-Global. A calibration manual (MAAS-Global Checklists Calibration Manual) was developed and can be found in the appendix.
This study found that the process of calibration was reliable, as shown by the high G-kappa coefficient \((G=0.80)\) [1]. Furthermore, in the case of Decision Study (D-study), the calculation of the hypothetical design using only two raters was considered high \((G = 0.72)\). Therefore, we suggested that the calibration of existing OSCE checklists should be conducted by two raters. This would save a great deal of manpower.

Following the calibration of the existing OSCE checklists, this study found interesting results. Nearly half of the items were considered as belonging to Section three of the MAAS-Global, while approximately one third of the items were not considered as CS according to MAAS-Global. The remainders were belonging to Sections 1 and 2 of the MAAS-Global. Chapter 3 also demonstrated that, in CS assessment, the disciplines of General Practice and Paediatrics incorporated the majority of MAAS-Global items in their stations, while the discipline of Obstetrics & Gynaecology and Psychiatry focused mainly upon Section 3 type of items e.g. the quality of the medical content being assessed.

Evidence was provided in Chapter 3 that the calibration of existing OSCE checklists is well possible. Moreover, it was demonstrated that a comparison of CS assessments from different settings of OSCEs using a single standard measurement instrument provides comparable information regarding existing CS assessments. Chapter 3 focused on a method of OSCE checklist calibration, using the MAAS-Global as the standard. The following section will discuss further steps after having calibrated OSCE station checklists for CS assessment.

6.2.3. Standardised Communication Skills

The present section describes an application after having the CS assessment calibrated using MAAS-Global as a standard. Whilst previous chapters explained the comparison of the CS assessment of the OSCEs, Chapter 4 provided evidence of the comparison of OSCE outcomes specifically in CS. Two disciplines, General Practice and Psychiatry, partook in this study to analyse students’ performance in
OSCE across three academic terms (2009/2010, 2010/2011, 2011/2012 and 2012/2013). With the method presented in Chapter 3, the study identified the percentage of CS in OSCE checklists according to MAAS-Global. Henceforth, this will be referred to as the ‘MAAS-Global proportion’ (or ‘MG proportion’). The study, as detailed in Chapter 4, calculated the student score of each station by multiplying it by the MG proportion of that station. The result was the MAAS-Global score (MG score). In other words, this MG score originated from the CS score that was derived from the OSCE checklist calibration, and this score is considered to be a ‘standardised’ CS score.

Regarding the MG proportion, two interesting findings were gathered by knowing the MG proportion from each OSCE station designed by faculty of each discipline involved in the OSCE. One is that the higher the MG proportion, the more CS is being assessed in OSCEs. The Psychiatry stations had higher MG proportions than the General Practice stations in each examination. The Psychiatry stations predominantly assessed CS (nearly 80% or MG proportion = 80). Meanwhile, for General Practice stations, this study found that 31% of the checklist items were considered to belong to technical skills assessment, with an MG proportion = 69. Secondly, within the MG proportion, we refer to the percentage of section 1, 2 and 3 type of items of the MAAS-Global and being incorporated in each OSCE. The percentage of each of the MAAS-Global sections will is being referred to as to MAAS-Global characteristics (MG characteristics). The MG characteristics were definitely unique to each participating discipline. In General Practice stations, we found that the majority of all types of MAAS-Global items were incorporated in their stations. Meanwhile, in Psychiatry stations, the majority of the items belonged to only Section 3 of the MAAS-Global. With this high percentage of items belonging to Section 3, it could be said that the Psychiatry OSCE stations place an emphasis on assessing the medical content of the consultation only.
This study’s results illustrate that the average MG score of the students in Psychiatry stations were higher than in General Practice stations. This phenomenon is a direct result of the fact that Psychiatry stations having a higher MG proportion. Having a ‘standardised’ CS score is important in order to be able to measure the change and the progress achieved by the students over the period from entering the course to graduating.

Sensitivity in measuring the change is an important aspect of the measurement instrument in psychometric analysis. Further study is required to explore the pass mark for CS based on the calibration process. As already mentioned above, a reliable assessment is needed in order to gain a result which can be meaningfully interpreted. Using the ‘real’ measurement instrument to assess CS is a must [8]. At the very least, calibrating the OSCE checklists with the known standard, such as MAAS-Global, will be the minimum action.

The two most important findings that have a direct implication on clinical skills assessment in this chapter are MG proportion and MG score. As described in Chapter 3, and further in Chapter 4, each discipline always uses similar patterns across each examination of the MG proportion (including MG characteristics) while designing their OSCE rubrics. As each discipline has its own specific learning outcomes, in clinical skills assessment each discipline needs specific measurement instruments to assess the student in OSCEs. Furthermore, it is interesting that, even before this study proposed the calibration method, each discipline was using an ‘unstandardised’ measurement instrument which apparently shows a unique assessment pattern for each department. It requires further discussion with participating disciplines as to whether this occurred coincidentally. In developing measurement instruments – i.e. OSCE checklists – to assess students’ CS, a long-term study should be conducted in order to ensure that the instruments are valid and reliable and assessment procedures are quality assured. As authors of previous studies have been suggesting since 1997,
a lack of agreement in terms of the standard of CS assessment should not occur in the future [10,11,13]. Researchers and medical educators must avoid ‘re-inventing the wheel’. Agreement in regard to a gold standard of measurement instrument will have more benefit compared to using locally developed measurement instruments which do not apply universally. A simple illustration of current conditions is that each institution makes their own scale of measurement tape while there are already available standardised measurement tapes (e.g. in metres, inches, feet, etc). Thus, the question to be asked of medical educators is as follows: ‘Have we measured what we want to measure? Do we need to create a new instrument to measure?’

In addition, it is important to mention standard settings. There is no strong evidence as regards the origin of the pass mark, for example 50% or 60%. It is worth considering the introduction of criteria for CS with the standardised instrument, or calibrated checklists for the pass criteria, as an addition for the general clinical skills score in OSCEs. This study provides a ‘standardised’ CS score that is applicable to almost any setting of OSCE. There are two additional benefits from applying standardised CS assessment, for students and for educational institutions. Firstly, students witness their progress throughout the learning process, recognize their weaknesses at every level of training, and are able to engage in self-reflection to improve their skills. Meanwhile, educational institutions can more easily compare the different cohorts of students, quickly identify problems and evaluate the learning process. Although this study provides evidence to calculate the ’standardised’ CS score out of the results of different measurement instruments, further research, using a larger sample, will be required in order to apply the method from this study.

6.2.4. MAAS-Global Characteristics and the Second Language (L2)
Many institutions of higher education host a large proportion of international students. As a result, the language of instruction is often not their first language
(L1). Hence, these students inhabit a learning environment in which they must speak and learn through a second language (L2) [14,15]. It has been indicated in previous studies that L2 students are at a disadvantage compared to native students, and this is known to be a factor that influences their performance [15,16]. Therefore, as detailed in Chapter 5, a study was conducted with the aim of examining the effect of MG characteristics in the performance of students who used a second language in the learning process, specifically in relation to the undergraduate programme of a School of Medicine. It is important to note that the disadvantage of L2 students is not attached to a specific language, as this may apply to any native language [17]. On the contrary, this is a common problem whenever students have to study in a learning environment where the language of instruction is not their first language.

Mastering a language does not only involve the ability to understand formal and written language; it also involves knowing local norms, while non-verbal communication is also important [18]. In the clinical environment, CS is highly content and context-based [19]. The ability to understand what the patient seeks to express, and to provide information in a clinical consultation, requires more than formal language. Engaging and maintaining a connection must include non-verbal communication that students must also learn. While L2 students have good language proficiency, they develop more passive language skills (i.e. reading and writing). One study revealed that there is no correlation between the clinical skills of medical students’ performance and the language proficiency test unless another variable was added, e.g. spoken language, primary childhood language, language background, etc [20,21].

According to the Working Memory (WM) model, a decision is made after information is received, saving important information in short-term (ST) memory while, at the same time, accessing the long-term (LT) memory and then analysing all of this information. L2 students process differently. They need to understand
and decode unfamiliar information (i.e. language terms, cues). The process of decoding unfamiliar information interferes with the main task, which is to make a decision and subsequently take an action. Hence, an L2 learner takes longer to make a decision than an L1 student. It is also known that in L2, the WM will reduce the capability of making a decision when there is noise and when stressful tasks are involved. Whilst OSCE is found to be more stressful compared to other assessment tools (e.g. written tests) [22]. However, in a quiet and less stressful environment, the L2 students should perform similarly to L1 students [23,24].

Of all the OSCEs from Year One to Four, L1 only performed significantly different to L2 students in Year Four. There were no significant differences between L1 and L2 students, except in the Obstetrics & Gynaecology stations of Year Four. In penultimate-year OSCEs, Psychiatry stations have the highest percentage of items belonging to of Section 3 of the MAAS-Global compared to General Practice and Paediatrics stations. The result shows that in Psychiatry stations L1 students perform better than L2 students; the difference between the two groups is the largest compared to the other two disciplines. Section 3, with an emphasis on assessing the quality of medical content, certainly demanded more cognitive processing compared to items belonging to Section 1 and 2, which involved simply recalling memory and repetitive tasks. In short, the more complex CS to be exercised by L2 students, the slower they would be processed by the brain, thus reducing the capability of processing the main task, because of being occupied with decoding unfamiliar information.

The present findings seem to be consistent with other research, which found that language does have an influence on students’ performance. Specifically in CS, a high degree of language proficiency is not enough. Mastering non-verbal communication and local norms or customs are also important. Therefore, educational institutions should consider a kind of programmes that allow the L2
students to engage in social activities which immerse them in the community and force them to leave their comfort zone by communicating in the native language of the L1.

6.2.5. The Reliability of the OSCEs

The most important aspect of all is the reliability of the assessment. As described in Chapter 5, this study analyses all OSCEs from Year One to Year Four across three academic terms (2009/2010, 2010/2011, 2011/2012 and 2012/2013). All OSCEs were analysed using Generalizability Theory (G-Theory), with the aid of the software package EduG. The G-Theory is a reliability analysis that has been recommended by the Association of Medical Education in Europe (AMEE), although, to date, many studies still report reliability analysis using Cronbach Alpha [24,25]. The reliability of the assessment is important because, according to classical test theory, an observation score from the result of an assessment is comprised of two factors, true score and error. The reliability of the assessment basically measures the extent of the stability of the measurement at different times for the same students using the same measurement instrument [26].

With the OSCE as the assessment tool, the main task given to the students was to perform a task in each station. Ideally, the result should not be influenced by external factors (e.g. the examiner or the day of the examination). It should be able to tap into the ‘real’ skills of the students that have to be mastered during the learning period. A medical educator has the obligatory task of identifying the source of error in an assessment. Therefore, future assessments will have fewer errors. An advantage of using G-Theory for reliability analysis is the ability to ascertain more than one source of error at once and to quantify the error. Using Decision Study (D-study), a hypothetical calculation of the source of variance can also be used to create a simulation of what needs to be changed in the source of variance for future assessments, in order to achieve better reliability [1].
The findings of Chapter 5 were aligned with previous studies, which indicated that a low number of stations in OSCEs will produce low reliability [25]. This can be seen in all OSCEs with five stations, which indicated lower reliability than the accepted standard of reliable assessment (0.80) [1]. The D-study analysis indicated that increasing the number of stations to 10 increased the reliability. Meanwhile, adding more stations meant increasing the cost; adding a second examiner for each station could be the preferred method of achieving higher reliability.

6.3. Generalisation

The studies detailed in this thesis related to OSCEs in the School of Medicine, National University of Ireland Galway. Generalisation of the result from these studies to other schools of medicine or to health education in other countries is possible. Meanwhile, the calibration of OSCE checklists in different schools may be challenging, unless those schools are using electronic administration software for managing the OSCEs. In our school of medicine, a software package called OSCE Management Information System (OMIS) has been used since 2009; therefore, analysis of previous OSCEs is easy (i.e. when obtaining all of the data, including the rubrics). Furthermore, the author is aware that every OSCE is different, and still believes that the calibration of OSCE checklists is possible and required. Another school may still decide to calibrate by using our method, but with different measurement instruments as described in Chapter 3. It is important to remember that it must be a ‘real’ measurement instrument that has been proven to be valid and reliable. Moreover, it is important to state that every OSCE should be properly evaluated to ensure that it produces reliable assessments.

6.4. Implications for Further Research

CS involves important skills that need to be mastered by the students. A series of studies in this project has been conducted to overcome the problem of the
inability to compare the CS of medical students across different settings of assessments, different cohorts of students, or different schools of medicine. Therefore, a number of suggestions have been made throughout the thesis to improve this research, including the following.

This project began with a systematic review. Since the study was limited to measurement instruments in the OSCE in undergraduate medical students, many communication skill measurement instruments were not included in the results of this study [10,11]. However, the findings highlight the same point, which is the lack of agreement regarding the measurement instruments amongst researchers and medical educators. Furthermore, this study found only one ‘real’ measurement instrument being used by examiners in OSCEs to assess students’ CS, which is the MAAS-Global. The next studies in this project were based on these findings. For future study, it is suggested to assess all studies using existing CS measurement instruments, not only at the undergraduate but also at the postgraduate level. Hence, the appropriate ‘top down’ alignment of CS training and assessment will be adequately reviewed.

- The study attempted to calibrate the existing OSCE station checklists, which calibration process is proven to be reliable. Therefore, it is suggested that medical educators conduct similar studies to calibrate their existing OSCE checklists. However, the calibration process does not need three raters; instead, two raters will produce reliable calibration. Reducing the number of raters will encourage researchers to conduct similar projects, since manpower and time-consumption will also be reduced, and it is crucial to maintain these at low levels if researchers are to deem such research worthwhile.

- After calibrating the checklists, determining the ‘standardised’ CS score from the OSCE score is another labour-intensive process. Again, our system does not have an automatic process to calibrate and then
calculate the CS score based on standardised checklists. It needs further development of the software in order to ensure an easier process to obtain a ‘standardised’ CS score. Meanwhile, further study is required to investigate the next step after determining the CS score from standardised checklists. Incorporating it into the standard setting of OSCE by introducing it as another criterion for the pass mark is a subject which requires in-depth study and discussion.

- Having discussed the problems and suggested future research regarding the calibration process and calculating the CS score, the next section addresses the condition whereby the L2 students – students who study in a second language – have a disadvantage in regard to CS. Whilst the finding suggested that the WM theory is likely to be related to the MG characteristics, future study should explore the effect of MG characteristics using longitudinal design (follows cohorts of students throughout the curriculum). Furthermore, for medical educators, there is a question in relation as to whether there are adequate policies in place that could limit the disadvantage of non-native students. A simple suggestion, based on previous studies, would be to encourage the students to engage in social activities or extra class activities that are already available within the university.

- In addition, more research is needed to investigate whether the direct application of MAAS-Global into OSCE, rather than a subsequent calibration, is required. Since MAAS-Global has been proven to be a valid and reliable measurement instrument, creating a new measurement instrument e.g. station forms is not suggested. As also mentioned in Chapter 5, a reliable assessment is very important in order to ensure meaningful results, and further research is necessary with an improved number of stations to analyse each OSCE thoroughly in order to increase
the quality of the assessment and to reduce the number of errors in the results.

6.5. Recommendation for CS Assessment in OSCEs

First and foremost, the most important aspects of an assessment, especially OSCE, are the validity and reliability. As mentioned in previous research, a reliable assessment allows us to gather insightful meaning from the result. The results from analysing all OSCE in three academic terms (2010/2011, 2011/2012/2012/2013) have shown that five stations were an insufficient number to achieve strong reliability. Therefore increasing the number of stations, or adding a rater to each station, could theoretically increase the reliability of the OSCE.

Secondly, regarding CS assessment in OSCEs, it is recommended to use a 'real' measurement instrument. It was already mentioned in a previous study that assessing CS is more difficult than assessing clinical skills [26]. Therefore, using unstandardised instruments is not recommended, as standardised instruments are available. Using a calibration method to calibrate the instrument is suggested whenever the instrument used in OSCE is uniquely developed by the participating disciplines for special purposes.

Thirdly, the 'standardised' CS score revealed that there were differences between L1 and L2 students. This result is aligned with the previous study’s findings, namely that language could affect students’ performance. Hence, a programme needs to be developed in order to increase the language proficiency of L2 students, not only in formal and passive language, but most importantly in understanding the non-formal language and the local culture in the educational institution.

6.6. Conclusion

This project was undertaken to resolve a ‘forgotten’ problem, which was pinpointed by Boon and Stewart in 1998. This concerns the lack of agreement
amongst researchers and medical educators on a uniform CS measurement instrument to assess undergraduate medical students [10,11,13]. The use of different measurement instruments means that comparing the results of assessments is challenging and almost impossible to carry out immediately, lacking the convenience of scores such as IELTS and TOEFL, which are immediately comparable across different contexts.

The author conducted a series of studies in this thesis, and the results provide evidence that a comparison of assessment results (i.e. OSCEs) that used different measurement instruments is possible using the calibration method. This calibration involved using an existing measurement instrument, the MAAS-Global, as a standard. Whilst this method is also able to produce a ‘standadised’ or ‘true’ CS score, more studies and participating educational institutions are required. The question arises as to whether the CS score can be implemented as one of the criteria in determining the pass mark in OSCEs. Based on the evidence in this thesis, it is suggested that future CS assessments, specifically in OSCEs, should use a standardised instrument. Otherwise, a calibration process should be performed retrospectively to analyse the previous OSCE for quality assessment. The analysis of the OSCE’s reliability using Generalizability Theory is also required. Hence, by understanding what types of error were produced in previous OSCEs, and subsequently Decision Study model, improvement could be made in an accurate and efficient manner.

6.7. Dissemination and Other Achievements During the Project

We commenced this research project in September 2012. In the course of the project, a number of outputs were achieved. To date (November 2015), two papers have been published, and another paper has been submitted as a direct result of the study. Several abstracts, posters and a paper were presented at various conferences. Below is a list of such papers, abstracts and conferences, in chronological order. The presenter is indicated by ‘(P)’.


- Abstract (co-author): Spy glasses prove paper marking OSCE stations is faster than using tablets, the truth. Ayisha Hennely (P), Thomas JB Kropmans, Winny Setyonugroho. Summer research project. Poster presentation.

- Abstract: Calibration of Communication Skills Items According To The Maas-Global In Objective Structured Clinical Examination. Asia Pacific


• Abstract: Fixing the Rubber Band in Communication Skills Assessment of Interdepartmental OSCE Stations. Winny Setyonugroho (P), Thomas Kropmans, Ruth Murphy, Peter Hayes, Kieran M Kennedy. 5th International Nursing and Midwifery Conference 2015.
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Appendix 1. MAAS-Global check-list calibration manual

Maas-Global Check-lists Calibration Manual

Introduction

Heterogeneity in measurement instruments used to assess Communication Skills (CS) in OSCEs limits the comparability of student performance between examinations (Setyonugroho et al., 2013). Comparison of results obtained from different instruments is impossible because each instrument measures different phenomena.

Our previous research found that Maas-Global has been used by several institutions as an international reference standard for CS. In other studies, the Maas-Global has been reviewed as good instruments for measuring CS in undergraduate medical education settings.

The aim of this project is to calibrate existing CS stations of the School of Medicine of the NUI Galway. Your assistance as a clinical tutor in this grading process is kindly appreciated.

Calibration

1. To calibrate Communication Skills content of CS assessment forms on the international standard Maas-Global.
2. Using the Maas-Global Calibration Checklists (MGCC) to rate how close items in station's checklists fit the golden standard.
3. MGCC is the Maas-Global checklists which adapted to calibrate CS items by adding numbering (alphabet) in sub-items.

Maas-Global Calibration Checklist (MGCC)

1. Consist of 3 sections and 17 items
   7 items in section 1 (Communication skills for each separate phase of a consultation), 6 items in section 2 (General communication skills – how is done), and 4 items in section 3 (Medical Aspect – what is done)
2. In section 1 and 2, each item contain 3 to 4 sub-items
3. Items 1-13 concern communication skills.
   Items 14 – 17 for rating the medical content of consultation. It is the student's competence that is being rated both qualitatively and quantitatively.

<table>
<thead>
<tr>
<th>SECTION 1: COMMUNICATION SKILLS FOR EACH SEPARATE PHASE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>INTRODUCTION</strong></td>
</tr>
<tr>
<td>a. giving the patient room to tell his story</td>
</tr>
<tr>
<td>b. general orientation on the reason for visit</td>
</tr>
<tr>
<td>c. asking about other reasons for visit</td>
</tr>
<tr>
<td>2. FOLLOW-UP CONSULTATION</td>
</tr>
<tr>
<td>a. naming previous complaints, requests for help and management plan</td>
</tr>
<tr>
<td>b. naming findings and diagnosis/ hypothosis</td>
</tr>
<tr>
<td>c. naming causes or the relation between findings and diagnosis</td>
</tr>
<tr>
<td>d. naming prognosis or expected course</td>
</tr>
</tbody>
</table>

1
How to calibrate

1. Mark the items of the NUIG check-lists according to the Maas-Global.
   Definition of MGCC is taken from the Maas-Global Manual.
2. Read the MGCC manual (this take approximately 1.5 hours)
3. Write the item number.
   eg: 3, 7, 11, etc: if an item is purely about a non communication skills, it should be mark as N/A

Example:

<table>
<thead>
<tr>
<th>Skill: Communication (16 marks)</th>
<th>Performed adequately and completely</th>
<th>Attempted but inadequate or incomplete</th>
<th>Not attempted or grade incorrectly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introduces himself to patient (2 marks)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explains the procedure (3 marks)</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obtains verbal consent (4 marks)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offers a shapener (5 marks)</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Skill: Clinical (18 Marks)</th>
<th>Performed adequately and completely</th>
<th>Attempted but inadequate or incomplete</th>
<th>Not attempted or grade incorrectly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicates that he would ask the patient to undress from the waist down (2 marks)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indicates that he/she would turn around and offer privacy while patient is undressing (2 marks)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Position of patient for examination</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wears gloves</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


# Definitions of Concepts

<table>
<thead>
<tr>
<th>Communication Skills</th>
<th>Exploring requests for help (items 3 and 9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication skills in this manual concern behaviour of the doctor that is conducive to effective communication. They are mostly verbal skills but also some non-verbal skills. Doctor and patient communicate effectively if both seek to bring their mutual goals into line with each other and if both are aware of the meaning of the information exchanged.</td>
<td>Exploring of requests for help refers to exploration (item 9) and naming (item 3) of the following key questions: 1. What change in the present situation is expected by the patient. 2. What are the patient’s wishes and expectations about how this change can be brought about and the doctor’s role in this respect. The result of 1 and 2 is called request or requests for help.</td>
</tr>
<tr>
<td><strong>Comments:</strong> The emphasis is on the form of communication. The doctor’s skills in this regard are: asking questions, summarizing, reflecting feelings, ordering, structuring, exploring requests for help, information sharing, and involving the patient in the matter under consideration.</td>
<td><strong>Comments:</strong> Key question 1: The patient experiences the present situation as one that is undesirable, and unacceptable. Usually, it involves discomfort or pain, physical and/or mental. The patient wants to change this situation and does or does not have a very clear picture of how to bring this about. In many cases patients have not given much thought to the desired situation and the doctor has to help the patient explore what he wants by asking clarifying questions. Key question 2: The patient will have wishes or expectations regarding the course of action to be taken to change the present situation into the desired one. These wishes or expectations may be clear before the patient sees the doctor; they may also become clear through questions asked by the doctor, or they may gradually become clear over the course of their encounters. Wishes and expectations may concern both what the doctor will do during the diagnostic phase (history-taking and physical examination) and the plan proposed during the management phase (treatment, referral, etc.). Wishes and expectations can also be negative, for example, the patient’s expectation that the doctor will write another prescription he does not want, or that he will be referred to a specialist he does not want to see as happened on the previous visit.</td>
</tr>
<tr>
<td>Asking (additional) questions (items 1, 2, 5, 6, 7, 8, 9, 10, 11, 14)</td>
<td><strong>Comments:</strong> Asking (additional) questions refers to the doctor using inviting phrases to encourage the patient to tell something more about a topic. **Linguistically, the grammatical question (such as “how much does it bother you?”) is the best form to be used in asking for information. It is, however, rarely used in everyday conversation. Most people only need a declarative sentence (“it is a problem”), a paraphrase (“uncomfortable?”) or a literal repetition (“bothersome”) as an invitation to talk more. Whether the doctor intended a remark as a question can only be confirmed by asking the doctor, since the context of a consultation rarely provides enough information to determine this accurately. Furthermore, one patient may regard a remark as an invitation, whereas another patient may interpret it as a sign that the doctor has understood what was said. In light of these considerations observers should bear in mind that the act of “asking” can be represented as a proper question, a declarative sentence or a literal repetition. No distinction is made in the MAAS-Global between open-ended, closed-ended, and leading questions. Whether the patient experiences an open question as an invitation to talk freely, depends largely on the context in which the question is asked. Indeed, in some cases an open question may even be experienced as threatening. A closed question, on the other hand, may invite the patient to tell more. With leading questions the context also partly determines to what extent the patient feels inhibited by the suggestion.</td>
</tr>
</tbody>
</table>

The following are some of the issues that may be related to one or the other of the above key questions. However, their importance will vary depending on the case concerned: 1. What considerations prompted the patient to seek help at this particular time. 2. What are the patient’s feelings concerning the complaint or problem. 3. What are the patient’s suspicions or assumptions with regard to the cause of the complaint or problem. 4. What has the patient himself done to manage the undesirable condition. 5. What impact have significant others (partner, family, friends) or important living situations (work, hobbies, sports) had on all of the above questions?
When the doctor introduces the above subjects himself, this does not automatically constitute exploration of requests for help. The patient’s reaction, how the doctor pursues the subject and the result determine whether it concerns a request for help. For example, when the doctor asks: “What does your husband think about it?”, the patient may answer: “Well, all he ever thinks about are his pigeons,” or “he mentioned cancer and now I am very worried.” The first answer is unlikely to be related to the patient’s request for help, the second answer can lead to the request “I need reassurance.”

The first of the above issues (what considerations prompted the patient to seek help) is relevant to the request for help in so many cases that it is a subtext of the item or requests for help.

Exploring requests for help is not synonymous with attention to psychosomatic aspects or psychosocial background, although these may be considered in connection with the request for help. For example: although the fact that his partner gives the patient headaches is a psychosocial factor, this does not necessarily mean that it has to be discussed in the context of requests for help. In this patient’s case exploring requests for help might reveal that he wants the doctor to prescribe a painkiller for his headache and that his psychosocial problem is not a request for help. If the doctor thinks it necessary, the psychosocial background can be dealt with during the consultation or be noted there (item 14).

There are situations, however, where exploring requests for help is less appropriate and the doctor may limit this or not use it at all, such as in an emergency, a telephone consultation, when there are major language problems or large cultural differences.

The consequences of this for measurement are addressed in the remarks on selection of consultations in the sections on validity and reliability in the introduction.

Frame of reference (item 8)

A frame of reference is a set of customs, a pattern of standards, one’s perspective on reality, coloured glasses through which one looks at the world.

Comments: The patient’s frame of reference is the whole of his notions and perceptions concerning the complaint or problem. It is also referred to as the patient’s perceptions of reality, or the patient’s perspective. It is always determined by highly personal factors and can only be discovered by responding to remarks (such as “you hear all kinds of things?” “I am rather worried.” “do you think that something else is wrong?”) or by the doctor directly asking questions (“are you worried?” “what do you think is wrong?”).

The doctor’s frame of reference is the whole of his notions and perceptions pertaining to his work as a professional. Apart from individual characteristics, the doctor’s frame of reference generally includes the medical model of history, physical examination, diagnosis and management.

Reflection of feelings (item 9)

Reflection of feelings means that the doctor gives a verbal rendering of the feelings expressed by the patient during the consultation either in words or nonverbally. The doctor’s reflection must:

- appropriately reflect the nature of the feelings
- accurately reflect the intensity of the feelings

Comments: Example: A patient has just told the doctor that he is terrified of having an operation and the doctor responds by saying: “I understand that you feel some concern.” Although the doctor does reflect the patient’s feelings, he does not accurately label the feeling (concern rather than terror) or reflect its intensity (some versus a large amount). A better response would have been: “You are really very anxious.”

Doctors often say something like “I can understand that” to show that they sympathize. The above definition shows that such a remark is not a reflection of feelings. At best it shows empathy, at worst it is a cliché. It becomes a reflection of feelings if subsequently the feeling is named, such as “I can understand that having this operation is really very frightening.”

Summarization (item 11)

Summarization means that the doctor rephrases the main topics introduced by the patient in the preceding part of the consultation. The main purpose is to check whether the doctor has accurately understood the patient’s intentions.

Comments: A good summarization should meet the following requirements:

- it should accurately reflect the content of what the patient said
- it should be concise: a brief account of what the patient has said
- it should be a re-phrasing of the account rather than a literal repetition
- it should seek verification of the summarization by directly asking the patient for verification, by using a questioning tone of voice, or by following the summarization with a pause that invites the patient’s response.
SECTION 1: COMMUNICATION SKILLS FOR EACH SEPARATE PHASE

**Item 1: INTRODUCTION**

a) giving the patient room to tell his story  
b) general orientation on the reason for visit  
c) asking about other reasons for visit

In the initial phase of the consultation the student orientates himself with regard to the reason for the visit by giving the patient room to talk about his complaints, problems or questions in his own words and, if necessary, by asking general questions to encourage the patient. General questions include questions about how long the patient has had the problem or complaint, how serious it is and what it means to the patient. The opening question is not rated. The student explores whether there are any other reasons for the patient's visit. In rating this aspect the timing of this question is crucial before starting detailed history-taking.

**Comments:**  
"Reason for visit" includes anything that is initially brought up by the patient, such as complaints, problems or questions. Occasionally, it may be difficult to distinguish between the orientation on the reason for the visit and questions pertaining to the history. The main distinction is that orientation is concerned with the main points of the history, not the details. Examples of orientating questions are: What is the problem? How long have you had this? How much does it bother you? These questions help the student to orientate about the patient's reasons for visit. History-taking involves specific questions from the student's perspective. The more the opening questions resemble history-related questions the lower the rating on this item. Questions pertaining to the history are rated in item 14 (history-taking).

Although questions about other reasons for the visit should not be among the opening questions, they should be asked quite early in the consultation. These questions are included in the introduction for reasons of organization. It is important to ask about other reasons for the visit to ensure that these reasons are not overlooked, help the patient complete his story and enables the student to plan the consultation.

The opening question ("Well, tell me", "What can I do for you") is not rated because this question is almost always asked and therefore does not contribute to differences in ratings between students.

**Item 2: FOLLOW-UP CONSULTATION**

a) naming previous complaints, requests for help and management plan  
b) asking about adherence to management plan  
c) asking about the course of the complaint

In a follow-up consultation the student makes the connection with the previous consultation by naming the previous complaints, requests for help and arrangements made. The student also finds out whether the patient has complied with the agreed management plan. The student also asks about the course of the complaint and the effect of the treatment or management strategy.

**Comments:**  
A follow-up consultation is a sequel to a previous consultation with the same student about the same subject within the same illness episode. If one of these aspects is missing n.a. (not applicable) should be circled. Unless the context clearly shows otherwise, it should be assumed that the same student is involved. When the student summarizes issues from a previous consultation, for instance by reading from the record, the issues mentioned are rated here. The summarization as such is not rated, because summarization applies to issues of the present consultation that the patient has brought up (see definition in chapter 3).

**Item 3: REQUEST FOR HELP**

a) naming requests for help, wishes or expectations  
b) naming reasons that prompted the patient to come now  
c) completing exploring request for help

The student names the patient's requests for help, wishes or expectations. In addition the student names the reason the patient states why he came for the visit. The student completes the request for help by checking whether all patient's questions, wishes or expectations have been addressed.

**Comments:**  
For more details see the definition of request for help under "definitions of concepts". This item pertains to the content of request for help, i.e. to what extent the student demonstrates that he has fully heard and acknowledged what the patient wants to say. When the student limits the request for help to asking questions and fails to rephrase the patient's responses, the rating is "0" on the first two aspects of this item.

The questions themselves and their quality are rated in item 8 (exploration).

"Naming requests for help" and "reasons that prompted the patient to come now" does not apply to suggestions made by the student that were not first expressed by the patient. For instance, the following would not result in a rating: student: "You want this symptom cleared up?"; patient: "Well, what I really want to
know is whether it is serious.” The important thing is that the student rephrases a topic that the patient has brought up. This type of question that includes a suggestion by the student can be rated as a suggestive way of exploring in item 8 (exploration).

Completion of request for help and the reason for presenting now can be inferred from the patient’s affirmative response to a question like: “So the main thing was... and you expect me to... Is that really everything you want?” This criterion has been added because students, if they pay any attention to request for help at all, tend to be easily satisfied when they clarify one request for help and do not ask for any further requests. Exploration of request for help can occur or continue during any phases of the consultation. For instance, the student may ask the patient about his expectations regarding the management plan. It follows that this item can be rated during any phase of the consultation provided the student actually names requests for help, wishes or expectations. Naming the request for help is rated in this item: exploration should be rated in item 8 (exploration).

Item 4: PHYSICAL EXAMINATION

a) instructions to the patient
b) explanation of what is being done
c) treating the patient with care and respect

The student tells the patient before he performs the physical examination where it will take place, which parts of the body should be uncovered and what the patient should do (lie, sit, etc.).

The student explains what the examination entails and explains his further actions during the examination if necessary.

The student treats the patient with care and respect. He anticipates the patient’s reactions to the examination, e.g. pain, and addresses them. When no physical examination is performed, either indicated or not, “n.a.” should be circled.

When, for any reason, no physical examination is performed, n.a. should be circled.

Comments:
Observers should not rate the medical aspects of the physical examination here, since this is rated in item 12. The assessment that the examination will be performed is rated in item 10. Explanation of what is being done is limited to explaining what the student is doing not why it is being done. It does not include giving reasons or arguments why the examination is performed. With examinations that are more complicated, take more time or are more invasive the student may explain his further actions during the examination. With a limited examination, such as auscultation or measuring blood pressure it is enough to explain the procedure before the examination is performed.

Item 5: DIAGNOSIS

a) naming findings and diagnosis/hypothesis
b) naming cause or the relation between findings and diagnosis

c) naming prognosis or expected course
d) asking for the patient’s response

The student names the main findings from the history and physical examination, followed by a diagnosis or working hypothesis. In addition the student tells about the causes of the complaint or disorder, or the connection between findings and diagnosis.

The student gives a concrete indication of the seriousness, the expected duration of the complaint and the course, with or without treatment.

Finally, the student asks the patient to give his reaction to the findings, diagnosis, prognosis etc.

Comments:
The diagnosis may also involve negative findings, such as “I cannot find anything unusual.” A preliminary diagnosis is also rated when the student says that he is not able to draw any definite conclusions or when the diagnosis is formulated negatively, such as “It is definitely not a hernia.” Naming causes or the relation between findings and causes is rated regardless of the way in which the student does so.

When a student names a finding, diagnosis, cause, etc. in response to a question by the patient, the item is rated unless it is evident that the student would not have named it without being prompted. An example of the latter would be when the patient asks on leaving: “How long will it take?” When “asking for the patient’s response”, one question is enough for the behavior to be rated. The quality of the question and further exploration is rated in item 8 (exploration).

The content of the “diagnosis” phase should be disregarded. Comment is rated in item 16.

Item 6: MANAGEMENT

a) shared decision making, discussing alternatives, risks and benefits
b) discussing feasibility and adherence
c) determining who will do what and when
d) asking for patient’s response

The student discusses the management strategy by letting the patient have his say by asking the patient’s opinion or by making an inviting pause. The risks and benefits of the proposed management strategy are also discussed. Depending on the nature of the complaint the student may need to discuss alternatives or indicate that there are no alternatives. The risks and benefits of
the proposed management strategy and any alternative strategies are also discussed.

The student talks about the feasibility of the proposed strategy taking into account the patient's possibilities and the student verifies if and to what extent the patient will adhere to the proposed management strategy.

The student makes concrete arrangements about further medical actions (who, what, when).

Finally, the student asks about the patient's reactions to the proposed course of action and arrangements.

Comments:
The patient's reaction as such is irrelevant. It is not important whether the patient reacts to the explanation of the risks and benefits or does not choose between alternatives offered by the student or leaves the decision to the student. The item is concerned with the invitation by the student, not with the patient's reaction. As with all other items the observer is only concerned with the student's behaviour in carrying out each of the subitems.

When the student carries out a subitem in response to a patient question, it is rated, unless it is evident that the student would definitely not have mentioned it otherwise, for instance when the patient asks on leaving: "Do I have to come again?"

In eliciting the patient's response to the management plan one question suffices. The quality of the question and any further explorations are rated in item 8 (exploration).

The medical content of the "management" phase should be disregarded. It is rated in item 17.

**Item 7: EVALUATION OF CONSULTATION**

a) general question

b) responding to request for help

c) perspective for the time being

At the end of the consultation the student asks a general question about what the patient thinks or feels at this moment. The question need not concern any specific aspect of the consultation.

At the end of the consultation the student checks whether the patient's requests for help have been adequately addressed.

The student checks whether the patient has been offered perspective for the time being.

Comments:

Evaluation of consultation can be rated on the basis of a general question that the student asks at the end of the consultation ("All right?", "Do you agree?", "Are you satisfied?") even though the student may not have intended this as an evaluation. Such questions often refer to what was discussed last, generally management and the arrangements made. In those cases the question is rated either in item 6 (management) or here.

Evaluation of the student's response to the request for help will depend on whether the student explicitly refers to the request for help. This may mean that the student refers to "your questions" or, preferably, actually names the requests for help.

**Section 2: GENERAL COMMUNICATION SKILLS**

**Item 8: EXPLORATION**

a) exploring requests for help, wishes or expectations

b) exploring patient's response to information given

c) within patient's frame of reference

d) responding to nonverbal behaviour and cues

The student explores the patient's requests for help, wishes or expectations by asking questions. This should be done in an inviting manner.

The student explores the patient's reaction to the information given. This applies in particular to the phases "diagnosis" and "management". Exploration takes place within the patient's frame of reference.

While exploring the student responds to nonverbal behaviour and cues.

Comments:

This item measures the quality of the questions asked by the student to clarify the patient's perceptions of his complaints. These perceptions are an important part in patients' requests for help, wishes and expectations, and also in the way patients react to information given by the student. In item 3 (request for help) only naming the requests for help, wishes and expectations is rated. Items 5 (diagnosis) and 6 (management) rate only whether the student asks the patient's response, not how this is done.

A prerequisite for exploration is that the student creates an inviting, open and safe climate for the patient. If he succeeds in doing so, open-ended questions are the best approach to exploration. However, sometimes the student may find he should ask only closed-ended questions. Thus it is not important what type of question (open or closed) is used, but rather whether the questions and the student's attitude are inviting.

Since this item concerns the exploration of the patient's perceptions, the student should ask
questions within the patient's frame of reference. Asking this type of question is by no means easy and the student may tend to ask questions from his own perspective. This is not prohibited, but it does not contribute to the rating. The student who best succeeds in keeping his questions within the patient's frame of reference will obtain the highest ratings on this item. Exploration can be required at any phase of the consultation, but it is most appropriate during request for help, diagnosis and management. During these phases the observer should be on the alert for rating exploration as well as the items concerned (3, 5 and 6).

Exploration should be relevant within the context of the complaint or the student should explain the relevance of the question to the complaint. For example, a student may explore personal or psychosocial conditions within the patient's frame of reference, even though the patient did not present these as complaints nor has any idea why the student explores these issues.

For further comments see also the definitions of exploration and frame of reference.

**Item 9: EMOIONS**

- a) asking about/ exploring feelings
- b) reflecting feelings (including nature and intensity)
- c) sufficiently throughout the entire consultation

The student asks about the patient's feelings or he asks questions when the patient shows emotions. The student reflects the feelings that the patient shows and expresses appropriately, with respect to both their nature and intensity. The student pays attention to the feelings throughout the consultation by asking questions and reflecting feelings sufficiently and with an appropriate balance of time, i.e. not too much and not too little.

**Comments:**

See for further explanation the definition of reflection of feelings under "definitions of concepts". This item does not measure whether the interaction can be qualified as "cold" or "warm", or whether the patient is emotional or the student empathetic. The student's behaviors in this regard are often nonverbal and are rated in the item empathy (item 13). In rating this item "emotions" observers should rate how well the student responds verbally to patient emotions. Feelings and reflection of feelings concern the patient's feelings and emotional responses related to the complaint. Observers should not include the feelings of pain or discomfort associated with the complaint. These feelings are usually addressed during history-taking. It goes without saying that the item is not about the student's feelings; students often reflect patient emotions in summarizations, which makes it difficult to observers to identify these as reflections of feelings. Nevertheless they should be rated separately from summarizations as reflections of feelings in this item.

**Item 10: INFORMATION GIVING**

- a) announcing, categorizing
- b) in small quantities, concrete explanations
- c) understandable language
- d) asking whether the patient understands

The student announces to the patient that he is going to give information about a subject and explains which categories will be dealt with. The information is given in small quantities and the student explains details concretely. The student uses language that is easy to understand for this particular patient. The student checks whether the patient has understood the information by asking questions.

**Comments:**

Example of an announcement: "I will tell you something about what I have found".

Example of categorizing: "First I am going to tell you what I have found, then I will explain what I think is going on and finally I will explain what I think should be done about it. Now, first of all..."

"Small quantities" implies that the student does not give too much information at once. He can do this by pausing between pieces of information to give the patient the chance to absorb the information or to ask for clarification.

Students rarely announce that they are going to give information or state the categories of information they are going to give. They also rarely ask whether the patient has understood the information ("What do you think?", "Do you understand what I am saying?"). Observers should be aware of this, since it affects the rating. Information giving only applies to the phases "diagnosis" and "management". During these phases the observer should be especially alert and rate also the subject of the information (items 5 and 6) and the medical content (items 16 and 17), as well as this item 10 itself.

**Item 11: SUMMARIZATIONS**

- a) content is correct, complete
- b) concise, rephrased
- c) checking
- d) sufficiently throughout the entire consultation

The student demonstrates throughout the consultation that he has heard what the patient has to say through sufficient and well-balanced summarizations, phrases concisely, in his own words, contentwise correct, and he offers the patient room to respond (pause).
questioning information, asking questions).

**Comments:**
See for further explanation the definition of summarization under definitions of concepts. The rating "excellent" can only be given when summations are integrated in the whole consultation in a well-balanced manner and when they are of good quality.

Summations of a previous consultation that occur in a follow-up consultation, should not be rated here. A summation refers exclusively to what has been discussed in the present consultation (see definition).

**Item 12: STRUCTURING**

a) logical sequence of phases
b) balanced division of time
c) announcing (history-taking, examination, other phases)

The student gives guidance to the consultation by ordering phases in a logical way, consecutively: introduction, follow-up consultation, request for help, history, physical examination, diagnosis, management and evaluation.

The student also divides his time between the phases used in a well-balanced way and, if necessary, intervenes to cut the story of a very talkative patient short. The student brings structure to the consultation by announcing the phases used.

**Comments:**
When the student leaves out a particular phase of the consultation, this should not negatively influence the rating, because "balanced division of time" applies only to the phases used.

With a very talkative patient it may be necessary and effective to interrupt the patient. If the student is too wordy and as a result this runs out of time, time will no longer be distributed in a well-balanced manner over the different phases of the consultation. The student may do a part of the history during the physical examination provided he does so in an orderly manner. The "management" phase must follow the "diagnosis" phase.

**Item 13: EMpathy**

a) concerned, inviting and sincerely empathetic in intonation, gesture and eye contact
b) expressing empathy in brief verbal responses

The student expresses empathy in brief verbal responses.

**Comments:**
Empathy refers to concern and sympathy. It comprises verbal and nonverbal aspects.

Nonverbal expressions of empathy are observed when the student displays a clearly patient-centered attitude and speaks in a tone of voice that shows real empathy and is supported by appropriate gestures and eye contact.

All nonverbal expressions of empathy are rated in this item.

Verbal expressions of empathy are seen in behaviour that is partly: rated in other items, for instance treating the patient with care and respect (item 4), exploring requests for help, wishes and expectations (item 8) and asking about / exploring feelings, and reflecting feelings (item 9). Verbal responses that are to be rated in this item 12 are those when the student briefly repeats what the patient has said to indicate that he is listening or short responses like "ah huh" or "mm", to show that he is listening or to encourage the patient to go on. Short expressions like "oh really?" or "that’s awful", which are clearly intended to show sympathy are also rated in this item.

Other evidence of empathy:
- not interrupting the patient without good reason
- conducting the conversation in a quiet environment by avoiding unnecessary interruptions (telephone conversations, people coming and going)
- avoiding awkward silences
- not starting a lengthy conversation when the patient is undressed or is undressing.

Empathy should be evident from the student’s behaviour. Empathy cannot be inferred from the fact that the patient appears to feel at ease.

In rating empathy a variety of behaviours should be considered: verbalisations, imitation (calm, inviting) and posture (directed toward the patient, eye contact while speaking, the student’s gestures in greeting the patient and when the patient is leaving). It will be clear that the observer should not only listen, but also watch carefully.

In observing a videotaped consultation eye contact could be difficult to judge. In this case it should suffice that the student’s body and head are turned toward the patient and that the student is not writing, typing on the computer etc. while talking to the patient.

Leniency in management aspects is not a sign of empathy and its consequences should be rated in item 17 (management).
Section 3: MEDICAL ASPECTS

The items in this section (item 14-17) are intended for rating the medical content of the consultation. Items 1-13 concern communication skills, items 14-17 are related to what the student says and does as a medical professional. It is the student’s medical competence that is being rated, both quantitatively and qualitatively. Does the student ask the right questions and is the number of questions adequate? Is the physical examination appropriate? Does the student explain his findings to the patient adequately and accurately? Is the management plan in line with professional guidelines?

The comments in this chapter were written with Dutch GPs in mind, since they are currently the main group of users. If the need arises, the comments have to be adapted to other groups of users.

When the observer's professional organisation or medical society has published guidelines for specific diseases or complaints, consultations involving diseases should be rated in accordance with these guidelines. Consultations involving diseases for which no guidelines have been published should be rated in accordance with the prevailing professional standard. In these cases the rating is more difficult to assess.

Unlike the items on communication skills, the items on medical aspects lack subitems. This is due to the uniqueness of a case, i.e., what is obligatory in one case, like asking a specific question during history taking, the physical examination or the management strategy, may be completely irrelevant in another one. The subitems in the MAAS-GLOBAL are applicable to all cases. Another reason why no subitems are included is that some concepts in medicine are not firmly grounded in evidence or clearly defined. This applies for instance to the “psychosocial history”, “asking questions about psychosocial aspects”, “attention to psychosocial consequences”. Furthermore, these aspects are not relevant for all cases, although opinions about this may differ. For these reasons items on medical content have no subitems and are presented only with a list of aspects that may be rated.

When consultations are rated with a view to feedback and educational purposes, it is advisable to note the medical aspects that have strongly affected the rating under other feedback. For instance in the history, “the distribution of attention over somatic, psychological and social aspects was well-balanced” or regarding management, “drug therapy not indicated according to the guideline”.

Item 14: HISTORY-TAKING

This item can be used to rate somatic history and psychosocial history, if applicable.

Rate according to professional guidelines if they are available. Otherwise rate to the best of your ability.

Comments:
If a psychosocial history is appropriate, but not obtained, the rating should be lower, regardless of the quality of the somatic history.

Item 15: PHYSICAL EXAMINATION

This item can be used to rate if applicable:
- physical examination by the student
- additional tests done by the student during the consultation
Rate according to professional guidelines if they are available. Otherwise rate to the best of your ability.

Comments:
Physical examination consists of the examination and additional investigations carried out during the consultation. Additional investigations that are planned after the consultation are rated under "management" (item 17). Physical examination that is not recommended in the guidelines is considered superfluous and should result in a lower rating.
If data obtained in the history or in previous consultations indicate that a physical examination is not necessary, raters should circle “n.a.”.

Item 16: DIAGNOSIS

This item can be used to rate diagnosis or working hypothesis.
Rate according to professional guidelines if they are available. Otherwise rate to the best of your ability.

Comments:
The observer rates the medical quality of the "diagnosis" phase using the information that the student gives to the patient. This concerns the phase when the student makes his diagnosis. The student decides which diagnosis or working hypothesis to use on the basis of the findings from the history and the physical examination, or he decides that he does not know. All this takes place inside the student’s head and it is only shown to the observer and the patient when the student tells his findings, considerations, diagnosis, causes, prognosis and expected course of disease. This item is concerned with the medical content of the diagnosis.
**Item 17: MANAGEMENT**

For this item observers should rate the following aspects if applicable:
- wait and see
- education
- treatment
- medication
- additional tests
- referral

Rate according to professional guidelines if they are available. Otherwise rate to the best of your ability.

**Comments:**

Medication and other treatment strategies fall under “management.” When appropriate, education is also a part of “management.” Any referrals and additional tests are included in the rating. If referral is indicated by consulting guidelines, this will lead to a higher rating. An inappropriate referral, i.e., referring the patient when this is not indicated, leads to a lower rating.

The patient’s contribution may affect the choice of management strategy. The observer should take this into account when the student deviates from the management proposed in guidelines. If the student allows interpersonal factors to interfere with his adherence to consensus in management decisions, such as in cases where the student tries to avoid a conflict with the patient, this should have a negative effect on the rating.
# Maas-Global Calibration Checklist

## SECTION 1: COMMUNICATION SKILLS FOR EACH SEPARATE PHASE

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>INTRODUCTION</td>
<td>5</td>
</tr>
<tr>
<td>a</td>
<td>giving the patient room to tell his story</td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>general orientation on the reason for visit</td>
<td>b</td>
</tr>
<tr>
<td>c</td>
<td>asking about other reasons for visit</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>FOLLOW-UP CONSULTATION</td>
<td>c</td>
</tr>
<tr>
<td>a</td>
<td>naming previous complaints, requests for help and management plan</td>
<td>d</td>
</tr>
<tr>
<td>b</td>
<td>asking about adherence to management plan</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>asking about the course of the complaint</td>
<td>a</td>
</tr>
<tr>
<td>3</td>
<td>REQUEST FOR HELP</td>
<td>b</td>
</tr>
<tr>
<td>a</td>
<td>naming requests for help, wishes or expectations</td>
<td>c</td>
</tr>
<tr>
<td>b</td>
<td>naming reasons that prompted the patient to come now</td>
<td>d</td>
</tr>
<tr>
<td>c</td>
<td>completing exploring request for help</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>PHYSICAL EXAMINATION</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>instructions to the patient</td>
<td>7</td>
</tr>
<tr>
<td>b</td>
<td>explanation of what is being done</td>
<td>a</td>
</tr>
<tr>
<td>c</td>
<td>treating the patient with care and respect</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c</td>
</tr>
</tbody>
</table>

## SECTION 2: GENERAL COMMUNICATION SKILLS

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>EXPLORATION</td>
<td>11</td>
</tr>
<tr>
<td>a</td>
<td>exploring requests for help, wishes or expectations</td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>exploring patient's response to information given</td>
<td>b</td>
</tr>
<tr>
<td>c</td>
<td>within patient's frame of reference</td>
<td>c</td>
</tr>
<tr>
<td>d</td>
<td>responding to non-verbal behavior and cues</td>
<td>d</td>
</tr>
<tr>
<td>9</td>
<td>EMOTIONS</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>asking about or exploring feelings</td>
<td>12</td>
</tr>
<tr>
<td>b</td>
<td>reflecting feelings (including nature and intensity)</td>
<td>a</td>
</tr>
<tr>
<td>c</td>
<td>sufficiently throughout the entire consultation</td>
<td>b</td>
</tr>
<tr>
<td>10</td>
<td>INFORMATION GIVING</td>
<td>c</td>
</tr>
<tr>
<td>a</td>
<td>announcing, categorizing</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>in small quantities, concrete explanations</td>
<td>a</td>
</tr>
<tr>
<td>c</td>
<td>understandable language</td>
<td>b</td>
</tr>
<tr>
<td>d</td>
<td>asking whether the patient understands</td>
<td></td>
</tr>
</tbody>
</table>

## SECTION 3: MEDICAL ASPECTS

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>HISTORY TAKING</td>
<td>16</td>
</tr>
<tr>
<td>15</td>
<td>PHYSICAL EXAMINATION</td>
<td>17</td>
</tr>
</tbody>
</table>
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Re. Ethics Application: Untidy the Rubber Band: Comparison of Communication Skills Outcome in OSCEs

I write to you regarding the above proposal which was submitted for Ethical review. Having reviewed your response to my letter, I am pleased to inform you that your proposal has been granted APPROVAL.

All NUI Galway Research Ethics Committee approval is given subject to the Principal Investigator submitting annual and final statements of compliance. The first statement is due on or before 30th November 2015. Please see section 7 of the REC’s Standard Operating Procedures for further details which also includes other instances where you are required to report to the REC.

Yours Sincerely

Allya Fives

Chair, Research Ethics Committee