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Abstract. This paper proposes a collaborative methodology for developing semantic data models. The proposed methodology for the semantic model development follows a “meet-in-the-middle” approach. On the one hand, the concepts emerged in a bottom-up fashion from analyzing the domain and interviewing the domain experts regarding their data needs. On the other hand, it followed a top-down approach whereby existing ontologies, vocabularies and data models were analyzed and integrated with the model. The identified elements were then fed to a multiphase abstraction exercise in order to get the concepts of the model. The derived model is also evaluated and validated by domain experts. The methodology is applied on the creation of the Cancer Chemoprevention semantic model that formally defines the fundamental entities used for annotating and describing inter-connected cancer chemoprevention related data and knowledge resources on the Web. This model is meant to offer a single point of reference for biomedical researchers to search, retrieve and annotate linked cancer chemoprevention related data and web resources. The model covers four areas related to Cancer Chemoprevention: i) concepts from the literature that refer to cancer chemoprevention, ii) facts and resources relevant for cancer prevention, iii) collections of experimental data, procedures and protocols and iv) concepts to facilitate the representation of results related to virtual screening of chemopreventive agents.
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1. Introduction and motivation

In all scientific areas there exists an increasing amount of information available to assimilate. In some fields, such as biology, this increase is even more obvious because of the high-throughput lab techniques and electronic publishing technologies used. The result is that science increasingly depends on computers to store, access, integrate, and analyze data. In order to exploit the power of semantic web and linked-data technologies the knowledge has to be formalized. The first step in formalizing knowledge is to define an explicit data model.

In ontology engineering literature there exist many methodologies for creating ontologies and semantic data models (e.g. [1], [2]), which are mainly based on competency questions to determine the domain and
scope of the ontology. This approach lacks interaction during ontology development with the end-users of the ontology so increasing the risk of coming up with a well-formed ontology that may be not practically usable by the end-users.

In order to face this challenge, input and feedback of the end-users of the ontology is required, not just after the ontology creation but also at all the intermediate steps followed from the specification of the ontology scope to the final result. For this reason there is a need for a new collaborative methodology for ontology and semantic data model development that heavily relies on user feedback, not only at the specification of the semantic model scope, but at all the methodology steps.

This paper proposes such a collaborative methodology for developing semantic data models. In order to clarify the proposed methodology we employed it for building a cancer chemoprevention semantic model (CanCo). Cancer chemoprevention is defined as the use of natural, synthetic, or biologic chemical agents to reverse, suppress, or prevent the carcinogenic progression to invasive cancer [3, 4]. It is considered as one of the most promising areas in current cancer research [5].

The challenges encountered were related to determining the scope of the semantic model and creating a model practically usable by the biomedical researchers.

As part of this work, we have analyzed approximately 70 biomedical data sources (vocabularies, ontologies, linked datasets and reference data) found in the literature but they are generic enough and do not fully cover the peculiarities of the cancer chemoprevention domain. For example, the Experimental Factor Ontology (EFO) [6] and the Ontology for Biomedical Investigations (OBI) [7] cover aspects related to the biomedical experiments, but they do not connect the experiments to cancer chemoprevention processes. Moreover, the Gene Ontology (GO) [8] and BioPax [9] aim at standardizing the representation of genes and pathways respectively, but they do not relate them with the action of a chemopreventive agent. Therefore, there is lack of an ontological model clearly designed for specifically targeting the Cancer Chemoprevention domain.

Data relevant to cancer chemoprevention is typically spread across a very large number of heterogeneous data sources, including ontologies, knowledge bases, linked datasets, databases with experimental results and publications. The Cancer Chemoprevention semantic model unifies all these data and works as a "glue" between them allowing the querying of data across sources with a single search (by linking the existing Life Sciences LOD Cloud) and the annotation of data (experimental data and publications) related to cancer chemoprevention (Fig. 1).

The remainder of this paper is organized as follows. Section 2 presents the related work on methodologies for ontology development. Section 3 introduces the collaborative methodology for developing semantic models. Section 4 presents the CanCo showcase that demonstrates the proposed methodology. Finally, in Section 0 we conclude the paper and discuss future research directions.

![Fig. 1 The role of the Cancer Chemoprevention semantic model](image)

2. Related work

This section reviews existing methodologies for ontology development. Grüninger and Fox [10] proposed an ontology design and evaluation methodology while developing the TOVE (Toronto Virtual Enterprise) project ontology. They use motivating scenarios and a set of natural language questions that the ontology needs to be able to answer. These questions are called competency questions and are used to determine the scope of the ontology, to extract the main concepts of the ontology and to evaluate the ontology.

Uschold and King [11] propose a methodology for development of ontologies that comprise of four phases. The first step is the definition of the purpose and scope of the ontology, the second steps is the conceptualisation/building/integration of the ontol-
ogy. For the conceptualisation they use the middle-out approach since it allows the identification of the primary concepts of the ontology. The third step is the evaluation of the developed ontology by comparing its output to its purpose and scope. The final step is the documentation of the ontology’s classes and properties. This methodology defines well-grounded steps for an ontology creation but lacks interaction with the end users of the ontology.

Öhgren and Sandkuhl [12] define a similar methodology focusing on the reuse of fragments of existing ontologies and at instruction-like definition of all steps of the development process. In this methodology there is also no active involvement of the ontology’s end-users.

METHONTOLOGY [1] consists of six steps: i) the ontology specification that determines the scope and granularity of the ontology, ii) the knowledge acquisition, iii) the conceptualization where the concepts of the ontology are collected, iv) the integration of existing ontologies, v) the implementation of the ontology and vi) the evaluation. In METHONTOLOGY the end-users are involved at the knowledge acquisition phase (e.g. brainstorming, interviews) but they are not actively involved throughout the development process by contributing or providing feedback.

Li et al. [13] propose a similar in spirit methodology that is assisted by a semi-automatic acquisition tool.

A scenario-based methodology is proposed by NeOn [14, 15]. This methodology supports the collaborative aspects of ontology development and reuse, as well as the dynamic evolution of ontology networks in distributed environments. In these scenarios end-users are actively involved.

On-To-Knowledge [16] focuses on a process-oriented methodology for developing ontology-based knowledge management systems. It introduces two orthogonal processes with feedback loops, the Knowledge Processes that circles around the usage of ontologies and the Knowledge Meta Processes that guides their initial set up.

A methodology that support collaborative ontology development is DILIGENT [17]. It proposes a distributed setting to engineer and create ontologies by domain experts with the help of a fine-grained methodological approach based on Rhetorical Structure Theory.

Finally, Villazón-Terrazas et al. [18] proposes a set of methodological guidelines on how to publish data as Linked Data. These guidelines focus more on the reuse (complete or partial) of existing linked-data sources, and no focus is given to the collaborative design of an ontology.

In summary, most of the current ontology development methodologies adopt a workflow of specification, conceptualization, implementation and evaluation but they lack collaboration and actively involvement of the end-users. Only NeOn and DILIGENT involve the end-users, but they do not focus on the collaborative aspect of ontology development. DILIGENT focuses on the distributed setting of the development while NeOn focuses on scenarios for ontology development and provides a planning for each particular case (this plan includes concrete steps to be followed).

3. A collaborative methodology for semantic model development

The methodology proposed by this paper builds upon the methodologies and guidelines discussed in the related work. The focus of the methodology is on the collaborative development of an ontology by defining concrete steps to be followed. The novel part of the approach is the active engagement of the domain experts during the actual development of the model (specification and conceptualization) and not just their limited involvement in the model evaluation.

The methodology is more “dedicated” to Health Care Life Sciences ontologies and adopts a “meet-in-the-middle” approach where concepts emerged both in a bottom-up (i.e. analyzing the domain and interviewing the domain experts regarding their data needs) and top-down (i.e. analyze and integrate existing ontologies, vocabularies and data models) fashion. Specifically, it comprises of the following phases: specification, top-down and bottom-up conceptualization, implementation, and evaluation (Fig. 2). The phases are discussed in detail below.

The specification of the semantic model is the first phase to be carried out. It is very critical to carefully design the specification since at this step the scope and the requirements of the semantic model are defined. Both the domain experts and the ontology engineers are involved in this phase. This facilitates the identification of the knowledge that should be represented in the semantic model, and the evaluation of the model by detecting the satisfied requirements. The outputs of the specification phase are:

- The scope of the semantic model that defines the main function that the semantic model should
have and the domain it is intended to cover. (e.g. cancer chemoprevention).
- The end-users of the semantic model, namely the actual beneficiaries of the model (e.g. biomedical researchers).
- The end-users define the way that the semantic model will be used (e.g. searching in multiple resources).
- The model requirements are formed in terms of competency questions (e.g. what is the weight of a molecule?) that have to be answered by the model.

The domain experts (who in our case also overlap with the end-users) are actively involved in all aforementioned steps. They contribute their input and feedback through brainstorming, interviews and completing questionnaires. The most effective and efficient method to contact the domain experts depends on their knowledge, demographic characteristics etc. Usually a combination of these methods produces the desired result.

The core phase during the development of the semantic model is the conceptualization. In this phase the concepts and relationships of the model are identified. We propose a “meet-in-the-middle” approach. On the one hand, relevant concepts emerge in a bottom-up fashion by analyzing the domain and the model specification. On the other hand, a top-down approach is followed through analysis of relevant existing ontologies and data models. The conceptualization steps are the following:
- Identification of the core concepts that come out from the specification phase by analyzing the scope and the requirements identified. Specifically, the core concepts are identified by manually analyzing the competence questions defined at the specification. For example, based on the competence question “what is the weight of a molecule?” the concept “molecule” is identified. These concepts act as a “seed” for the semantic model (bottom-up).
- Identification of related models and ontologies, analyze them and reuse concepts. An important part of this step is the identification of related models and ontologies that can be reused. To do so, search engines and repositories specific to the target domain should be investigated. The related models and ontologies are identified with the help of the domain experts. Once related ontologies are found, they are analyzed collaboratively with the domain experts to identify the concepts that can be reused. In order to determine the relevance of a model a set of criteria is used [14]: i) scope of the ontology, ii) purpose of the ontology, iii) functional and non-functional requirements covered. (top-down)
- Search for related terms at existing non-ontological resources. These resources contain lexicons, thesaur, taxonomies and linked datasets. A critical part of this step is the identification of these resources. A good practice is to search at registries or lists of domain specific resources (bottom-up).
- Analysis of existing raw data specific to the domain (e.g. experimental data) that will have to be annotated using the model. The analysis of this data may result in new concepts that would be practically needed by the domain experts since they reflect real world requirements (bottom-up).

At the conceptualization phase it is advised to use Ontology Design Patterns (ODPs) [19] which facilitate the modeling of recurrent scenarios and provide guidelines for incorporating this knowledge into ontologies correctly.

Fig. 2 A Collaborative methodology for building ontologies. Domain experts and ontology engineers collaborate in the specification, conceptualization and evaluation phases. The methodology phases flow from top to down.

The output of the conceptualization phase is a data model comprising of all identified concepts and rela-
tionships in a human-readable form (e.g. class diagram).

At the **implementation** phase the conceptual model is transformed into a computable model using an ontology language. An important decision to be taken is the implementation language to be used (e.g. OWL, RDF, RDFS). The language should cover the peculiarities of the model but must not be too complex by adding redundant complexity. Two activities have to be accomplished during the implementation:

- **The alignment** with other models and ontologies. This allows the definition of relationships between semantic models by identifying the matching concepts (i.e. have the same or similar meaning), thus enabling their interoperability. The semantic models to be used for the alignment are those detected at the conceptualization phase. Another key point is the language and property used to define the alignments (e.g. owl:sameAs, skos:closeMatch).

- **The re-use of upper ontologies**, where the model’s concepts are mapped to concepts of an upper (top-level) ontology thus aiding the semantic integration across ontologies which are accessible "under" this upper ontology. The key here is the selection of the most appropriate upper ontology and the correct mapping of the model’s concepts to the upper ontology concepts.

At the **evaluation** phase, we check if the developed semantic model fulfils the requirements defined in the specification phase (e.g. Does the model cover the end-uses? Does the model answer the competency questions?). Moreover we ensure that the model satisfies specific criteria, like the ones proposed for the evaluation of semantic models by existing methodologies [20-22]:

- **Lexicon & vocabulary.** Emphasizes the handling of concepts and the vocabulary used.

- **Hierarchy, Taxonomy.** Emphasizes taxonomic relations (is-a relations).

- **Semantic relations.** Evaluates other relations, which are not taxonomic relations.

- **Context or application.** Evaluates ontologies in their context of use/application.

- **Syntax.** Evaluates model conformity to syntactical requirements of formal language.

- **Structure and architecture.** Evaluates model conformity to predefined structural requirements.

Various methodologies for the evaluation of ontologies have been considered in the literature [23-26] depending on what kinds of ontologies are evaluated and for what purpose. The evaluation methodologies considered are the following:

- **Golden standard** [23]. Syntactic comparison between an ontology and a standard, which may be another ontology.

- **Application-based** [24]. Use of an ontology in an application followed by evaluation of the results.

- **Data or corpus driven** [25]. Comparison with a data source covered by the ontology.

- **Human assessment** [26]. Evaluation conducted by people based on criteria, like the ones presented in the previous paragraph, and patterns (e.g. use a class equivalence pattern to evaluate the equivalence relations defined at the ontology.)

The selection of the most appropriate evaluation methodology depends on the ontology/model that is evaluated, its intended uses and end-users. In the Evaluation phase the active involvement of the domain experts is required in order to guarantee that the resulting model does cover their needs. The output of the evaluation is used as feedback to the conceptualization phase in order to improve the model.

### 4. Case study: Developing the Cancer Chemoprevention semantic model

In this section we apply our methodology to create the Cancer Chemoprevention semantic model (CanCo). CanCo is one of the cornerstones of the GRANATUM project [27] that aims at bridging the information gap among biomedical researchers by offering homogenized access to resources needed to perform cancer chemoprevention experiments. In this context, CanCo is used in order to link the existing Life Sciences LOD Cloud by associating the concepts detected at the LOD Cloud with the concepts of CanCo [28]. This way the users are able to search across different data sources in a homogenized way by expressing their queries in CanCo terms.

#### 4.1. Model Specification

As already stated in the Introduction, there is a need for a semantic model for Cancer Chemoprevention, because of the genericity of existing models and ontologies, which do not fully cover the peculiarities of the cancer chemoprevention domain.
The **end-users** of the model, which will be actually benefited from using it, are biomedical researchers, biologists and bioinformaticians. Representatives from these fields were actively involved in the model specification.

In order to define the **scope** of the model a questionnaire has been created and distributed aiming to collect the needs and expectations of the biomedical researchers. The questionnaire (available online at [http://bit.ly/fZLh5K](http://bit.ly/fZLh5K)) contains 18 questions related to the kind of data the biomedical researchers use, problems faced when searching for data in different sources or when collaborating with other biomedical researchers etc. An extensive discussion on the questionnaire results has been conducted during a requirements collection workshop, where seven biomedical researchers and two ontology engineers participated.

As a result of the previous exercise, four main areas (Fig. 3) have been identified describing different aspects of cancer chemoprevention:

- The **Cancer chemoprevention** area enables the semantic annotation and representation of cancer chemoprevention related data and resources that define the main components of the chemoprevention procedure.
- The **Experimental representation** area facilitates the semantic annotation and representation of experimental data, procedures and protocols followed in order to identify and examine chemopreventive agents.
- The **Virtual screening** area facilitates the representation of data related to the execution of cancer chemoprevention experiments through computer simulation.
- The **Literature representation** area enables the semantic annotation and processing of scientific papers in online libraries related to cancer chemoprevention.

![Fig. 3 Scope of the Cancer Chemoprevention semantic model](image)

A set of four usage scenarios were co-designed with the biomedical experts [29]. The usage scenarios focus on the difficulties faced by biomedical researchers when evolving chemoprevention clinical trials design and planning, accelerate the conduction of the trials and improve the quality of the expected outcomes.

Based on the usage scenarios the **end-uses** of the model were defined. The users stated that the large amount of heterogeneous data sources related to cancer chemoprevention makes the search among them a cumbersome task. Moreover, there is a need to annotate experimental data and publications in order to be able to share and search for them. CanCo is used in order to facilitate the annotation of experimental data and publications related to cancer chemoprevention and unify the heterogeneous data sources allowing the query across them, using a common vocabulary (Fig. 1).

Throughout the specification phase (**i.e.** definition of end-users, end-uses, scope) the **model requirements** are formulated as competency questions. A total of 26 competency questions were created, most of them related to the function and characteristics of a chemopreventive agent, such as:

- What is the weight of a chemopreventive agent?
- In which pathways does a chemopreventive agent participate?
- Which are the natural and synthetic sources of a chemopreventive agent?
- In which assays is a chemopreventive agent examined?
- In which publications is a chemopreventive agent referenced?
- What does an experiment measure?
- Which is the process of an in-silico experiment?

4.2. **Model Conceptualization**

The first step of the conceptualization, as defined in the methodology, is the identification of the **core concepts** that came out of the specification and specifically the analysis of the competency questions. We manually examined the competency questions and the main concept identified is the Chemopreventive agent. This concept acts as a link between the four model areas. Other concepts identified are the pathway (where a chemopreventive agent may participate), the source (natural or synthetic) where a chemopreventive agent can be found in, the assay that may examine a chemopreventive agent and the publications that refer to an agent. These concepts act as a “seed” for the model to grow. In the next sections the top-down and bottom-up conceptualization of the model is clarified.
4.2.1. Top-down conceptualization

During the top-down conceptualization existing models (e.g., CancerGrid metamodel) and ontologies (e.g., ACGT) relevant to cancer chemoprevention were analyzed and clustered in order to identify the concepts and relationships relevant to CanCo.

In order to find these ontologies and models an extensive search, collaboratively with the domain experts, was conducted at the web and at biomedical related repositories, indicated by the biomedical researchers, such as BioPortal\(^1\) and OBO Foundry\(^2\). Our search resulted in 18 ontologies, 5 of them (i.e. BiRO [30], CiTO [31], FaBiO [32], SIOC [33] and SWAN [34]) represent concepts related to the scientific literature and discourse (see Fig. 4 Scientific discourse ontologies), such as bibliographic records, citations, references and authors. 13 of them (i.e. ACGT [35], BioPAX [9], Bistop [36], CancerGrid Metamodel [37], EFO [6], GO [8], MeSH [38], MGED [39], NCI [40], OBI [7], RxNorm [41], UMLS [42], ISA [43] ) are from the biomedical domain and represent concepts related to cancer chemoprevention, experimental representation and virtual screening (see Fig. 4 biomedical ontologies).

The analysis of existing models and ontologies comprised a multiphase iterative abstraction exercise, where their concepts were reviewed and compared with the core concepts identified at the specification phase. For example, one of the “seed” concepts is the Assay. This concept exists in the ISA framework which is based on three main concepts namely Investigation, Study, Assay. We then used the Investigation and Study concepts to extend CanCo.

The concepts of the ontologies and models were manually grouped in clusters with high similarity (only concepts related to cancer chemoprevention were encountered). In order to detect the similarity between concepts we checked their definition, name and synonyms. This means that the elements of a specific cluster were conceptually/semantically related despite differences in terminology (i.e. names). Then one representative concept from each cluster was extracted manually. For example, a cluster contains the concepts “clinical trial protocol”, “protocol”, “experiment design protocol”, “study design”, “trial protocol”, “experimental design” and as a representative concept is selected the Protocol.

The biomedical researchers were actively involved in the top-down conceptualization by detecting concepts relevant to cancer chemoprevention and by supporting the grouping of the detected concepts in clusters with high similarity.

4.2.2. Bottom-up conceptualization

The bottom-up construction of the model identifies concepts based on existing linked datasets and experimental results that are relevant to cancer chemoprevention. More specifically, during the bottom-up conceptualization the following steps are followed:

- Analysis of publicly available datasets in the Linked Open Data Cloud tagged with “lifesciences” and/or “healthcare”.
- Analysis of results obtained from cancer chemoprevention experiments that can be annotated with the CanCo semantic model.

The analysis of the publicly available linked datasets was based either on the data provided through the SPARQL endpoints of each dataset or through the searching mechanism provided by their Web site.

---

\(^1\) http://bioportal.bioontology.org/

\(^2\) http://www.obofoundry.org/
In order to identify the linked datasets, a thorough search was conducted on the Web and in repositories containing biomedical-related SPARQL endpoints, such as BIO2RDF\(^3\) and LinkedLifeData\(^4\). A total of 55 datasets were detected. 36 of them, i.e. ChEBI\([44]\), Pubmed\([45]\), DrugBank\([46]\), KEGG\([47]\), Reactome\([48]\), UniProt\([49]\), Diseaseasome\([50]\), DailyMed\([51]\), Sider\([52]\), open-BioMed\([53]\), BioGRID\([54]\), Freebase\([54]\), HapMap\([55]\), HPRD\([56]\), HumanCYC\([57]\), IntAct\([58]\), LinkedCT\([59]\), MetaCyc\([60]\), MINT\([61]\), NeuroCommons\([62]\), PharmGKB\([63]\), NPG\([64]\), OBO\([65]\), Bio2RDF\([66]\), LinkedLifeData\([67]\), iProClass\([68]\), HomoloGene\([69]\), HGNC\([70]\), Biocarta\([71]\), INOH\([72]\), GenID\([73]\), OMIM\([74]\), SGD\([75]\), RefSeq\([76]\), MGI\([77]\) and iRefIndex\([78]\), were accessed through a SPARQL endpoint - a single SPARQL endpoint may provide access to more than one dataset - (see Fig. 4 datasets accessed through SPARQL endpoint). 19 of the datasets, i.e. PubMed Dietary Supplement Subset\([79]\), Dietary Supplements Labels Database\([80]\), ClinicalTrials\([81]\), TOXNET\([82]\), ACToR\([83]\), PubChem\([84]\), Repartoire\([85]\), CGED\([86]\), ArrayExpress\([87]\), GEO\([88]\), GenBank\([89]\), ChemSpider\([90]\), Chembase\([91]\), Sigma-Aldrich\([92]\), ChemDB\([93]\), CCAD\([94]\), Wikipathways\([95]\), ePath\([96]\) and Protein DB\([97]\), were accessed through the search mechanism available on their Web site (see Fig. 4 datasets accessed through searching mechanism).

The analysis of the linked datasets follows a two-step approach. First the elements of each dataset were reviewed, compared with the core concepts and clustered manually into semantically equivalent clusters. For each cluster, a representative concept was extracted. Moreover, representative attributes were reviewed, e.g. for the concept Molecule representative attributes are the “Formula”, “Molecular weight” and “Size” (see Fig. 5). The biomedical researchers were actively involved in the datasets analysis by detecting concepts relevant to cancer chemoprevention and by supporting the grouping of the detected concepts to clusters with high similarity. Second, an automatic analysis of the datasets is conducted. This analysis is based on the outcome (i.e. concept identified) of the first step and detects similar concepts taking into account their names, synonyms etc. A detailed description of the automatic analysis approach can be found in [28].

\(^{3}\) http://bio2rdf.org
\(^{4}\) http://linkedlifedata.com/

The experimental data analysis identified concepts by examining experimental data relevant to the cancer chemoprevention. For the experimental analysis two approaches were followed:

- Analyze experimental data provided by the biomedical researchers. For this reason we use two datasets, [98] and [99], that examine potential chemoprevention agents.
- Usually, experimental data is published in scientific publications. So, we searched through the LinkedLifeData dataset the number of Pubmed publications that mention concepts of the model. Only an approximation of the number of experimental datasets can be extracted based on this method, but it can derive the general trend. In order to achieve this, a separate SPARQL query was created for each concept. For example, the following SPARQL query counts the number of Pubmed publications that mention the concept “Chemopreventive agent” (umls-concept:C1516463).

```
Select (COUNT(?pub) as ?c)
where { ?pub rdf:type pubmed:Citation.
  ?pub lifekm:mentions umls-concept:C1516463}
```

The results of the top-down and bottom-up conceptualization are presented in Table 1, which contains all the identified concepts. For each concept the table lists the ontologies/models (top-down) and linked datasets (bottom-up) that contain the specific concept (the name they use for that concept is presented in parenthesis). Moreover, the table reports if a concept is detected as part of the collaborative process (see User. Req.) or at the Experimental Data analysis (see Exp. Data).

4.2.3. Conceptual model

The outcome of the conceptualization phase is the CanCo model (Fig. 5) that comprises 27 concepts. The following paragraphs discuss these concepts in detail.

The core concept of the Cancer chemoprevention area is the Chemopreventive agent. A Chemopreventive agent is a Natural or Synthetic substance, such as a Drug or plant product that has shown some evidence of reducing the risk of development or recurrence of a tumor formation (i.e. Cancer) [40]. A Chemopreventive agent can prevent Cancer by interfering with a biological Target (e.g. nucleic acid, lipid, protein, sugar etc.) through a Biological Mechanism (e.g. anti-metastatic, anti-
proliferative, etc.). In other words, the Biological Mechanism is the way the Chemopreventive agent affects the Target in order to “break” the series of interactions that leads to a Disease (i.e. cancer). This series of interactions is captured by the Pathway which often forms a network that biologists have found useful to group together for organizational, historic, biophysical, or other reasons. Finally, the measurement of the Toxicity of a Chemopreventive agent is important, since it may cause injury to an organism in a dose-dependent manner.

The Experimental representation area is designed based on the ISA (Investigation – Study – Assay) framework [43] to capture data related to the experimental procedure. The main concept of the Experimental area is the Study that is a collection of Assays sharing the same Protocol. During a Study, Measurements are made based on a Protocol, which defines the followed procedure. The Protocol uses a set of Experimental factors that are the variable aspects of an experiment design (e.g. cell lines, organisms, biomaterial etc.) and can be documented separately in a Published work. A Study has an Author and is part of an Investigation that is a high-level concept to link related studies with the same subject. An Assay takes as input Molecules and investigates if they have chemopreventive action. Finally, Assays can be separated into in-vivo (performed on living organisms), in-vitro (performed outside of living organisms) and in-silico (performed on computer) based on the approach used.

The Virtual screening area defines concepts related to the execution of biomedical experiments through computer simulation. A type of in-silico Assay is the Virtual Screening that refers to computational technique used in drug discovery research. Each in-silico Assay uses a Scientific Workflow that is a pipeline of connected components (in-silico tools, models) exploited to perform an in-silico experiment.

Fig. 5 The Cancer Chemoprevention model
<table>
<thead>
<tr>
<th>Concept</th>
<th>Top-down Ontology/Model</th>
<th>Linked Datasets</th>
<th>User Req.</th>
<th>Exp. data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Literature presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Published Work</td>
<td>SWAN (Book, Journal, Newspaper article, Newspaper news, Web article), CITO, BiRO, FaBiO (work)</td>
<td>PubMed, PubMed diet, sup, Neurocommon, NPG</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Research statement</td>
<td>SWAN (Research statement), FaBiO (Expression)</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Person</td>
<td>SWAN (agent), SIOC (user account)</td>
<td>PubMed, PubMed diet, Sup., NPG</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Experimental presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental factor</td>
<td>ACGT(organism, substance sample), BIOTOP (organism part), EFO(experimental factor), MGED(experimental factor), OBI(organism), NCI (organism, tissue), UMLS</td>
<td>PubChem, ArrayExpress</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Protocol</td>
<td>ACGT (clinical trial protocol), EFO (protocol), MGED (experiment design protocol), OBI (protocol, study design), CancerGrid (trial protocol), NCI (clinical trial protocol, experimental design),UMLS</td>
<td>PubChem, ArrayExpress</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Measurement</td>
<td>MGED, NCI</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Investigation</td>
<td>NCI, ISA</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Study</td>
<td>NCI, ISA</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Assay</td>
<td>NCI, MeSH, ISA, EFO</td>
<td>Clinical trials, LinkedCT, ArrayExpress, PubChem</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Virtual screening</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Virtual screening</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Scientific Workflow</td>
<td>NCI, MeSH</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Chemopreventive agent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NCI</td>
<td>LinkedLifeData, CCAD</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Toxicity</strong></td>
<td>NCI, ACGT</td>
<td>TOXNET, ACToR</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Biological Mechanism</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NCI, BIOPAX</td>
<td>IntAct, PharmKGB, Wikipathways, KEGG, Repertoire, ePath, Reactome, MetaCYC, HapMap, Protein DB</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td><strong>Pathway</strong></td>
<td>NCI, BIOPAX</td>
<td>PharmKGB, Protein DB, Repertoire, GeneBank, UniProt, GEO, CGED, SigmaAldrich, HapMap, BioGRID, HumanCYC, Open-biomed, MINT</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Target</strong></td>
<td>ACGT( biological macromolecule), BIOPAX(protein, RNA, DNA), EFO (protein, DNA, RNA), OBI(macromolecule, nucleic acid, protein), GO (nucleic acid, protein), NCI (nucleic acid, protein)</td>
<td>PharmKGB, Protein DB, Repertoire, GeneBank, UniProt, GEO, CGED, SigmaAldrich, HapMap, BioGRID, HumanCYC, Open-biomed, MINT</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Disease</strong></td>
<td>ACGT, OBI, NCI, MeSH, EFO (cancer), MGED (cancer)</td>
<td>PharmKGB, Diseaseome, Repertoire, CGED</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Organ</strong></td>
<td>ACGT, NCI</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Molecule</strong></td>
<td>BIOTOP(biological compound) EFO(chemical compound), MGED(compound), NCI(molecule)</td>
<td>CheEBI, Chembase, Chemspider, ChemDB</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Source</strong></td>
<td>BIOPAX(biosource), NCI(source, natural source)</td>
<td>Diet, Sup. Labels</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Drug</strong></td>
<td>ACGT (Drug, chemotherapy drug), EFO, NCI (pharmaceutical substance), MGED, RxNorm</td>
<td>IntAct, DailyMed, Sider, PharmKGB, DrugBank</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: The resources examined for the Cancer Chemoprevention semantic model (CanCo) conceptualization
The core concept of the Literature representation area is the Published Work. It refers to any type of publication that makes content publicly available (e.g., book, conference/journal article etc.). Each Published Work has at least one author that is a Person, and supports a number of Research Statements. The definition of Research Statement is based on the SWAN ontology [34] and is defined as a declarative sentence that has a hypothesis and a claim and is supported by a Published Work. The Published Work is an important concept for CanCo, since it may contain formal information for other concepts of the model (e.g., Protocols Chemopreventive agents).

The main modeling contribution of CanCo is the identification of the Chemopreventive agent as the main concept of the model and its correlation with concepts already defined in existing biomedical ontologies and linked datasets. More specifically, the Literature representation area contains the published information related to a Chemopreventive agent, the Experimental representation and the Virtual screening areas contain concepts for the representation of the experimental procedure followed in order to identify and examine a Chemopreventive agent. Finally, the Cancer chemoprevention area defines concepts that represent the way the Chemopreventive agent acts to prevent Cancer, as well as information about the Sources where an agent can be found.

At the conceptualization phase we considered the use of some basic ontology design patterns defined at OntologyDesignPatterns.org. Some indicative ontology design patterns used are: i) pattern corresponding to Datatype property, ii) class equivalence pattern iii) pattern corresponding to Object property. These patterns improve the ontological modeling, thus resulting to a more expressive and modular ontology.

4.3. Model Implementation

Until now the specification of CanCo remained at the conceptual (modeling) level. A machine-processable implementation of the model is required in order to (i) facilitate the model's uptake and reuse by the community, and (ii) utilize the model in the context of specific implementation. For this reason an implementation of CanCo in OWL lite was developed. OWL lite was selected as it is a well accepted and widely used Semantic Web standard that allows expressing relationship between concepts without introducing redundant complexity.

During the implementation, the classes and properties of the model (Fig. 5) where transformed into OWL classes and their relationships were encoded as OWL object properties. Fig. 6 shows an OWL representation of the Chemopreventive Agent.

An important part of the implementation phase is the model alignment that allows the definition of relationships with concepts of other ontologies that have the similar meaning. The ontologies that were used for alignment are those detected at the conceptualization phase. The alignment was semi-automatic and included two steps: i) for each cluster of similar concepts a relation is added between each of the cluster’s concepts and the representative concept selected, ii) the concepts of CanCo are associated to concepts detected at the LOD Cloud using a specifically dedicated tool for the domain [28]. For example, the efo:protocol, acgt:clinical_trial_protocol, and the obi:study_design are linked to the CanCo:protocol. The selected property for the alignment is the skos:closeMatch because it defines “light” equivalence semantics compared with the strong equivalence semantics imposed by owl:sameAs.

In this context, CanCo is used in order to link the existing Life Sciences LOD Cloud by associating the concepts detected at the LOD Cloud with the concepts of CanCo [28]. This way the users are able to search across different data sources in a homogenized way by expressing their queries in CanCo terms.

![OWL representation of the Chemopreventive Agent](image)

CanCo is also linked with an upper ontology, Basic Formal Ontology (BFO) [100], that describes very general concepts that are the same across the biomedical domain. BFO was selected because it is a well structured ontology adopted by many biomedical ontologies, thus enabling the easy interoperability among them. In order to link CanCo with BFO, all the CanCo concepts are defined as subclasses of BFO concepts. The interested user can access the implementation of the CanCo ontology on BioPortal at [http://bioportal.bioontology.org/ontologies/49087](http://bioportal.bioontology.org/ontologies/49087).

4.4. Model Evaluation

We selected the Application-based methodology in order to evaluate the expressivity and completeness
of CanCo in a real application, while the Human assessment methodology has been chosen in order to actively involve the biomedical researchers in the evaluation process. This way the adoption of the model by the biomedical community is facilitated. Moreover we adopted the use of OOPS! [101], which is a Web-based tool intended to detect potential errors, in order to improve the quality of CanCo. OOPS! detected a number of pitfalls (e.g. 21 missing annotations from ontology terms, 28 missing domain or range in properties etc.), which were used for re-factorining CanCo. Some of the pitfalls could not be corrected, as they were related to imported ontologies (i.e. they are out of our control).

In order to simplify the human assessment evaluation a questionnaire was created (available online at http://bit.ly/HjXecA). The questionnaire examined the completeness (i.e. Does the model answer the competency questions?), correctness (i.e. Does the model answer the competency questions correctly?), usability and the simplicity of CanCo. It was separated in two parts:

- The first part examines the usability and the simplicity of the model. In this part the biomedical researchers were asked to answer a tailored version of the System Usability Scale (SUS) [102] that is proposed by [103]. It contains 7 Likert scale questions (stating the degree of agreement or disagreement).

- The second part examines the correctness and the completeness of the model. It contains 4 questions related to the definitions of the model’s concepts (in case no standard definitions are detected in existing ontologies) and 20 questions for the validation of the relations between the concepts that exist in CanCo. Moreover, it provides to the biomedical researchers the ability to express any disagreement or detect any concept or property missing.

The questionnaire was answered by seven biomedical experts (two lab directors, three researchers and two PhD students). Assuming the usability evaluation, the majority of the biomedical experts (71.42% agreement and 14.29% high agreement) declared that they could contribute to the model (Statement 1). This finding is related with the user’s willingness to use and extend the model. The understanding of the model is examined by statements 2 and 6. A sufficiently large percentage of the biomedical experts (42.86%) found the model easy to understand (Statement 2). Moreover, most of the experts under-

stand the conceptualization (Statement 6) of the model (71.42% agreement).

Regarding statements 3 and 5, the answers on the theoretical support needed by the users to understand the model vary; there are users that claim (Statement 3) that they do not need any support to understand the model (14.29%) while there are others that would need (28.57%). Most respondents believe that other biomedical experts would not understand the model easily. Finally, assuming the completeness (Statement 7) and integration (Statement 4) of the model, most of the users found the concepts of the model well integrated (71.42% agreement and 14.29% high agreement) and they believe that the model covers the needs of the cancer chemoprevention domain (42.86% agreement). The usability results are presented in detail in Table 2.

The questionnaire evaluates also the correctness and completeness of the model. The biomedical experts agreed with the concepts and properties of the model, but they also proposed changes to the definitions of the concepts as well as addition of new concepts and properties so that the model better described the cancer chemoprevention domain. For example the experts proposed the addition of new concepts such as the “Scientific workflow”, “Toxicity” and “Biological mechanism”. Moreover they proposed the addition of new properties such as the “affectPathway” which defines the pathways affected by a chemopreventive agent and the property “cooperateWith” which define that the chemopreventive agents may act in a co-operative mode. These changes were then provided as feedback to the conceptualization phase in order to make a top-down and bottom-up research based on the changes. The results of this procedure are depicted at Table 1 (e.g. at top-down conceptualization NCI, MeSH define the concept “Scientific workflow”).

Assuming the Application-based evaluation methodology, an extension of Google Refine tool5 has been developed. Google Refine is a tool for working with messy data and transforming it from one format into another. The extension created makes use of CanCo towards providing a user-friendly interface that biomedical researchers can use for extracting and annotating experimental data (e.g. in spreadsheet format) based on the CanCo semantic model. It is envisioned that users will likely further validate and improve the model through their interactions via the user interface.

5 http://code.google.com/p/google-refine/
<table>
<thead>
<tr>
<th>N</th>
<th>Evaluation statements</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Indifferent</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I think that I could contribute to this model</td>
<td>0.00%</td>
<td>0.00%</td>
<td>14.29%</td>
<td>71.42%</td>
<td>14.29%</td>
</tr>
<tr>
<td>2</td>
<td>I find the model easy to understand</td>
<td>0.00%</td>
<td>28.57%</td>
<td>28.57%</td>
<td>42.86%</td>
<td>0.00%</td>
</tr>
<tr>
<td>3</td>
<td>I think that I would need further theoretical support to be able to understand this model</td>
<td>14.29%</td>
<td>14.29%</td>
<td>28.57%</td>
<td>14.29%</td>
<td>28.57%</td>
</tr>
<tr>
<td>4</td>
<td>I found the various concepts in this model were well integrated</td>
<td>0.00%</td>
<td>0.00%</td>
<td>14.29%</td>
<td>71.42%</td>
<td>14.29%</td>
</tr>
<tr>
<td>5</td>
<td>I would imagine that most biomedical experts would understand this model very quickly</td>
<td>14.29%</td>
<td>28.57%</td>
<td>57.14%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>6</td>
<td>I am confident I understand the conceptualization of the model</td>
<td>0.00%</td>
<td>0.00%</td>
<td>28.57%</td>
<td>71.42%</td>
<td>0.00%</td>
</tr>
<tr>
<td>7</td>
<td>The concepts/properties of the model cover the needs of the Cancer Chemoprevention domain.</td>
<td>0.00%</td>
<td>0.00%</td>
<td>57.14%</td>
<td>42.86%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 2 Usability evaluation

5. Conclusion

In the ontology engineering literature there exist many methodologies for ontology creation that lack interaction with the end-users of the ontology, thus increasing the risk of creating an ontology that will not be useful or may not be accepted by the community of intended end-users. This paper proposes a collaborative methodology for developing ontologies where significant role in the methodology plays the feedback received from the domain experts at all development phases.

A limitation of the proposed methodology comes from the collaborative nature of the methodology, when the communication with the domain experts is difficult and/or the domain experts are unwilling to collaborate and return feedback.

Currently, there exist a large amount of data relevant to cancer chemoprevention, but they are spread across numerous heterogeneous data sources (ontologies, knowledge bases, linked datasets, databases etc.) Additionally, the existing vocabularies, ontologies and reference data in the literature are too generic and cannot cover the peculiarities of cancer chemoprevention. Therefore, we identified the need for a unified model for cancer chemoprevention that will enable the semantic annotation, sharing and interconnection of globally available cancer-chemoprevention-related and other types of biomedical resources.

In this work we utilized the proposed methodology to develop CanCo that provides a solution to the heterogeneity of the existing data sources and to the genericity of the available ontologies in the area of cancer chemoprevention. The model comprises four areas: i) Cancer chemoprevention ii) Experimental representation, iii) Virtual screening and iv) Literature representation. The main contributions of this work can be summarized as follows:

- It proposes a collaborative methodology for defining, developing and evaluating semantic models and ontologies. The novel part of the approach lies: i) in the adoption of a meet-in-the-middle approach where concepts emerged both in a bottom-up (i.e. analyzing the domain and interviewing the domain experts regarding their data needs) and top-down (i.e. analyze and integrate existing ontologies, vocabularies and data models) fashion ii) in the active engagement of the end-users during the actual development of the model and not just their limited involvement in the model evaluation.

- It defines the CanCo semantic model for the cancer chemoprevention domain. In this way it offers a common language in order to search and retrieve semantically-linked cancer chemoprevention related data and resources.

CanCo will be used in the GRANATUM FP7 project, in order to achieve interoperability and homogenized access of resources. In the context of the project, the model will drive the implementation of several tools, including the Google Refine extension mentioned earlier as well as a visual model editor that will allow biomedical researchers to easily extend the model by adding new concepts/properties in order to satisfy future individual requirements (e.g. annotation of more complex experimental data) not supported by the model. Finally, the end-users intend to use the model in order to facilitate their cancer chemoprevention studies by annotating and sharing experimental data and by searching for cancer chemoprevention related information across different data sources in a homogenized way.
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