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Abstract

This thesis seeks to contribute to the field of ambulatory healthcare by examining methodologies to minimise the size of bioelectric signals, whilst preserving the quality of the diagnostic information contained within them. It begins by examining two compression algorithms using JPEG2000 and SPIHT based approaches. At low levels of fidelity loss, it was found that these algorithms could compress EEG data up to a Compression Ratio (CR) of 9. This level of fidelity loss was found to have little impact on the diagnostic information in the signals. Higher levels of compression were then tested, employing an automated seizure detection algorithm to analyse the loss in seizure detection levels. It was found that high levels of seizure detection performance were maintained with CRs of up to 90. An alternative approach to SPIHT-based EEG compression is presented whereby the level of quantisation is used to control the level of fidelity loss and SPIHT is employed as an entropy encoder. This approach was found to achieve substantial benefits in compression gains, achieving a CR of 100. It was also observed that this approach preserved the energy envelope of the signal more faithfully than other approaches.

The final portion of this thesis focuses on protecting SPIHT compressed ECG signals from the impact of bit errors. The importance of the location of the error is first examined and it is found that the earlier an error occurs in a signal, the larger the impact on the reconstructed signal. This result is extended to determine the percentage of the compressed bit stream that needs to be protected to preserve signal quality at two operating points: "good" and "very good". This was found to correspond to 12.5% and 50% respectively. Finally, a methodology to provide this level of protection at Bit Error Ratios (BERs) of up to $10^{-2}$ is presented.
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Chapter 1 Introduction

1.1 Motivation

“Ambulatory healthcare” is generally defined as care delivered on an outpatient basis; that is, where the patient is required to stay in hospital for less than one calendar day. It is the primary method of healthcare service availed of by much of the population in developed countries, such as the United States of America [1]. Increasing levels of lifestyle-style related diseases and the need for long-term monitoring of chronic disorders creates an increased need for ambulatory healthcare monitoring devices [2]. Access to ambulatory care can be seen to reduce hospital and emergency room admissions for a wide number of medical disorders [3]. Reduction of hospital admission for non-essential reasons has been identified as a key objective to reduce cost and minimise disruption to elective healthcare [4]. One effective method of doing this is to reduce the number of admissions for Ambulatory Care-Sensitive Conditions (ACSCs), defined as conditions that should not require hospital admission with sufficient application of preventative and primary care. A recent survey suggests that emergency admissions for ACSCs costs the National Health Service in the UK stg£1.42 billion annually [5]. Affordance of appropriate primary care can greatly reduce this expenditure. Effective ambulatory and telemedical
monitoring of patients can improve the quality of care of patients with long-term illness and ACSCs [6], [7]. True wearable ambulatory monitoring devices present an effective means of providing healthcare to patients in a timely manner, while minimising the time they are required to spend in an in-patient facility. In the case of this research, the term "ambulatory" is used to refer to healthcare systems that employ a wearable device, allowing at-home or remote monitoring of a patient, to aid in the diagnosis of medical conditions.

![Diagram of typical setup for ambulatory biomedical signal capture.](image)

**Figure 1.1**: Diagram of typical setup for ambulatory biomedical signal capture.

This research was primarily motivated by the design of an ambulatory healthcare monitoring device to remotely monitor a variety of medical conditions. The work described in this thesis was carried out as part of a larger multi-institutional project relating to the development of low-power DSP technologies for wearable healthcare devices. This thesis focuses on the compression of biomedical signals, while maintaining diagnostic integrity. Specifically, it looks at first maximising signal compression while maintaining diagnostic information and secondly, protecting the compressed signals from the damaging effects of bit errors.
Figure 1.1 shows a diagram of a proposed ambulatory biomedical signal capture system based around the concept of wireless transmission to a remote base station. In this architecture, the signals are captured on-board the wearable device. These signals are compressed using one of the algorithms used in this research. Error protection is added to the compressed data using the research presented in the latter portion of this thesis. From here, the data can either be stored for future review, or wirelessly transmitted for off-site processing. Off-site processing allows for a number of uses for the captured data: Computer Aided Diagnosis (CAD) uses software algorithms to automatically process the captured data, clinicians can review or monitor the data as it arrives, or the data can be stored for future review. Several or all of these outcomes may occur together. For instance, CAD is rarely relied on completely for diagnosis and so is used to aid clinicians in analysis. Similarly, it may be used to trigger alerts for suspected events of interest (e.g. seizure events) which can be passed immediately to a clinician for analysis. Finally, all received data are likely to be stored for future review.

This thesis investigates methods for compressing biomedical signals for use on an ambulatory monitoring device. The objective is to maximise compression gains while preserving the integrity of the signal's diagnostic information from the effects of 1) fidelity loss due to increased compression, and 2) random bit errors on the compressed bit stream during wireless transmission. Two biomedical signal types are considered: electroencephalogram (EEG) and electrocardiogram (ECG). EEG data capture in particular generates large amounts of data [8]. Wireless communication is suitable for ambulatory system design as it allows better device mobility and remote monitoring; however, wireless transmission is a large consumer of device power [9], [10]. Minimising the amount of time that wireless transmission is active can greatly improve the duration of the battery life. Similarly, despite the cost per-Megabyte for data storage steadily declining over time [11], it can still be a significant factor in mobile system design. Data compression offers a means of reducing the size in bits of the biomedical signal.

Data compression can be divided into two types: lossless and lossy. Lossless compression allows the data to be compressed and decompressed with no loss in signal information. Lossy compression allows some loss in signal information by representing the original coefficients in a reduced form. Decompression is required at the receiver in order to reconstruct the original signal for display or diagnostic
purposes. While lossless compression ensures faithful reconstruction of the original signal, the requirement to represent all data coefficients in compressed form limits the compression gains that can be achieved. Lossy compression allows for far greater levels of compression at the expense of some loss in fidelity. If the level of loss is carefully selected, compression gains can be maximised without impacting on the important information in the data.

During transmission, bit errors can result in any given bit of the compressed data being inverted. This can result in an unpredictable impact on the signal when the stream is reconstructed. At best, this error may have no discernable impact on the signal, at worst it could result in complete signal corruption, which may in turn result in misdiagnosis. Error correction codes offer a means to protect against bit errors. The encoder adds redundant information to the data stream to protect against a specified number of errors.

The initial part of this thesis focuses on attempting to maximise the compression of EEG signals, while maintaining diagnostic information relevant to seizure events. The JPEG2000 [12] and SPIHT [13] image compression algorithms were identified as suitable algorithms due to their good compression abilities and the fact that it is possible to implement them on low-powered devices [14], [15]. Epilepsy and seizure events were chosen due to the possible improvement to care ambulatory monitoring might offer [16]. Classification of the effects of compression on these events was identified as an area that needed attention. Several approaches to handling this problem are presented. Analysis of the potential power savings of using data compression is also performed.

After a signal has undergone compression, the importance of the remaining bits to the signal's structure increases. That is to say, there is an increased likelihood of a bit error having a more significant impact on the signal than if a bit error occurred in an uncompressed signal. An analysis on the effects of bit errors on compressed biomedical signals and proposing methods to protect against them is presented. ECG signals were used for this portion of the research. The signals are first encoded with SPIHT compression due to its good compression ability and bit-ordering properties. Before a protection scheme could be designed, the effects of the location of the bit error first had to be examined. Using this knowledge, it is possible to target key portions of the compressed bit stream that are needed to maintain diagnostic integrity. A methodology to protect these key bit stream portions was developed with
Reed-Solomon codes. This allows for integrity preservation without undue overhead in the compressed bit-stream.

1.2 Contributions and Publications

1.2.1 Contributions

The primary contributions of this thesis can be summarised as:

1. Analysis and comparison of two compression algorithms suitable for an ambulatory EEG device.
2. Determining the maximum level of signal fidelity loss for EEG compression using JPEG2000 and SPIHT in order to maintain diagnostic information for seizure events.
3. Analysis of computational and energy requirements for embedded implementation of compression, and quantification of potential energy savings in an ambulatory device.
4. Examining the benefits of lowering the quantisation level in transform based compression of EEG signals.
5. Classifying the impact of bit errors in relation to their location in the bit stream of SPIHT-compressed ECG signals, and determining the proportions of the bit stream that needs to be protected from errors to preserve a range of diagnostic measurements for SPIHT-compressed ECG.
6. Proposal of a methodology to design RS codes to achieve these levels of protection and testing their functionality with selected performance targets.

1.2.2 Journal Publications

The publications that have resulted from this research are as follows:

Published

Chapter 1. Introduction


Under Review/In Preparation


- Richard Mc Sweeney, Brian McGinley, Stephen Faul, Garry Higgins, Martin Glavin, Edward Jones, William Marnane, Emanuel Popovici, "Context Aware Adaptive EEG Data Compression".

1.2.3 Conference Papers

Published


- Garry Higgins, Brian McGinley, Edward Jones and Martin Glavin, "Efficient EEG Compression using JPEG2000 with Coefficient Thresholding" IET Irish Signals and Systems Conference (ISSC 2010), 23-24 June, 2010

1.3 Thesis Structure

The remainder of this thesis is structured as follows.

Chapter 2 - Background Information and Relevant Literature
This chapter provides background on the biomedical signals considered in this research as well as their diagnostic use. It also examines previous research into ambulatory biomedical signal monitoring devices, as well as justification and methodologies for signal compression on these devices. The compression algorithms used within this research and alternative approaches used in similar research are also briefly discussed. Background and discussion of the error-protection scheme employed in this thesis is presented.

Chapter 3 – EEG Compression Methodology
This chapter outlines the detailed operation of the compression algorithms used in the course of this research. Secondly, the common performance metrics used in this thesis are discussed. Finally, the primary EEG database used for testing is presented, with justification for its selection.

Chapter 4 - Compression of EEG Signals
This chapter presents the methodology used for compressing EEG signals with the JPEG2000 and SPIHT algorithm. The initial part of this chapter focusses on examining the compression performance at low signal distortion levels, in order to preserve signal fidelity for visual display, and verifies that diagnostic integrity is maintained using a seizure detection algorithm. Next, the chapter considers the possibility of increasing compression levels by allowing higher levels of signal distortion. An automated seizure detection algorithm is employed to determine the maximum acceptable level of loss, and thus the maximum achievable compression level. Finally, an analysis is performed on the potential benefits of implementing compression in a wireless AEEG system. The computational cost of compression in hardware and the potential power savings from compressing the data prior to transmission is analysed and presented.
Chapter 1. Introduction

Chapter 5- The Effects of Wavelet Coefficient Quantisation in EEG Compression
An alternative approach to SPIHT based EEG compression is examined in this chapter. EEG data are compressed by reducing the bit level available to the quantisation block, employing SPIHT as an entropy encoder. The resulting signals are evaluated for compression gains and levels of fidelity loss in comparison to the original signals. These results are directly compared to the results of compressing the same signals with the standard SPIHT approach of bit stream truncation.

Chapter 6 - ECG Compression with SPIHT in the Presence of Bit Errors
This chapter seeks to examine the impact of bit errors on compressed signals. In this case, compression and transmission of ECG data are considered. Performance metrics for evaluating the impact of lossy compression on ECG data are examined and the ECG database used for testing is introduced. The importance of the location of the error within the compressed stream is first investigated. The impact of bit errors is then examined at compression levels ranging from low to high.

Chapter 7 - Preservation of Quality in SPIHT-Compressed ECG Signals in the Presence of Bit Errors
The results of the previous chapter are built-on to present a methodology on how to protect SPIHT-compressed ECG data from random bit errors. Properties of SPIHT compression are exploited to minimise the amount of data needing to be protected, thus reducing the overhead required from the error protection scheme. Increased levels of compression are evaluated to determine the impact on diagnostic information, and to preserve the research goal of minimising the size of the data to be transmitted.

Chapter 8 - Conclusions
This final chapter revisits the work presented throughout this thesis and summarises the main results and conclusions reached. It concludes by listing the main contributions this thesis has made and outlines some potential future work that could build upon them.
Chapter 2  Background Information and Relevant Literature

2.1 Introduction

This chapter outlines the relevant background underlying the research described in this thesis. Firstly, a brief explanation of the different bioelectric signals used in the work is given. A background on epilepsy and the use of EEG data to aid in diagnosis is presented. Next, this chapter examines mobile healthcare systems as used for ECG and EEG based diagnostic purposes. Information on the use of computer aided diagnosis is provided, as well as the benefits of wireless transmission and advantages to using mobile devices for ambulatory monitoring in general. This chapter also looks at the general compression of biomedical signals and specifically at the algorithms used during this research. Finally, it deals with the protection of compressed biomedical signals from bit errors, dealing specifically with the error protection scheme used in this research.
2.2 Diagnostic Use of Bioelectric Signals

The ability to monitor non-invasively the operation of organs inside the human body by measuring their bioelectric output was first discovered at the end of the 19th century [17], when it was found that electrodes placed on the skin could produce a graphical representation of the activity of internal organs, such as the heart or brain. Analysis of these signals aid clinicians in diagnoses of a variety of conditions that could otherwise prove problematic. This section discusses two such signals that form the basis of the applications considered in this thesis:

- Electrocardiogram (ECG)
- Electroencephalogram (EEG)
2.2.1 ECG

Electrocardiography describes the electrical activity of the heart. It is recorded by placing electrodes on the surface of the body [17]. The voltage variations between electrodes produces a waveform whose morphology and timing conveys information on the physical activity of the heart at any given time. By monitoring these waveforms, clinicians are able to diagnose a range of cardiac related conditions such as arrhythmias, ischemias and myocardial infarction that may otherwise prove problematic [17]. Figure 2.1 shows the QRS complex for a normal sinus rhythm of ECG data. The various waveform components reflect the activity of the heart at each point in time. The P wave reflects right and left atrial depolarization, the QRS complex reflects depolarization of the right and left ventricles and the T wave reflects ventricular repolarization. Variation from this normal sinus rhythm is called arrhythmia. Arrhythmias are problematic as they are indicative of improper firing of the pacemaker cells of the heart, which is in turn indicative of underlying cardiac abnormalities.

![Figure 2.2: 6-Channel EEG data with seizure event sampled at 256Hz.](image-url)
2.2.2 EEG

Electroencephalography (EEG) is the recording of the electrical activity of the brain. It provides an important clinical tool for analysing the operation of the brain, providing a method for real-time monitoring of neural activity. EEG is used to aid in the diagnosis of a variety of diseases such as epilepsy, sleep disorders and dementia [17]–[19]. Unlike ECG waveforms, EEG does not follow a clear, easily distinguished, repetitive waveform. The diversity of rhythms it can produce is wide, depending on not just neurological conditions, but also the current mental state of the patient [17]. EEG itself measures the electrical field caused by the firing of millions of neurons. It is usually measured on the scalp, but intracranial recording also occurs in some cases where prolonged inpatient monitoring is required. Figure 2.2 shows a sample plot of multi-channel EEG rhythm containing a seizure event, recorded intracranially. While there are many applications for EEG monitoring, this research focuses on the use of EEG to aid in the diagnosis of epilepsy.

Epilepsy is a neurological condition that affects approximately 1% of the population, but is difficult to diagnose [20], [21]. The gold-standard diagnosis requires long-term EEG and video monitoring (video EEG) in an attempt to capture a seizure on both video and EEG telemetry [19]. Epileptiform activity shows on EEG recordings as a sudden change in spectral content, often with a rhythmic, spiky waveform. These periods are known as ictal EEG. The occurrence of these events can vary greatly from individual to individual. Some individuals may experience only a few over the course of their lifetime, whereas extreme cases may experience numerous seizures daily. The duration of the event can also vary greatly, from a few seconds to a few minutes [17].

2.3 Mobile Healthcare and Computer Aided Diagnosis

In 1947 a self-contained ECG monitoring device was developed by Norman Jeff Holter, with practical ambulatory implementations being produced a few years later [22], [23]. The use of these devices for ambulatory ECG (AECG) monitoring became so ubiquitous that the term "Holter Monitor" is synonymous with all AECG monitors, and often ambulatory monitors for other bioelectric signals. Ambulatory monitoring of ECG signals has become commonplace in the diagnosis of a multitude of cardiac related conditions [24], [25]. In 1999 a joint task force between the
American College of Cardiology (ACC) and American Heart Association (AHA) published AECG guidelines to ensure proper usage [26].

Recent years have seen an increased interest in AEEG. EEG proved more problematic to record than ECG due to need for signal amplification and multi-channel recording [19]. A practical AEEG device was presented by Ives and Woods in 1975 in [27]. Due to technological constraints, this was limited to 4 channels and was cumbersome to wear. As technology advanced, practical implementation of 32-channel ambulatory devices was possible by the 1990s. The use of AEEG to aid in the diagnosis of epilepsy has long been noted. Gotman reports on the benefits of its use in [28]. In [29], a retrospective study found AEEG clinically useful in 75% of cases. It is also shown to be useful in documenting seizures that were not recognized by patients [30].

Computer Aided Diagnosis (CAD) involves the use of computers to aid in the interpretation of biomedical signals or images. CAD systems are generally employed to assist doctors in situations where large amounts of data are being monitored from one or more sources. The CAD system can highlight suspected areas of interest for review by medical professionals. In [31], the author provides a review of CAD systems for use in medical imaging and potential future avenues of research. This paper identifies the use of CAD systems as being complementary to the physician, providing a "second opinion" on diagnostic interpretation. An analysis of CAD based publications in the five years prior to this publication identified the chest, breast and colon as the primary areas of research, but found other organs such as brain, skeletal and vascular systems also of interest.

While CAD systems initially focussed on cardiovascular diseases, lung cancer and breast cancer ([31]), the benefits of its use in other areas of medicine should also be apparent. AEEG monitoring is often combined with CAD systems, particularly in cases of seizure activity or suspected epilepsy. In [32], Liporace et al. compared the use of CAD analysis of 24hr AEEG data from epilepsy patients to the more traditional approach of sleep-deprived EEG, for the purpose of seizure detection. They concluded that CAD based analysis offered significant advantages, including detection of seizure events not noticed by the patient. The authors conclude by advocating the use of CAD systems with AEEG devices, to improve clinical information due to increased seizure detection. An analysis of AEEG devices
coupled with CAD is performed by Waterhouse in [19]. The author foresees the benefits of so called "closed loop systems" which combine AEEG and CAD systems on a mobile device to both monitor and anticipate seizure events. Another review of benefits of AEEG devices is presented in [33]. In it the authors analyse the benefits of using AEEG in clinical practice. The advantage of combining AEEG devices with CAD based analysis is noted in several papers. One such paper analyses the use of long-term AEEG monitoring in children [34]. This system employed CAD based analysis to monitor children and adolescents with known or suspected epilepsy. The authors conclude that AEEG systems with CAD analysis provides an additional benefit for the diagnosis of epileptic and non-epileptic events. In a recent paper by Acharya et al., the authors present a review of CAD approaches for analysis of epilepsy in EEG data [35]. They identify the difficulties in a fully automated CAD based epilepsy detection system and review previous approaches to seizure detection and classification. It is concluded that accuracies of more than 99% have been achieved by such systems.

2.3.1 Wireless transmission

The use of wireless transmission is of benefit to ambulatory monitoring devices. Wire-free operation improves user comfort and wear-ability. It also allows immediate transmission of data to a clinician or base-station, which may provide automated analysis of the signals. In [16], Casson et al. report that wireless transmission on AEEG devices is preferable to a wired system. The benefits they list include comfort to user and real-time access to the data. The latter is important both in providing real-time monitoring and the ability to check signal quality remotely. This is advantageous as any errors in the recording process can be identified immediately and addressed. In [10], Yates et al. analyse the power trade-off in the design of wireless EEG headsets. They suggest that wireless architectures are key to the design of longer term monitoring with AEEG devices. Martin et al. examined the issues involved in wearable ECG monitoring devices in [9]. They state that wireless medical sensors are the ultimate goal in order to provide "continuous real-time feedback and monitoring of a user's condition". While their work focused on ECG monitoring, they also identify EEG monitoring as a future goal.
2.3.2 Benefits and Approaches to Ambulatory Monitoring

As previously mentioned, the advantages of AECG devices have long been perceived and leveraged for diagnostic purposes. More recent times have seen increased interest in AEEG devices as the benefits of its use become more apparent. While video EEG is the gold-standard for epilepsy diagnosis, there is still a chance that no epileptiform activity will be experienced within the period of evaluation. Although accurate figures for the general population are difficult to determine, one study has shown that for EEGs taken from 308 patients with epilepsy, 18% never exhibited epileptiform discharges over several months of recordings and only 55% displayed discharges during their first examination [36]. It is conceivable therefore, that a patient displaying potential signs of epilepsy may display no seizure activity during a single in-patient monitoring session. Misdiagnosis is also a significant issue due to limitations in the data available to the clinician. Smith et al. [37] report that elongating the period of EEG observation would have the effect of reducing the number of false positives, and increasing the detection rate of epileptiform activity. Binnie et al. [38] report that long-term monitoring may be required in as many as 5% of people diagnosed with epilepsy, and 13-20% of adult tertiary referrals and up to 40% of child referrals with potential cases of epilepsy. Clearly, in these situations, long-term in-patient monitoring is less than ideal in terms of expense, resource allocation and patient inconvenience. This situation is exacerbated where the availability of trained clinicians with the skills to analyse long term EEG data for seizure activity is limited. Ambulatory monitoring allows for prolonged periods of monitoring without the costs generally associated with it.

Casson and Rodriguez-Villegas have provided a number of research papers on the benefits of AEEG and on possible methods of implementation. In [16] they present feedback from medical professionals on the possible benefits of AEEG to aid in diagnosis. They identify epilepsy diagnosis, sleep studies and brain computer interfaces as areas that could benefit from AEEG devices. Within a survey conducted with 17 neurologists in the UK, 88% said they thought AEEG recordings would be more common in the future and 76% said it would be a "major improvement" to their practice if AEEG devices were available. In [39] the same authors present research on the feasibility of AEEG monitoring and conclude it is possible to process the data on a wearable device without impacting on performance. They also present a number
of techniques for wirelessly transmitting EEG data from a mobile device in [40]–[42]. These techniques are based on discontinuous transmission of data. On-board seizure detection algorithms detect seizure events and only transmit these events to a receiver.

In [43], Avila et al. present an AEEG device using wireless transmission. It includes a compression block to reduce the size of the data to be transmitted, to minimise power consumption. They find that their approach suggests that wireless transmission of EEG data is possible on a low power ambulatory device. Prilutskiy et al. examines the transmission of ECG and EEG data wirelessly using a microprocessor and the IEEE 802.15.4 (Zigbee) standards [44]. The system design is presented with a reported 15hr battery life with support for single channel ECG and four channel EEG recording. Kang et al. propose a method of wireless ECG monitoring based on a modified MAC layer in the WLAN [45]. The authors report the benefits of remote ECG data monitoring in providing real-time data to medical personnel, with wireless networks being used to transmit the data. They propose their modified MAC layer is necessary to enable real-time monitoring and quality of service guarantees over the IEEE802.11 protocol. Huang and Miaou present research based on transmitting SPIHT-compressed ECG data over a 3G network [46]. They identified the benefits of being able to transmit the data wirelessly for remote monitoring of patient health. The use of the SPIHT compression was proposed to minimise the amount of ECG data to be transmitted. It was argued in [46] that compression is necessary to overcome the bandwidth limitations of wireless transmission for real-time monitoring, in spite of continually improving network speeds. Finally, they report that their proposed system is robust up to bit error ratios (BERs) of $10^{-5}$.

### 2.4 Compression

Data compression is the process of encoding a set of data such that the size of the encoded set is smaller than the size of the original, unencoded data. It exists in all forms of digital communications, where maximising the amount of data that can be transmitted with a limited bandwidth is important. Compression algorithms involve two components; the compression algorithm which is used to create a representation of the data in its reduced form, and the reconstruction (or decompression) algorithm
that is used to convert the compressed signal back to its original form. Data compression can be divided into two types: lossless and lossy [47]. Lossless compression involves no loss of information between the original data set and the one created after the compressed data has been decompressed/reconstructed, i.e. perfect reconstruction. Lossy compression involves some loss of signal information such that the reconstructed data is not exactly equal to that of the original. While lossless compression may seem like the best choice from the perspective of signal fidelity, the compression gains that can be achieved are generally quite limited. Lossy compression on the other hand allows for an inexact reconstruction of the data set. This allows the algorithm to discard elements of the signal it deems unnecessary to preserve the reconstructed data set or represent them in reduced form. The amount of loss allowed is usually application-specific and set by the system designer. Generally speaking, the greater the acceptable levels of loss, the higher the compression gains that can be achieved. This aspect is examined in some depth in Chapter 4 and Chapter 5 of this thesis.

It should be noted that some authors suggest the inclusion of a third class of compression dubbed “near lossless” (e.g. [48]–[50]). This term has been applied to lossy compression techniques that seek to keep the loss of data fidelity to a minimum, such that the reconstructed data may superficially appear identical to the original. This term has not been used in this research however, as the distinction between lossy and “near lossless” is arbitrary, and all “near lossless” compression can be considered as lossy.

Biomedical signal compression techniques can be broadly divided into three categories: 1) Direct Data 2) Transform based compression and 3) Other compression methods [51], [52]. Direct Data methods are generally time domain based approaches that exploit redundancies in signal data to increase compression. Compression efficiency is therefore limited if the signal is not sparse in the time domain, e.g. EEG data. Memon et al. present an evaluation of a number of direct data compression techniques in [8]. In it they note that traditional direct data techniques do not work well on EEG signals due to the lack of reoccurring, exact patterns.

Methods in category 3) include compression methods such as non-linear prediction, neural network based compression and subband coding (other than those used in
transform based approaches). Sriraam et al. present a number of recent papers on EEG compression using neural networks [48], [53]. In both papers, the authors make use of predictors as part of an approach to give near-lossless compression of EEG data. This is combined with quantisation and entropy encoding schemes to maximise compression gains. In [54], Bazán-Prieto et al. present a compression technique based on cosine modulated filter banks, with 7 bit quantisation. They examine the use of their proposed compression algorithm on EEG data at low levels of loss, known a priori by the encoder. A similar approach is used for ECG compression in [52]. In this paper, the authors note that despite the similarity between the subband decomposition employed by their algorithm and those frequently employed by transform based compression, it is not in actuality a transform method.

Transform-based compression includes methods that transform the time domain signal into the frequency, or other domain prior to compression. Examples of these transform operations include the Fourier Transform (FT) and Wavelet Transform (WT) which exploit signal sparsity in a particular domain [55], [56]. The research presented here falls into category 2). Specifically, it examines compression of biomedical signals based on wavelet transforms.

The basis for all compression algorithms explored in this research is the Discrete Wavelet Transform (DWT). The work in [57] presents the use of the family of wavelets known as the Cohen-Daubechies-Feauveau (CDF) biorthogonal wavelets. In [57], the coefficients for a selection of biorthogonal wavelets were given. In particular, the biorthogonal wavelet, CDF9/7 (biorthogonal4.4) has been adopted as the mother wavelet of choice for a wide variety of applications. It has often been used in research related to image compression and bioelectric signal compression [58], [59]. The JPEG2000 image compression algorithm uses CDF9/7 as the mother wavelet for lossy image compression in Part 1 of the standard [12].

Since the inception of the DWT and biorthogonal wavelet, there has been a growing increase in their use in signal compression methods, including in biomedical applications. These are often paired with various entropy encoding algorithms, such as SPIHT or arithmetic coding (AC), to maximise compression. Cárdenas-Barrera et al. present a wavelet and wavelet packet based EEG compression algorithm in [55].

This paper is of particular interest as it uses a lossy compression scheme and makes a recommendation for an acceptable level of loss based on an application independent
metric. The proposed methodology involves applying a threshold level to the wavelet coefficients, setting all coefficients below this level to zero. The remaining coefficients are quantised and coded using run-length coding. Dehkordi et al. present an EEG compression approach based on WT and Embedded Zero-tree Wavelet (EZW) encoding \[60\]. They seek to exploit the intra-channel redundancy present in EEG signals by using differential encoding to maximise compression. An ECG compression approach is outlined by Manikandan et al. in \[61\]. Their methodology is based on a novel approach to thresholding wavelet coefficients, with Huffman entropy encoding. The CDF9/7 biorthogonal filter is used for the DWT. The authors report that they achieve results slightly better than corresponding SPIHT based compression.

JPEG2000 is a compression algorithm designed for both lossless and lossy compression of image files. It was designed to replace the older JPEG file format with more advanced features, such as superior low bit-rate performance, lossy and lossless compression and good error resilience \[62\]. Part 1 of the specification contains the core components of the codec and was the first part ratified by the Joint Photographic Experts Group \[12\]. These core components include the Discrete Wavelet Transform (DWT), quantisation and an Arithmetic Coder (AC).

A pre-processing stage involves partitioning the image into rectangular tiles of equal size. Each of these partitions is then compressed independently with its own compression parameters. This step is specific to image compression and seeks to exploit some properties of the image for the following compression steps.

The DWT replaces the Discrete Cosine Transform (DCT) of the original JPEG format. While DCT performs well at low compression ratios, it deteriorates quickly as compression ratios increases above 30:1. DWT meanwhile, has a much more gradual degradation \[58\]. The JPEG2000 Part 1 standard includes two types of DWT. As well as the previously mentioned CDF9/7, it also includes the Le Gall 5/3 integer-to-integer DWT. This makes use of integer coefficients for the lifting steps so that there is no loss of information due to the forward and inverse transform. CDF9/7, in contrast, uses floating-point arithmetic in the lifting steps. This causes a slight loss in the values between the forward and inverse transform due to the rounding affect of the floating-point numbers. Analysis of this impact shows it to be negligible.
The adaptive binary Arithmetic Coder (AC) replaces the Huffman coder of JPEG as the entropy coder for JPEG2000. AC is a lossless entropy coder, that can be seen as a generalization of the Huffman coder [63]. The AC can perform near optimal entropy coding on a given data set [64]. The AC operates by representing a message by an interval of real numbers between 0 and 1. Huffman coding, in contrast, uses integer values to represent each symbol in the message. This causes inefficiency problems when the probability of a symbol approaches one [65]. In general, as the sophistication of source models increases, the better the performance of AC in comparison to Huffman coding [66]. The operation of AC is controlled by states, where the information from encoding one symbol is brought forward to influence the next [67].

A large number of variations on the internal operation of the AC have been proposed. Although first proposed in the 1960's [68], it was not initially possible to implement at that time as the arithmetic accuracy needed for the AC increases with the length of the message, hence limitations in processing power of computers at the time precluded effective implementation. The first obstacle was overcome in [69] when it was observed that coding could be carried out using finite precision arithmetic. While this work proved it was possible, the algorithm was still not efficient enough for real-world operation. In 1979, both Rissanen [70] and Langdon [71] proposed a more efficient coder for binary sequences. Moffat et al. presented an improved algorithm in [72] seeking to improve efficiency and support large alphabet sizes.

Some prior research on the use of JPEG2000 in compression of bioelectric signals also exists. In [73], Bilgin et al. applied JPEG2000 compression to ECG signals, using a normalised matrix of ECG periods, to allow two-dimensional (2D) compression of the signals. By aligning intra-beat periods of successive waveforms, they sought to maximise the redundancy present in the matrix, to allow for greater compression gains. They found JPEG2000 compared favourably to other algorithms, but misdetection of ECG periods could result in inefficiencies. In [74], JPEG2000 is used in lossless mode by Srinivasan et al. to compress EEG signals. It is one of three algorithms used to losslessly compress in EEG signals in one and two dimensions. This work also used AC independently as a compression algorithm. The results
suggest that DWT prior to AC enables the AC to achieve more efficient compression.

Set Partitioning In Hierarchical Trees (SPIHT) is an image compression algorithm first proposed by Said and Pearlman in [13]. Although initially designed for image compression, it has since been applied to a range of signal compression applications with good results [75]–[77]. The core principles of SPIHT are a generalization of the Embedded Zerotree Wavelet (EZW) coder proposed by Shapiro in [78]. Both algorithms are based on the concept of compression by grouping samples of smaller size and encoding them at a lower bit rate. Compression is achieved when the information to encode the group’s location, size and threshold is smaller than the number of bits required to preserve the unencoded data [79]. Naturally occurring data sets rarely contain samples of smaller size in grouped locations, thus the bits required to preserve location information exceed the savings made by encoding these smaller samples at a lower bit rate. It is for this reason that SPIHT is often paired with the WT (as outlined in [13]), where wavelet coefficients in different subbands have a temporal relationship with each other. If the sizes of the subbands differ, a single coefficient in the smaller subband may represent the same spatial location as multiple coefficients in the other subbands, thus creating the potential for large compression gains. SPIHT achieves high compression gains by keeping insignificant coefficients in large subsets.

The authors of [77] proposed using SPIHT with a Modulated Lapped Transform (MLT) to give a scalable audio encoder. This allowed the encoded audio to scale from lossless to any level of lossy compression to accommodate bandwidth requirements. SPIHT has also been used for compression of bioelectric signals, which is of interest in this thesis. Compression of ECG signals using the standard SPIHT algorithm has yielded impressive results [80], [81]. Other authors have sought to improve on these results by incorporating two-dimensional compression to exploit ECG’s periodicity [82]–[84]. All three of these papers incorporate a beat detection algorithm as a pre-processing step to create and align a two dimensional array of successive beats. A DWT operation is then applied to maximise correlation and improve compression performance. The robustness of SPIHT to transmission over wireless interfaces has also been examined. In [46] Huang and Miaou examine transmission of SPIHT-compressed ECG signals over a 3G-based wireless testbed.
They discovered that SPIHT-compressed ECG signals could cause a 95% reduction in transmission time with no perceivable loss in quality. They also discovered that BERs of $10^{-5}$ or lower caused no perceivable impact on the received signal, as evaluated by analysing the ECG waveform complex.

EEG compression using SPIHT has also been examined, albeit to a lesser degree. Srinivasan et al. investigated SPIHT, JPEG2000 and other algorithms for lossless compression of EEG data in two dimensions [74], [85]. They sought to maximise compression gains by exploiting redundancies in the EEG signals while preserving all the signal data. As previously mentioned, lossless compression severely limits the compression gains that can be achieved. In [86], Daou and Labeau present a 2-D SPIHT based EEG compression methodology using EEG data obtained from Montreal Neurological Institute. They propose a pre-processing technique to exploit the correlation between EEG channels to maximise compression and employs two transform operations: a DWT and Discrete Cosine Transform (DCT). DCT is applied here to de-correlate the 2D EEG data. They suggest this results in a better compression gain to fidelity loss ratio than using standard (1D) SPIHT.

Further details on the operation and implementation of SPIHT in this research are outlined in Chapter 3.

2.5 Reed-Solomon Codes

A bit error is said to have occurred in data transmission if a given bit at the receiver is not equal to the corresponding bit sent by the transmitter. The impact of these errors can vary greatly, depending on factors such as the location of the error and the nature of data being transmitted. Broadly speaking, there are two approaches to dealing with bit errors; 1) error detection and 2) error correction. Both approaches involve the addition of redundant information to the data packet being transmitted. This redundant information is then used by the decoder to analyse the received packet to detect errors (in approach 1) and to fix errors (in approach 2). In the case of 1), if the decoder detects a bit error in the received packet, it can either ignore the error or discard the whole packet. An extension of this scheme can see the decoder request retransmission of the packet containing errors. However, this requires the existence of a back channel, whereby the receiver can communicate with the transmitter to request retransmission. Approach 2) involves the addition of redundant
data in the form of forward error correction (FEC) codes. These codes allow the receiver to identify errors and recover the information into a packet “most likely” to match the original.

Reed-Solomon (RS) codes are a form of FEC codes first proposed by Irving S. Reed and Gustave Solomon in the 1960s [87]. Since their introduction, they have become some of the most commonly used error correcting codes in communications and storage systems. They have been included in system standards such as Compact Discs [88], Digital Subscriber Line [89] and Blu-ray [90]. In [91], Nayak et al. proposed a method of transmitting medical images with concealed patient information in a noisy environment. To do so they proposed interleaving digital images with text data or one dimensional data such as ECG, while also encrypting the data to be transmitted. They proposed the use of RS codes to protect the data from bit errors. They concluded that the RS codes protected the encoded data from corruption, as long as the number of errors did not exceed the capabilities of the RS code. Only (15,3) and (15,5) codes were tested.

In [45], Kang et al. propose a system to remotely monitor ECG signals in real-time. The proposed system is based on the IEEE 802.11 WLAN standard, with a modified MAC layer to provide for real-time telecardiology. RS codes are used for FEC in this modified MAC layer. The aim of the paper was to design a system to provide strict quality of service maintenance, in real-time. The authors conclude that their proposed architecture improves wireless network performance and satisfies the objectives they set out to achieve. No information on the data overhead involved in the modified system design is given.

McSweeney et al. presented a number of papers that incorporate the usage of RS codes in wireless sensors for medical applications [92]–[94]. These works focus on losslessly compressing ECG and EEG signals prior to wireless transmission. In [93], an analysis of the possibility of low-powered RS implementation for use on ambulatory devices is presented. It is observed that the decoding operation requires far greater computational resources than the encoding operation, due to the encoder employing a linear feedback shift register. This is an important observation for a portable implementation as the encoding operation would most likely take place on a platform with a limited power budget, while the decoding operation would take place on a platform that may have greater computational resources.
Other authors have investigated methods of protecting compressed bioelectric signals from the effects of bit errors with error protection schemes other than RS. In [95], Ma et al. investigate a method of protecting EZW compressed ECG signals using an error protection approach based on convolutional codes. Their objective was to reduce the energy cost of transmitting ECG data by reducing wireless antenna activation time through signal compression and unequal protection of the bit stream. Portions of the compressed stream deemed most important for reconstructed signal fidelity are targeted for higher levels of error protection. The authors conclude that there is significant benefit to applying an unequal approach to error protection when compared to approaches where equal protection is applied to all bits. A similar approach was by the authors of [96]. In it, Miaou et al. investigate a methodology to transmit ECG data using a Bluetooth device. The data are first compressed using the SPIHT algorithm and a variety of error protection schemes are then applied based on the perceived importance of the bits. The highest level of protection is provided by BCH (Bose-Chaudhuri-Hocquenghem) cyclic codes, with the ability to detect and correct a maximum of seven errors. The authors again conclude that compression prior to transmission is key to reducing power consumption in a wireless device and an unequal approach to error protection is necessary to preserve the power saving benefits of compression, while providing protection from bit errors.

2.6 Summary

This chapter has presented an overview of the main literature relevant to the research present in this thesis. A review of ECG and EEG signals and capture was given along with a review of ambulatory capture and ambulatory capturing devices and the advantages and difficulties they create. Finally, this chapter dealt with the signal processing techniques specific to this thesis; looking at biomedical signal compression in general, the signal compression techniques used in this thesis and error correction codes.

The next chapter will describe specific details of the compression algorithms used. It will outline the algorithmic implementation of the compression algorithms introduced in this chapter and the evaluation metrics common to the majority of this research. Details on the main EEG database used in this research will also be given.
Chapter 3  EEG Compression Methodology

3.1 Introduction

This chapter outlines the approach taken to implement the algorithms used during the course of this research. It begins by outlining the original compression algorithms on which this research is based, then discusses the modifications made to these algorithms in the course of this work, why they were made, and their advantages. It also presents the main database used for EEG testing and why it was chosen. Finally, the primary metrics used to measure performance are given. Figure 3.1 shows a block diagram of a possible system that employs the EEG compression research as part of a seizure detection system.
3.2 Common Elements of Compression Algorithms

This section will detail compression components common to both the compression algorithms described later in this chapter.

3.2.1 DWT

The Wavelet Transform (WT), gives a two-dimensional representation of a one-dimensional signal \( f \). A wavelet \( (\psi) \) is a function of zero average:

\[
\int_{-\infty}^{+\infty} \psi(t) dt = 0 \tag{1}
\]

and \( \psi \) is often referred to as the mother wavelet. This mother wavelet is then used to create other wavelets by means of dilating and shifting. Dilation (compression and expansion of the wavelet, changing its frequency) is done with a scaling parameter \( s \), and shifting (in time) is done by translating by \( u \):

\[
\psi_{u,s}(t) = \frac{1}{\sqrt{s}} \psi \left( \frac{t - u}{s} \right) \tag{2}
\]

The WT of \( f \in L^2(\mathbb{R}) \) at time \( u \) and scale \( s \) is
where $\langle \cdot, \cdot \rangle$ is the inner product and $\ast$ is the complex conjugate. Wavelets are of interest in compression as many real-world signals are found to be sparse when expressed in a wavelet basis, thus facilitating compression [97]. The DWT reveals that a signal’s energy is often focused in a small number of coefficients, with the others tending towards zero. By exploiting this redundancy, it is possible to represent the signal in a more compact form by setting coefficients below a threshold value to zero [98]. In 1910, Alfréd Haar proposed a simple piecewise constant function whose dilation and translations generate an orthonormal basis in $L^2(\mathbb{R})$ [99]. In 1988 Ingrid Daubechies published her seminal work on orthonormal wavelets of compact support [100]. This led to the development of filter bank based transforms [101] and biorthogonal wavelet bases [57], [102].

The DWT can be viewed as a collection of spatially-oriented trees. The signal coefficients are divided into subbands based on their frequency. The roots of the tree are the coefficients in the lowest frequency subband, which branches successively into higher frequency bands at the same spatial orientation [79]. Figure 3.2 shows an example of a three step DWT operation. Here, $g_D$ signifies the high pass decomposition while $h_D$ signifies low pass decomposition. The original JPEG2000 standard incorporates two DWTs: the Le Gall 5/3 integer to integer transform for lossless compression and the CDF9/7 floating point transform for lossy compression.
As one of the objectives of this research was to focus on lossy signal compression to maximise compression gains, only the CDF9/7 transform was implemented. The CDF9/7 transform was implemented using a lifting scheme as outlined in [101], [103]. The advantages of using a lifting scheme to constructing biorthogonal wavelets are outlined in [104] and includes faster operation and in-place calculation of the transform. The full properties of this wavelet filter can be found in papers such as [105]. This transform was common to all compression performed in this research.

### 3.2.2 Quantisation

After the DWT operation, a quantisation step is performed. Quantisation is a nonlinear and noninvertible method of mapping a large, finite sequence of numbers, $x(n)$, onto a smaller scale, $\hat{x}(n)$. The range $x(n)$ is divided into a number of equal intervals and then each interval is mapped to a codeword. It is worth noting that the codeword refers only to the interval and not to the original value. All input values are then expressed in terms of the interval they fall within. Figure 3.3 shows a graphical example of the quantisation process. The decoding process attempts to convert the $\hat{x}(n)$ values back to the original scale.

![Interval/Codeword](image)

**Figure 3.3:** Example of input sequence of quantiser.

For this research a simple quantisation scheme was implemented where the wavelet coefficients were quantised using a standard integer quantisation approach. This approach was common to JPEG2000 and SPIHT. Quantisation provides an opportunity to vary the level of compression in the algorithm. By lowering the selected bit-rate of the quantiser, greater compression can be achieved. However, the lower the bit-rate available to the quantiser, the less information is retained in the
quantised coefficients. This results in a greater level of loss when the signal undergoes the inverse encoding operation. Research into the effects of varying this bit level is presented in Chapter 5 of this thesis.

### 3.3 JPEG2000

JPEG2000 is an image compression algorithm first ratified by the Joint Photographic Experts Group in 2000 [62]. It was designed to replace the original JPEG file format with more sophisticated compression components to give greater compression gains and improved image quality. Figure 3.4 shows a block diagram of the algorithm as implemented in this work, including the changes made as outlined below.

![Block Diagram of Modified JPEG2000 Algorithm](image)

**Figure 3.4:** Modified JPEG2000 based compression approach as implemented in this research.

#### 3.3.1 Thresholding

In addition to the basic JPEG2000 algorithm, a thresholding step was added to the encoding operation. Coefficients below a selected threshold level were deemed to be insignificant and set to zero. The greater the number of zero values, the higher the efficiency of the entropy encoder. It was noted during the implementation of the JPEG2000 algorithm that the addition of a thresholding step would allow for greater control of the achievable level of compression gains. By selecting the appropriate threshold level, larger compression gains can be achieved with minimal impact on the level of fidelity loss in the resulting signal. Future chapters investigate the
appropriate threshold level to select to achieve an optimum trade-off between compression and loss. Initially, the threshold step was placed after the DWT step and before the quantisation step. However, this was found to give unpredictable results, where the loss in signal information at a given threshold could vary greatly from signal-to-signal. This made it difficult to choose an appropriate threshold level for a desired level of information loss. For this reason, the thresholding step was moved to after the quantisation step. In this way, the threshold values were being applied to coefficients that had been normalised, giving more predictable levels of information loss and more consistent results across a range of signals.

3.3.2 Arithmetic Coder

The adaptive binary AC is the entropy encoder used in JPEG2000 Part 1. The AC reduces the symbols to be encoded into a single, unique binary fraction based on the Probability Distribution Function (PDF) of the symbols. To understand its operation, take an example of a source \( A \), that generates symbols from an alphabet of size 4,

\[
A = \{ a_1, a_2, a_3, a_4 \}
\]

Assume these symbols have probabilities:

\[
P(a_1) = 0.5, \quad P(a_2) = 0.25, \quad P(a_3) = 0.125, \quad P(a_4) = 0.125
\]

which all lie on the interval \([0,1)\).

**Table 3.1:** Probabilities and Ranges For Symbols \( a_n \) in Example.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Probability</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_1 )</td>
<td>0.5</td>
<td>([0,0.5))</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>0.25</td>
<td>([0.5,0.75))</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>0.125</td>
<td>([0.75,0.875))</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>0.125</td>
<td>([0.875,1))</td>
</tr>
</tbody>
</table>

The encoder begins with the interval \([0,1)\), which is divided up into ranges for each symbol based on the probability of them occurring. These probabilities are given in Table 3.1. When the first symbol is encoded, the total range is updated to correspond
to the range of the symbol being encoded. The updated range is again divided based on the probabilities given in Table 3.1. This process is repeated until all symbols are encoded, with the range being updated with respect to each symbol being encoded, as it is encountered. A graphical example of this operation can be seen in Figure 3.5.

![Figure 3.5: Graphical representation of example Arithmetic Coder.](image)

To decode the message, the decoder accepts the fractional value as input and again compares it to the range values from Table 3.1. The value falls between the lower and upper bound of $a_x$ and so $a_x$ is the output. The encoder then must update the encoded value to remove the effects of the first symbol. A new range is calculated by taking the lower bound of the decoded symbol from the upper bound. The encoded value is calculated by taking the lower bound of the first symbol from the initial encoded value and dividing by the upper bound. The process continues until all symbols are decoded. It should be noted that the decoder will continue to decode unless the length of the original signal is passed as an argument or a predetermined escape character is received.

It can be seen from this example that the standard AC requires that the decoder has prior knowledge of the distribution of symbols in the original message. This would require transmission of the PDF with the encoded message for use by the decoder, or would require an assumed fixed PDF at both transmitter and receiver. With the Adaptive AC approach, the encoder and decoder initially assume a unity PDF. After each symbol is encountered and encoded, the PDF is dynamically updated to reflect the new probability of occurrence. This allows the encoder and decoder to operate
with no prior knowledge of the distribution of the messages symbols. It does however, result in reduction in efficiency in the encoding process.

Initial research focused on using the Adaptive AC as outlined in [47]. Signals were split into frames of size 1024 samples for compression, which corresponds to a length of 4s per frame at a sampling rate of 256 Hz. Each frame was treated independently. It was noticed however, that the compression gains of the encoder quickly levelled off, i.e. as the level of fidelity loss was increased, the CR did not significantly improve. Analysis of these observations suggested the efficiency of the AC was being limited by the PDF needing to be rebuilt for each frame being encoded, i.e. with the AC operating in adaptive mode. It therefore seemed logical to add some prior knowledge of the symbol PDFs to improve efficiency. Analysis of the PDF of the messages being encoded suggested a general Gaussian distribution to the symbols derived from the EEG database used for the research. While the AC can encode a message with a PDF that is not equal to the actual PDF of the message, the greater the difference between the actual PDF and the PDF used, the less efficiently it will encode. It was therefore decided to build an overall PDF of the EEG database and use this PDF for all frames being compressed. This allowed a single PDF to be used by the encoder and decoder, thus making it independent of the distribution of the symbols in any given frame. This was found to greatly improve the compression gains of the encoder. If a frame does not follow this generalised PDF, the AC will not encode as efficiently but will still offer significant compression gains.

3.4 **SPIHT**

SPIHT is an coding technique that operates by ordering coefficients in order of perceived importance through use of recursive analysis based on specified thresholds. While SPIHT can be paired with a variety of transform operations with good results, it is most often seen paired with a DWT operation [79]. The DWT arranges coefficients into groups of subbands where successive bands display a temporal relationship with each other due to the downsampling operation that occurs during the transform operation. These subbands form a non-overlapping spatial orientation tree structure, with each node branching into higher frequency subbands at the same spatial orientation. In layer $i$, each coefficient corresponds to two coefficients in layer $i + 1$ (Figure 3.6). If the sizes of the subbands differ, a single
coefficient in the smaller subband may represent the same spatial location as multiple coefficients in the other subbands. This creates the potential for large compression gains. SPIHT achieves high compression gains by keeping insignificant coefficients in large subsets.

After the transform operation, SPIHT encodes the coefficients by recursively checking their significance against threshold levels. The thresholds used are powers of two, creating a binary representation of the integer value of the wavelet coefficients. The SPIHT encoding operation can be broken down into two passes: the Sorting Pass and the Refinement Pass. To describe the operation of the algorithm, it is first necessary to define some terms:

- **LIS** List of Insignificant Sets: contains sets of wavelet coefficients which are defined by tree structures, and which have been found to have magnitude smaller than a threshold (i.e. are “insignificant”). The sets exclude the coefficient corresponding to the tree or all subtree roots, and have at least four elements.
- **LIP** List of Insignificant Points: contains individual coefficients that have magnitude smaller than the threshold.
- **LSP** List of Significant Points: points found to have magnitude larger that the threshold (are significant).

![Temporal orientation tree showing relationship between coefficients on different subbands.](image_url)
• $O(c_i)$ in the tree structures, the set of offspring (direct descendants) of a tree node defined by point location(i).

• $D(c_i)$ set of descendants of node defined by pixel location(i).

• $L(c_i)$ set defined by $L(c_i) = D(c_i) - O(c_i)$.

• $H$ the set of all root nodes

• A Type A entry: the entry $i$ represents $D(c_i)$ in the LIS

• A Type B entry: the entry $i$ represents $L(c_i)$ in the LIS

The operation of the algorithm is originally outlined for two dimensional images in [13] and in [75] is modified for one dimensional signals. It can be described as:

1. **Initialization:** Set the significance threshold $2^n$ with $n = \lfloor \log_2(c_{max}) \rfloor$; set the LSP as an empty list; set the roots of similarity trees in the LIP and LIS;

2. **Sorting Pass:**

   2.1. for each entry ($i$) in the LIP do:

      2.1.1. output $S_n(i)$;

      2.1.2. if $S_n(i) = 1$ then move ($i$) to the LSP and output the sign of $c_i$;

   2.2. for each entry ($i$) in the LIS do:

      2.2.1. if the entry is of Type A then

      • output $S_n(D(i)) = 1$ then

      ◆ for each $(k) \in O(i)$ do:

      • output $S_n(k)$;

      • if $S_n(k) = 1$ then add $(k)$ to the LSP and output the sign of $c_k$;

      • if $S_n(k) = 0$ then add $(k)$ to the end of the LIP;

      ◆ if $L(i) \neq 0$ then move ($i$) to the end of the LIS, as an entry of type B, and go to Step 2.2.2; otherwise, remove entry from ($i$) from the LIS;

      2.2.2. if the entry is of Type B then

      • output $S_n(L(i))$;

      • if $S_n(L(i)) = 1$ then

      ◆ add each $(k) \in O(i)$ to the end of the LIS as an entry of type A;

      ◆ remove ($i$) from the LIS.
3. **Refinement Pass:** for each entry \((i)\) in the LSP, except those included in the last sorting pass, output the \(n\)th most significant bit of \(|c_i|\); 

4. **Quantisation-Step Update:** decrement \(n\) by 1 and go to Step 2.

This process continues until \(n = 0\) or the desired compression level is reached. As the encoder has prior knowledge of the length of the original data being compressed, it is possible to specify a desired compression level prior to encoding. SPIHT orders the bit stream from Most Significant Bit (MSB) to Least Significant Bit (LSB). This “embedded” encoding allows the encoder to terminate encoding at a desired compression level. The bits encoded at this level are those deemed most important to reconstruct the original message, given the allotted bit budget (determined by the desired compression level). This more direct control over the compression level is in contrast to JPEG2000, where direct control of the compression level is not possible; instead, the compression level was calculated after compression and was estimated as an average of the compressed length of all the signals processed. The formula for calculating compression ratio (CR) is given in equation (4) in Section 3.6.1.
SPIHT is most often employed in lossy mode with a specified compression level, but it can also be employed where all the input coefficients are represented in the compressed bit stream and they can be perfectly reconstructed into their original form. While SPIHT itself is operating without truncation of the encoded bit stream (i.e. no explicit compression), the CDF9/7 DWT and quantisation blocks preceding it still cause a minor loss of fidelity between the original signal and signal reconstructed after compression. For this reason, it may not be strictly appropriate to refer to compression using this approach as "Lossless SPIHT". Instead the term "Non-Truncated SPIHT" has been employed in this thesis in reference to the fact that the full encoded bit stream is saved. Even without truncation of the encoded bit stream, SPIHT introduces an inherent compression on the signal in relation to the original signal length, because of the list structure it imposes on the signal. Empirical review of the data examined here shows that this inherent compression results in reduction of the bit stream length by around 50%. The impact of this inherent compression ability on system design is explored further in Chapter 6. A high-level block diagram of the SPIHT algorithm can be seen in Figure 3.7.
3.5 EEG Database

A database of EEG signals from patients with medically intractable focal epilepsy is maintained by the University of Freiburg [106], [107]. It contains seizure and non-seizure EEG data for 21 patients ranging in age from 13 to 50, sampled at 256 Hz with 16 bit resolution. This database was used for the majority of experiments reported in this thesis. It was chosen due to (i) its public availability, (ii) the 6-channel EEG recordings provided are likely to be close to what would be recorded by an AEEG device [108] and (iii) the intracranial recordings minimise the artefacts present in the recordings. While AEEG signals would normally include artefacts due to e.g. movement, eye blinks, this is not considered in this research. Artefact removal is typically carried out prior to compression in an AEEG device [109]–[111].

3.6 Performance Metrics

3.6.1 Compression Ratio (CR)

Compression Ratio (CR) is one of the key performance measures of a compression algorithm, and is defined as the ratio of the size of the compressed data to the size of the original data. It is used to quantify the data size savings from using the compression algorithm. It can be defined mathematically as:

\[ CR = \frac{L \cdot r}{\hat{b}} \]  \hspace{1cm} (4)

where \( L \) is the length of the input signal in samples, \( r \) is the quantisation (bit resolution) of each original sample and \( \hat{b} \) is the number of bits representing the compressed signal. The original bit-resolution (\( r \)) is given in the description of the file databases and \( L \) is specified by the user during algorithm setup. In the case of JPEG2000, \( \hat{b} \) can be found by examining the length of the bit stream after the compression operation. For SPIHT, due to its embedded encoding property, the CR can be specified and controlled as part of the compression operation, thus allowing the algorithm to determine the desired \( \hat{b} \) and terminate encoding when it is reached.
3.6.2 PRD and PRD1

Percentage Root-mean squared Distortion (PRD) is a measure of the difference between two signals. The standard metric can be defined as:

\[
PRD = \left( \frac{\|x - \hat{x}\|}{\|x\|} \right) \times 100
\]

(5)

where \(x\) and \(\hat{x}\) are the original and reconstructed signals, respectively, and \(\| \|\) represents the Euclidean or \(l^2\) norm. While this definition is the most frequently used version of this metric, a second definition also exists that removes the signal mean. This is frequently referred to as PRD1 and is defined as:

\[
PRD1 = \left( \frac{\| x - \bar{x} \|}{\| x - \bar{x} \|} \right) \times 100
\]

(6)

where \(\bar{x}\) is the mean of the signal. In [112], Blanco-Velasco et al. investigated the use of PRD and PRD1 to measure the quality loss in compressed ECG signals. They concluded that despite the prolific use of PRD, PRD1 gave results that more accurately represented the level of fidelity loss, especially in signals that contain a DC component. The authors of [54] found that PRD1 values could be as much as four times as high as PRD values for a given set of compressed EEG data due to the mean signal value biasing the PRD results. PRD1 was therefore selected as the preferred metric for measuring signal fidelity degradation in this research.

While PRD and PRD1 are widely-used and intuitively simple measures of distortion, they have well-known limitations; in particular, they give only a general measure of fidelity loss and cannot determine specific impact on the diagnostic content of a signal. This latter point is particularly important in the case of biomedical signals where the intention is to carry out some form of diagnosis on the signal.

3.7 Summary

This chapter has described the compression algorithms used throughout this thesis. It details the constituent components of the algorithms, how they were implemented and, where applicable, the reasons why implementation decisions were made. The
DWT and quantisation steps were introduced first as they are common to both algorithms. The operation of the DWT and reasons for the choice of CDF9/7 as the transform of choice were given. The operation of the quantisation step was presented, as well as the reasons for it being placed after the DWT in both algorithms. Following this, the general JPEG2000 algorithm was introduced. Coefficient thresholding was added to the JPEG2000 algorithm after the quantisation step to allow further control over the level of lossy compression in the signal. Arithmetic coding is used as an entropy encoder for the final data. An alternative method of building the PDF for compression was used as it was found to provide gains in compression. The SPIHT algorithm is the second compression algorithm used in this research. The initial components of the algorithm were the same as JPEG2000: DWT and quantisation. The quantised wavelet coefficients were then encoded using the SPIHT compression algorithm, adapted for use in 1D signals. The operation of this algorithm and its key properties were given.

The primary EEG database used in this research was the Freiburg epilepsy database. A description of this database and the reasons for selecting it as the primary database were given. Finally, the primary performance metrics were explored. These metrics are common through all the research in this thesis and are used to measure 1) the compression gain and 2) the fidelity loss. These are given as CR and PRD1 respectively.

With the exception of the EEG database and JPEG2000, these components are common to all the research in this thesis. The next two chapters address methods of EEG compression where maximum compression is desirable, without loss of information necessary to diagnosis. Chapter 4 will examine the compression of the Freiburg database using the two compression algorithms outlined in this chapter. It will seek to determine which is more efficient at compressing EEG data without losing diagnostic information and if compression on a mobile device is practical.
Chapter 4  Compression of EEG Signals with JPEG2000 and SPIHT

4.1  Introduction

Lossy compression of ECG signals has long been investigated. EEG research however, has primarily focussed on lossless compression [113]–[115]. While lossless compression is an ideal outcome, the requirement to preserve all signal components severely limits the compression gains that can be reached, which is disadvantageous in the context of achieving desirable power savings in ambulatory systems. Lossless compression generally focuses on exploiting the redundancy in the signal and efficiently encoding correlated coefficients to minimise the bits needed to represent them. However, by allowing a measure of loss, the compression gains can be greatly improved. EEG signals contain information not required for diagnostic purposes. By minimising these coefficients, large gains in compression can be achieved. Efficient lossy compression involves identifying these coefficients and removal of those deemed not necessary to reconstruct the signal to the desired fidelity level. This chapter presents a method of compressing EEG signals using two DWT based compression approaches; JPEG2000 and SPIHT. It begins by briefly outlining the overall approach taken to compression. The compression algorithms
have already been described in some detail in Chapter 3. The chapter then presents the results of CR versus PRD1 for low levels of fidelity loss. Next, this chapter discusses the problem of quantifying the impact of lossy compression on EEG data. The REACT automated seizure detection algorithm is presented as an alternative method of quantifying this loss through use of CAD. The signals compressed at low levels of loss are examined with REACT to ensure diagnostic integrity is maintained. Once this is established, maximising compression levels is explored by allowing higher levels of loss and verifying seizure information retention with REACT. Finally, this chapter looks at the benefits of compressing EEG data on an ambulatory device by investigating if compression prior to wireless transmission would provide a net decrease in energy expenditure.

As outlined in Chapter 3, compression was applied to the database of EEG data from 21 patients with medically intractable focal epilepsy provided by the University of Freiburg [106], [107]. The compression algorithms were applied to the database at varying levels of loss, and the signals then reconstructed to examine the impact on signal quality. The compressed bit stream can be used for either transmission or storage, depending on the application required.

### 4.2 EEG Compression at Low Compression Ratios

Initial research focused on the compression of EEG signals using the JPEG2000 algorithm as outlined in Chapter 3. The thresholding step was used to control the level of loss in the algorithm, which in turn controls the level of compression. By increasing the threshold level, a greater number of coefficients were set to zero, thus increasing the compression efficiency of the AC. However, the greater the threshold level, the greater the level of loss in the resulting signal. The number of wavelet decompositions and the quantisation level were selected based on the results found in [116]. An 8-level DWT and 10-bit quantisation of the DWT output coefficients were chosen for the original 16-bit signals. Each signal was divided into windows of size 1024, i.e. 4s. These windows were compressed and reconstructed using 5 different threshold values. Threshold values were chosen to give a range of PRD1 values from very low (<1%) to above 10%. The CR and PRD1 values were averaged for each patient, and an overall average was calculated for all patients in the database, at each threshold level.
The SPIHT algorithm was also applied to the Freiburg database at a range of compression levels chosen to result in PRD1 values over the same range up to 10%. As outlined in the description of the SPIHT algorithm, the desired CRs can be readily controlled prior to compression; this is a significant advantage of SPIHT over JPEG2000. The compressed bit streams were then reconstructed to create an approximation of the original signal, so the PRD1 could be calculated. A plot of PRD1 versus CR for JPEG2000 and SPIHT can be seen in Figure 4.1.

![Figure 4.1: CR vs. PRD1 for EEG signals compressed with SPIHT and JPEG2000 for CRs lower than 11.](image)

At very low CRs, SPIHT provides better performance than JPEG2000, in terms of lower distortion for a given CR. As CR increases, SPIHTs PRD1 values increase faster than JPEG2000, exceeding JPEG2000s PRD1 when the CR passes 4. It remains this way until the CR approaches 10 where these values begin to converge again. The PRD limit suggested in [55] of 7% was selected as the maximum allowable level of fidelity for visual inspection of the reconstructed signal. From Figure 4.1, it can be seen that a PRD1 of 7% corresponds to an average CR of approximately 8.3 for SPIHT and almost 9 for JPEG2000.
Figure 4.2: Plot of example of (i) original EEG signal, and the resulting error signals after compression with (ii) JPEG2000 and (iii) SPIHT at ~7% PRD1.

Figure 4.2 shows a plot of a sample of a signal selected at random from the Freiburg database versus the same sample after compression with approximately a 7% PRD1. It is clear from this comparison that very little of the signal information is lost at 7% PRD1. It is worth remembering however, that PRD1 only gives an average indication of loss in signal fidelity relative to the original signal. It does not directly measure the impact of signal degradation on diagnostically relevant information. This gives rise to two important questions:

1) Is the diagnostically relevant information being retained at this PRD1 level?

2) If it is, can a higher level of loss be tolerated?

While 1) can be predicted to hold true due to 7% PRD1 maintaining 99.5% of the signals energy [55], it was necessary to further investigate the effects of this compression on the EEG signals to verify this prediction and to address 2).
4.3 Preservation of Diagnostic Information

Initial verification of the data integrity was performed by visual inspection of the data post compression. However, due to the nature of the data being evaluated, a trained clinician would be necessary to fully verify that the important diagnostic information is being maintained. Unlike ECG ([25], [117], [118]), no standardised metrics have so far been proposed to measure the loss of signal information in EEG signals with respect to the impact on diagnostically relevant information. The use of Computer Aided Diagnosis (CAD) systems was briefly discussed in Chapter 2. In the context of healthcare, the use of CAD provides a means to rapidly and consistently analyse large volumes of data. In the context of this research, using an effective CAD system to analyse the lossy compressed EEG signals makes it possible to determine the impact of compression on diagnostic information.

REACT (Real-time EEG Analysis for event deteCTion) is an automated epileptic seizure detection system [119]–[121]. The REACT algorithm operates on EEG data by extracting a rich set of features from the time, energy and spectral domains. In total, fifty-five features are extracted [122]. Frequency domain features extracted include total power, wavelet coefficients and total spectral power. Time domain features include curve length, number of maxima and minima and RMS amplitude. Finally, some of the information theory features included are Shannon entropy and spectral entropy. A full list of the features used can be found in [123].

At REACT’s core lies a Support Vector Machine (SVM) classifier which uses rules that have been automatically derived using machine learning and pattern recognition techniques. These rules are used to classify the extracted EEG features as seizure or non-seizure. Full details on the structure and operation of REACT can be found in [121], [122], [124]–[126]. The algorithm has been shown to give very accurate seizure detection performance, as verified by clinical review of its performance [122], [126]. In [122], Temko et al. report detection rates as high as 100% with four false detections per hour for neonatal EEG.

Although REACT was initially designed for use in neonatal seizure detection, subsequent research has demonstrated that it can also achieve very high seizure detection performance on adult EEG [119]. In this research it was employed as a method of evaluating the retention of diagnostically-important data in EEG signals after lossy compression. The impact of compression on seizure detection
performance was also evaluated with respect to PRD1, which quantifies loss of fidelity in the signal. REACT was used in order to quickly evaluate many hours of EEG data. This was important as each variation of compression parameters creates a whole new instance of the database. If a trained clinician was required to review this data, it would take many hours of work to classify each instance of the database. This quickly becomes impractical when multiple compression parameters are tested, to establish a range of fidelity loss in the compressed signals. The use of REACT is not necessarily intended to replace a clinician in diagnosis, but in this research is used as a tool to monitor the impact of compression on the diagnostically relevant information on the signals. REACT was initially run on the original database to establish baseline performance. Performance of the algorithm is evaluated by use of the Receiver Operator Characteristic (ROC) curve. This is a graphical representation of the relationship between the sensitivity and specificity of the classifier. Sensitivity (Se) is defined as the percentage of seizure epochs correctly classified and specificity (Sp) is defined as the percentage of non-seizure epochs correctly classified. They are defined mathematically as:

\[ Se = \frac{TP}{TP + FN} \]  
\[ Sp = 1 - \frac{FP}{TN + FP} \]  

where TP is the total number of seizure events detected correctly (true positives), FN is the number of missed seizure events (false negatives), FP corresponds to seizures detected by the algorithm that do not exist in the original signal (false positives) and TN corresponds to non-seizure events correctly classified by the algorithm (true negatives).

The Area Under the Curve (AUC) is calculated for the ROC and gives a numerical evaluation of the classifier’s performance. An AUC of unity implies perfect classification, with the classifier identifying all seizure events correctly, with no false positive or false negative events. The AUC results in the research were reported as a Percentage of Total AUC. This is given mathematically as
where 100% corresponds to an AUC of unity. In practice, a classifier is unlikely to achieve this result. Moreover, there are often some discrepancies even among trained clinicians in the identification and location of seizure events.

In research making use of REACT for automated seizure detection, a subset of the Freiburg database was used for testing. This subset was chosen due to the quality criteria outlined in [119]. Specifically, 15 patients were selected from the 21. Three patients (1, 18 and 19) were discarded due to the length of seizure events being less than 10 seconds and three others (5, 8 and 10) were removed due to the large amount of artefact data present. The remaining 15 patients’ EEG recordings comprise 132.7 hours of data with approximately 120 mins of seizure activity over 61 seizure events. For test purposes the EEG data are processed on a frame-by-frame basis, with frames of duration 4 seconds. Therefore, the total number of frames is 119430, with 1800 frames containing seizures. Pre-filtering was not applied to the signals prior to compression.

For each patient in the dataset, the REACT system was loaded with an SVM classifier built specifically for that patient. Each classifier was trained using seizure and non-seizure data randomly chosen from the fourteen other patients in the dataset. Since REACT is being employed in the place of a trained clinician, data from the original, uncompressed EEG database was used in the training phase. The purpose of the study is to observe how the classifier reacts when presented with reconstructed EEG from a patient it has not encountered before. For each patient, the reconstructions of that patient’s EEG recording were passed through the REACT system, producing binary seizure/non-seizure decisions for each epoch of every channel.

As the database was already annotated by clinicians, a performance benchmark of REACT on the Freiburg database could be established. It could also be used to evaluate the performance at various levels of quality degradation, in order to establish the impact on diagnostic information useful seizure detection. Figure 4.3 show a plot of the Total Percentage AUC at a given average PRD1 for compression with JPEG2000 and SPIHT, and for low CRs corresponding to approximately the same range of PRDs shown in Figure 4.1. Both algorithms produce a Total
Percentage AUC of ~96% at their lowest level of compression. This matches the results of REACT on the uncompressed data found by Faul et al. in [119]. As PRD1 increases, the detection rate of JPEG2000 begins to decline. At 7% PRD1, the Percentage Total AUC is just over 95%, a decline of approximately 1%. SPIHT, in contrast, does not show a decline in seizure detection performance. In fact, AUC appears to improve slightly as PRD1 increases. The improvement is slight however and it is difficult to determine if it is significant at this point. The results from both algorithms show that at 7% PRD1, there is no significant impact on the seizure information in the compressed signals.

**Figure 4.3:** Percentage Total AUC as a factor of PRD1 for JPEG2000 and SPIHT-compressed signals for PRD1s of below 9%, showing the 95% confidence intervals.

### 4.4 Maximising Compression Ratio

The previous section has demonstrated that at a PRD1 of 7% or less (corresponding to reasonable visual fidelity and 99.5% energy retention of the signal according to [55]), there is negligible impact on the seizure information in EEG data compressed with JPEG2000 and SPIHT. Figure 4.3 shows that seizure detection performance is
still being maintained at PRD1 levels of close to 9%. To determine the effects of higher levels of loss on seizure detection performance, the Freiburg dataset was again compressed with JPEG2000 and SPIHT at much higher compression levels. This resulted in CRs of just over 100 for JPEG2000 and 150 for SPIHT. The corresponding PRD1s were again calculated. Figure 4.4 shows the results of this test. As compression levels increase, the compression gains of SPIHT begin to quickly outperform those of JPEG2000. At CRs higher than 11, JPEG2000s PRD1 value at a given level of compression begin to rapidly increase. After SPIHT’s initially poorer performance, the rate of fidelity loss slows and at higher levels of compression, it retains a lower average PRD1 than JPEG2000.

This can be explained by SPIHT’s embedded encoding property where the bit stream is ordered from MSB to LSB. High Frequency (HF) components are generally seen as of lower importance by SPIHT and, as such, are lost when the CR is increased. JPEG2000 increases CR by zeroing coefficients below successively higher thresholds. At low levels of compression, relatively few coefficients are zeroed and the remaining ones are efficiently encoded by the AC. Thus, at low levels of compression, the PRD1 metric records greater differences between the SPIHT-compressed signals than the JPEG2000 compressed ones.

Figure 4.4: CR vs. PRD1 for JPEG2000 and SPIHT.
The reconstructed signals were again passed through the REACT software to determine the impact of higher levels of compression on the signals diagnostic information. Figure 4.5 gives the results of this test, showing the Percentage Total AUC at a given PRD1 for each algorithm. It can be seen that this graph follows the same general trend as Figure 4.3, with SPIHT maintaining a higher seizure detection performance that JPEG2000 for greater PRD1s. The initial decline in JPEG2000s performance can be seen to level-off until PRD1 passes 16%. Above 16% it begins to decline slowly. A Percentage Total AUC of above 90% can be said to be 'very good' for seizure detection performance [119]. For this reason, 90% was chosen as the cut-off level for performance of automated diagnosis. JPEG2000 passes this point at approximately 30% PRD1.

![Figure 4.5: Percentage Total AUC as a factor of PRD1 for JPEG2000 and SPIHT-compressed signals for higher levels of loss, showing the 95% confidence intervals.](image)

For SPIHT, Percentage Total AUC does not decline until PRD1 passes 18%. Performance actually increases from the lowest PRD1 until this point. While this improvement is near negligible, it can be explained by SPIHTs bit-truncation property acting as a filter, "cleaning-up" the signal prior to being processed by
The HF components of the signal are deemed as being of low importance by SPIHT and thus are the first to be discarded when the CR increases. These components generally correspond to noise in the signal and do not contain diagnostically relevant information. Above PRD1s of 18%, Percentage Total AUC begins to decline. It declines steadily until it drops below 90% AUC at a PRD1 of 36%. These results suggest that at 30% PRD1, the majority of seizure information is still maintained by both algorithms.

Finally, in order to evaluate the maximum achievable level of compression for given diagnostic performance, the Percentage Total AUC is plotted against CR in Figure 4.6. Here SPIHT’s advantage in retaining better data fidelity at higher CRs can be clearly seen. Percentage Total AUC for JPEG2000 remains above 90% until the CR exceeds 30. SPIHT achieves far greater levels of compression before seizure detection performance is significantly impacted. At a CR of 90, Percentage Total AUC drops below the acceptable threshold of 90%.

Figure 4.6: Percentage Total AUC as a factor CR for JPEG2000 and SPIHT-compressed signals for high levels of compression.
4.5 Energy Cost of Implementation

As the background of this research is the use of algorithms for ambulatory devices, an evaluation of the computation required for implementation on a portable device was carried out, with a view to estimating energy requirements and the benefits of compression. In [10] Yates and Rodriguez-Villegas determine that data compression in wireless EEG monitoring devices is of benefit if the computational cost of compression does not exceed the power saved due to the reduced time the transmission antenna is active. This implies there are two different factors to examine: 1) the computational complexity of compression on a DSP device, 2) the energy savings provided by compression prior to wireless transmission of the EEG data. To examine 1), the Analog Devices Blackfin BF537 DSP processor was chosen as a potential target for implementation [127]. As SPIHT was seen to provide better compression performance and maintain diagnostic information more effectively than JPEG2000, analysis focussed on SPIHT.

From Chapter 3, it can be seen that the SPIHT algorithm comprises of two arithmetic and two list operations. The arithmetic operations consist of compares and subtractions. Lists are used to keep track of insignificant sets and significant and insignificant coefficients. These lists dynamically vary in size. A linked list is an efficient dynamic data structure implementation which, for SPIHT, requires two core operations: 1) a push operation and 2) a list erase operation. It can therefore be seen that SPIHT compression is comprised of five unique instructions on the Blackfin BF537. The number of machine cycles for each of these operations was obtained empirically for this processor using the ADI Visual DSP++ profiling tool. These results of this analysis for each instruction operation are given in Table 4.1. Further details on estimating the power usage on the Blackfin BF537 can be found in [128].
Table 4.1: Average Numbers of Machine Cycles per operation on Analog Devices Blackfin BF537 DSP Processor.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Number of Clock Cycles per operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer compare</td>
<td>2</td>
</tr>
<tr>
<td>Sign compare</td>
<td>2</td>
</tr>
<tr>
<td>Integer subtract</td>
<td>2</td>
</tr>
<tr>
<td>Linked-list insert</td>
<td>67</td>
</tr>
<tr>
<td>Linked-list erase</td>
<td>62</td>
</tr>
</tbody>
</table>

To evaluate the energy cost of compression, the average number of operations required to compress one frame of EEG data was calculated. The Freiburg database was compressed with SPIHT at CRs ranging from 2 to 90, with the number of instruction operations tracked so that the average value could be determined. These values, and the total number of clock cycles required, can be found in Table 4.2. Due to SPIHT’s embedded coding property, the higher the CR required, the lower the complexity of the encoding operation. Assuming a clock speed of 50 MHz for the Blackfin DSP, the corresponding processor load factor can be estimated and is shown in the rightmost column of Table 4.2. Even allowing for an additional scaling factor to take any processor overhead into account, it can be seen that the algorithm does not significantly load the processor. These results indicate that the SPIHT compression would cause less than 0.1% load on the Blackfin processor at CR = 4 (<2% PRD1) and a 0.03% load at CR = 30 (~20% PRD1).
Table 4.2: Average number of operations per frame, number of machine cycles/frame, cycles/second and Processor Load for SPIHT Compression on Blackfin BF537 Processor, as a function of CR.

<table>
<thead>
<tr>
<th>CR</th>
<th>Compare</th>
<th>Subtract</th>
<th>List</th>
<th>List</th>
<th>Total Cycles</th>
<th>MIPS</th>
<th>50MHz Load (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>54532</td>
<td>3437</td>
<td>131887</td>
<td>62733</td>
<td>252589</td>
<td>63148</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>51065</td>
<td>1729</td>
<td>119568</td>
<td>52122</td>
<td>224484</td>
<td>56122</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>45488</td>
<td>738</td>
<td>69904</td>
<td>26058</td>
<td>142188</td>
<td>35548</td>
<td>0.006</td>
</tr>
<tr>
<td>15</td>
<td>40397</td>
<td>340</td>
<td>41861</td>
<td>12743</td>
<td>95341</td>
<td>23836</td>
<td>0.004</td>
</tr>
<tr>
<td>20</td>
<td>38005</td>
<td>247</td>
<td>32234</td>
<td>9518</td>
<td>80005</td>
<td>20002</td>
<td>0.004</td>
</tr>
<tr>
<td>30</td>
<td>34621</td>
<td>158</td>
<td>22037</td>
<td>6579</td>
<td>63394</td>
<td>15849</td>
<td>0.003</td>
</tr>
<tr>
<td>40</td>
<td>32184</td>
<td>113</td>
<td>16692</td>
<td>5062</td>
<td>54051</td>
<td>13513</td>
<td>0.003</td>
</tr>
<tr>
<td>60</td>
<td>28859</td>
<td>69</td>
<td>11389</td>
<td>3456</td>
<td>43773</td>
<td>10944</td>
<td>0.002</td>
</tr>
<tr>
<td>70</td>
<td>27587</td>
<td>57</td>
<td>9800</td>
<td>2974</td>
<td>40418</td>
<td>10105</td>
<td>0.002</td>
</tr>
<tr>
<td>90</td>
<td>25581</td>
<td>41</td>
<td>7722</td>
<td>2308</td>
<td>35651</td>
<td>8913</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Once the computational cost of compressing EEG signals using SPIHT was found to not significantly load the Blackfin processor, it was necessary to evaluate 2). For wireless transmission of compressed or uncompressed EEG data, Bluetooth Low Energy (LE) is a recently-introduced, low-powered transmission protocol that can be considered. Here, the expected power consumption for a typical commercial implementation of this protocol was considered. From [129] it can be estimated that the Nordic nRF8001 Bluetooth LE transmitter has a power-per-bit expenditure of ~33nJ/b. Table 4.3 gives the energy required to transmit a single four second frame of EEG data at CRs from 2 to 90.
Table 4.3: Energy Required to Transmit a Frame of EEG Data with Bluetooth LE.

<table>
<thead>
<tr>
<th>Compression Ratio</th>
<th>2</th>
<th>7</th>
<th>9</th>
<th>50</th>
<th>60</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>nRF8001</td>
<td>0.54 mJ</td>
<td>0.07 mJ</td>
<td>60 µJ</td>
<td>10.8 µJ</td>
<td>9 µJ</td>
<td>6 µJ</td>
</tr>
</tbody>
</table>

From Table 4.3, it can be seen that reducing the size of the data greatly reduces the cost of transmitting the data. From Table 4.2 and [127], [130] and [128] it can be estimated that SPIHT consumes ~15.9µJ of energy to compress 1 frame on the BF537 processor at a CR of 50:1. Combining the total energy to compress and transmit the data at this CR gives approximately 26.7µJ for compression and transmission. This corresponds to approximately 5% of the energy required to transmit the frame uncompressed. Even at a relatively low CR of 7:1, the energy to compress the data rises to ~64µJ, resulting in total energy for compression and transmission of 134µJ, equating to ~25% of the energy required to transmit the frame uncompressed. These results show that SPIHT satisfies the requirements set out in [10]. Both compression and transmission of the data results in a net decrease in the energy expenditure required if used on an ambulatory device.

4.6 Summary

This chapter presented two approaches to compressing EEG data using a modified JPEG2000 algorithm and SPIHT. These compression algorithms were implemented to examine their potential to compress EEG data on an ambulatory device, while maintaining diagnostically relevant information. The monitoring of seizure events, particularly in cases of epilepsy or potential epilepsy, was identified as a likely use for an AEEG device. A publicly-available database of EEG from patients with medically intractable focal epilepsy was used for testing. Initial research focused on compressing the database with low levels of PRD1. It was found that at low levels of fidelity loss, SPIHT provides a slightly better CR to PRD1 result. At 7% PRD1 JPEG2000 has an average CR of 9, while SPIHT has a CR of 8.3.

To ensure that PRD1s of 7% and lower did not unduly impact on the diagnostic integrity of the data, a proven automated seizure detection algorithm was employed.
It was found that low levels of fidelity loss had no impact on the seizure information contained within the signals. On the original dataset, REACT gave a Percentage Total AUC of 96%. At 7% PRD1, the Percentage Total AUC for JPEG2000 and for SPIHT did not drop below 95%.

A primary goal of this research was to examine the maximum potential compression gains that can be achieved with these algorithms, while maintaining seizure detection performance. The dataset was again compressed with higher levels of compression/loss. The previous tests were repeated at these higher levels, with the reconstructed signals again examined by the REACT system to monitor the impact on seizure data. SPIHT was seen to outperform JPEG2000 in terms of maintaining seizure detection performance at higher PRD1s. SPIHT maintains seizure detection performance for PRD1s up to 36%, while JPEG2000 drops below this point at 30%.

By examining the CRs achieved by both algorithms at these levels of loss, it can be seen that SPIHT achieves a maximum CR of 90, while JPEG2000 achieves a maximum CR of 30.

Finally, an analysis was performed on the computational complexity of compressing and wirelessly transmitting EEG data. SPIHT was used for this analysis as it was found to provide better compression performance than JPEG2000. It was determined that SPIHT performs compression without significantly loading an Analog Devices Blackfin BF537 DSP processor. Because of the embedded nature of SPIHT, higher CRs correspond to even lower processor loading. The reduction in energy required to transmit a frame of EEG data for a range of CRs was also calculated. The analysis was performed using the data available for the Nordic nRF8001 Bluetooth LE transmitter. At the maximum level of compression, the amount of energy required to transmit is reduced by a factor of $10^3$. This suggests that SPIHT could be implemented on a portable device and improve device performance by lowering the overall energy expenditure of the device. The next chapter builds upon the results presented here by examining an alternative approach to employing SPIHT to compress EEG data.
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5.1 Introduction

During the EEG compression research described previously, the quantisation bit-level was selected to ensure the DWT coefficients could be adequately represented after quantisation. Reducing the bits per coefficient through additional quantisation can offer a means of lossy compression that increase compression gains without adding to algorithm complexity. Quantisation is used as part of the overall compression algorithm in the majority of EEG compression research, yet the choice of quantisation level selected often appears to be arbitrary. Quantisation is a relatively simple operation where a large sequence of numbers is mapped onto a smaller scale, therefore requiring fewer bits to represent any given coefficient. However, this is a non-invertible, lossy operation, where the original value cannot be completely recovered after the mapping takes place. For this reason, bit-rates are often only selected to ensure all coefficients are adequately represented after the quantisation operation, ensuring it has minimal impact on the compressed signals quality. It was noted during early stages of research that decreasing the bit-level may
greatly improve compression levels, without undue impact on signal quality. It was therefore decided to investigate the possibility of varying the quantisation bit-rate as part of the compression process. As before, the quantisation operation was performed after the DWT operation

5.2 Research Methodology

Compression was performed on the Freiburg database as outlined in Chapter 3. Two variations on SPIHT based compression approaches were examined. This was done in order to isolate and compare the effects of varying quantisation levels of DWT coefficients. Both approaches involved the DWT, quantisation and SPIHT components. The first approach employs the traditional SPIHT approach (as used in Chapter 4) where the desired CR was selected prior to compression and was achieved by terminating encoding at the desired bit-length. For this approach, the quantisation level of the DWT coefficients was set at 16 bits. This higher bit-level was selected to isolate the compressive effects to that of SPIHT’s bit-ordering/discarding. This approach was dubbed “Standard SPIHT” for this chapter to differentiate it from the second approach and the SPIHT compression done in the previous chapter. In the second approach, the number of bits available to the quantiser was varied and the resulting coefficients encoded using Non-Truncated SPIHT. In this approach, SPIHT was used as an entropy coder to gain maximum compressive gains from the lower bit-rates. This approach was taken to isolate the effects of varying the quantisation level in order to examine its specific effects. This approach was dubbed “Quantised SPIHT” or “QSPIHT”.

In addition to CR and PRD1, for this study, two metrics were chosen to further evaluate the validity of the compressed results:

- The **Power Spectral Density (PSD)** is a method of analysing the contribution of each frequency to the overall signal power. It describes how the power of a time series is distributed with frequency. The PSD of the signals after compression were plotted against the PSD of the original signals to evaluate the impact of the lossy compression on the energy of the signal. The Welch method of PSD estimation was applied to the signals being analysed [131]. A segment length of 64 with a 50% overlap using the Hamming windowing method and 64 length window was used.
• Secondly, the **Cumulative Density Function (CDF)** is a measure of probability distribution of a random variable. Given a continuous random variable $X$, the CDF is denoted as a function $F(x)$, and is defined for a number $x$ by:

$$F(x) = P(X \leq x) = \int_{-\infty}^{x} f(s) \, ds$$

That is, for a given value $x$, $F(x)$ gives the probability that the observed value of $X$ will be less than or equal to $x$. The CDF was used to examine the likelihood of a compressed frame having a PRD1 at or below a specific value when the given compression parameters are applied.

### 5.3 Results

#### 5.3.1 Standard SPIHT Compression

For this approach, the quantisation level was fixed at 16 bits. The signals were compressed with SPIHT at a range of lossy compression settings, ranging from CRs of 2 to 200, and then decompressed. The PRD1 of each frame was calculated and then the mean and standard deviation over the whole database was determined. Table 5.1 presents the results of this work.

As previously stated, two PRD1 limits are proposed for use in this research. The 7% and 30% limits were used as lower and higher cut-off points for seizure detection applications [55], [130], [132]. While the previous chapter found that a higher compression level could be acceptable with SPIHT compression, the lower level of 30% PRD1 found acceptable for JPEG2000 was selected here to ensure no loss in seizure information. These limits were therefore used as operating points for comparative reasons. It can be seen from Table 5.1 that a CR setting of 5 (dubbed 'CR5' to aid discussion of the results) gives a PRD1 of 5.99%, which lies within the 7% cut-off limit. Looking at the 30% limit, it can be seen that a CR setting of 35 (CR35) gives a PRD1 of 29.26%.
Table 5.1: Results for Standard SPIHT Compression.

<table>
<thead>
<tr>
<th>CR</th>
<th>Average PRD1 (%)</th>
<th>Standard Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>63.49</td>
<td>20.67</td>
</tr>
<tr>
<td>160</td>
<td>58.63</td>
<td>20.29</td>
</tr>
<tr>
<td>110</td>
<td>50.78</td>
<td>19.73</td>
</tr>
<tr>
<td>55</td>
<td>36.97</td>
<td>19.08</td>
</tr>
<tr>
<td>40</td>
<td>31.40</td>
<td>18.92</td>
</tr>
<tr>
<td>35</td>
<td>29.26</td>
<td>18.85</td>
</tr>
<tr>
<td>30</td>
<td>26.90</td>
<td>18.50</td>
</tr>
<tr>
<td>10</td>
<td>12.29</td>
<td>11.02</td>
</tr>
<tr>
<td>7</td>
<td>8.94</td>
<td>8.97</td>
</tr>
<tr>
<td>6</td>
<td>7.67</td>
<td>7.95</td>
</tr>
<tr>
<td>5</td>
<td>5.99</td>
<td>6.18</td>
</tr>
<tr>
<td>2</td>
<td>0.52</td>
<td>0.34</td>
</tr>
</tbody>
</table>

The final column gives the standard deviation of the PRD1 results. At the proposed settings, the standard deviation is ±6.18% and ±18.85% respectively. This suggests that while the average PRD1 results fall within the limits, it is obvious that some frames can be well above the desired limits. Further analysis of these results is provided later in this chapter.

5.3.2 QSPIHT Compression

For this section, the database was compressed by quantising the data in the range of 1 to 15 bits, and compressed using Non-Truncated SPIHT. Table 5.2 gives the CRs for the database after SPIHT compression has been applied. The PRD1 values were recorded for each frame and then averaged over the whole database at each quantisation level. Table 5.2 gives the average PRD1 and standard deviation at each quantisation level.
Table 5.2: Results for QSPIHT Compression.

<table>
<thead>
<tr>
<th>Quantisation Level</th>
<th>QSPIHT CR</th>
<th>Average PRD1 (%)</th>
<th>Standard Deviation(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>613.20</td>
<td>68.15</td>
<td>13.18</td>
</tr>
<tr>
<td>2</td>
<td>260.13</td>
<td>50.09</td>
<td>15.43</td>
</tr>
<tr>
<td>3</td>
<td>128.78</td>
<td>35.04</td>
<td>15.23</td>
</tr>
<tr>
<td>4</td>
<td>70.88</td>
<td>23.66</td>
<td>13.88</td>
</tr>
<tr>
<td>5</td>
<td>40.14</td>
<td>15.58</td>
<td>12.11</td>
</tr>
<tr>
<td>6</td>
<td>22.39</td>
<td>9.89</td>
<td>9.56</td>
</tr>
<tr>
<td>7</td>
<td>13.05</td>
<td>6.09</td>
<td>7.00</td>
</tr>
<tr>
<td>8</td>
<td>8.14</td>
<td>3.67</td>
<td>5.09</td>
</tr>
<tr>
<td>9</td>
<td>5.51</td>
<td>2.18</td>
<td>3.66</td>
</tr>
<tr>
<td>10</td>
<td>4.11</td>
<td>1.32</td>
<td>2.89</td>
</tr>
<tr>
<td>11</td>
<td>3.27</td>
<td>0.83</td>
<td>2.49</td>
</tr>
<tr>
<td>12</td>
<td>2.74</td>
<td>0.56</td>
<td>2.34</td>
</tr>
<tr>
<td>13</td>
<td>2.36</td>
<td>0.42</td>
<td>2.29</td>
</tr>
<tr>
<td>14</td>
<td>2.09</td>
<td>0.34</td>
<td>2.28</td>
</tr>
<tr>
<td>15</td>
<td>1.88</td>
<td>0.31</td>
<td>2.27</td>
</tr>
</tbody>
</table>

Looking at the results, it can be seen that while the PRD1 initially increases slowly, the rate of increase gets larger as the quantisation level approaches 1 bit. Taking the initial 7% PRD1 limit, it can be seen that at 7 bit quantisation (Q7) the PRD1 is 6.09%. For the 30% PRD1 limit, far lower quantisation levels can be tolerated. In this case, 4 bit quantisation (Q4) is required to bring the results below the 30% cut-off point, giving an average PRD1 of 23.66%. Again the standard deviation is given in the last column of the table. For the suggested limits of 7% and 30% the standard deviation of PRD1 is ±7.00% and ±13.88% respectively. Further analysis of the distribution of the results is therefore required and provided later in this chapter.

5.3.3 Comparison and Analysis

In order to evaluate the performance of each approach, it is necessary to look at the PRD1 achieved by each at any given CR. Figure 5.1 gives a plot of the CR vs. PRD1 for both methods.
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While the CRs for the Standard SPIHT approach are known prior to compression, the exact CRs for the QSPIHT approach can only be determined after compression has taken place. This is due to the variable compression parameter for QSPIHT being provided by the quantisation block, with SPIHT being employed as an entropy encoder, i.e. in Non-Truncated mode. Figure 5.2 gives a magnified view of Figure 5.1 from 0% to 10% PRD1. Looking at Figure 5.2 it can be seen that both approaches initially have very similar PRD1 and CR values. This is to be expected as at this point both approaches have little loss in signal fidelity, keeping CRs low.

As the compression rate increases, the curves diverge. It is clear from the graph that QSPIHT out-performs Standard SPIHT compression in terms of PRD1 at a given CR. While the largest gains are at the higher CRs, these results fall outside the upper limits of loss assumed to be acceptable in this research. Below the 30% limit, the QSPIHT approach still provides an advantage. At 30% PRD1, the QSPIHT approach gives a CR of just over 100, while the Standard SPIHT approach gives a CR of approximately 40.

**Figure 5.1:** Plot of PRD1 vs. CR for Standard SPIHT and QSPIHT approaches.
Figure 5.2: Plot of PRD vs. CR for PRD1s up to 10%.

Within the 7% PRD1 limit, the advantage of the quantisation approach is still substantial. At Q7, the average PRD1 falls below this 7% limit and gives a CR of 13.05. At 7% PRD1, Standard SPIHT gives a CR of approximately 6.

In order to analyse the distribution of the PRD1 results at the proposed compression settings, the Cumulative Density Function (CDF) for the resulting frames was calculated and plotted. Figure 5.3 shows the CDF of the QSPIHT and Standard SPIHT approaches at Q7 and CR5 respectively for the 7% PRD1 limit. Looking at Figure 5.3 it can be seen that the CDF of both approaches are very similar. Both rise rapidly until the probability goes above 0.9, where a shallower increase can be observed. This is to be expected as the (relatively) low compression settings maintain most of the signal fidelity. Examining the 7% PRD1 ($x = 7$), it can be seen that the probability of a given frame having a PRD1 of 7% or less for both approaches is 0.8 or 80%.
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Figure 5.3: Cumulative Distribution Function of PRD1 results per frame at proposed 7% PRD settings.

Figure 5.4 shows the CDF of both algorithms at the proposed 30% PRD1 settings (Q4 and CR35). Again both CDFs follow a similar distribution. Standard SPIHT starts higher than QSPIHT, implying a higher proportion of frames with PRD1s below 10%. Above this however, QSPIHT rises faster than Standard SPIHT, implying the QSPIHT approach gives lower PRD1s than Standard SPIHT in this range. At 30% PRD1 (x = 30) there is a 0.8 or 80% chance for QSPIHT and approximately 0.75 or 75% chance for Standard SPIHT that a given frame will have a PRD1 equal to or lower than the cut-off.

Since PRD1 is a measure of the level of difference between two signals and not, by definition, an objective evaluation of the impact of the loss of diagnostically relevant information in the signal, it should not be used as the sole metric to evaluate the performance of the algorithms. To do this, a visual inspection and PSD analysis was performed on a selection of reconstructed files whose PRD1s were close to the above limits. Figure 5.5 and Figure 5.6 give the PSDs of the original signal and those of the QSPIHT and Standard SPIHT approaches at the 30% and 7% cut-off PRD1s, given in Plots (i-ii) in each Figure. Figure 5.5 is a randomly chosen EEG signals containing no seizure information, while Figure 5.6 was chosen to contain periods of seizure data. The parameters found to give optimum results in the section above were used
to select the signals for comparison. Specifically, these were CR35 and Q4 at 30% PRD1 and CR5 and Q7 at 7% PRD1 for Standard SPIHT and QSPIHT respectively. Performance was judged on how closely the PSD of the reconstructed signals visually matched that of the original signal, i.e. how well the energy is maintained in the signal after lossy compression.

**Figure 5.4:** Cumulative Distribution Function of PRD1 results per frame at proposed 30% PRD settings.
Generally all four reconstructed signals maintain a PSD close to that of the original signal, particularly in the case of the low PRD signals. Figure 5.5 shows the greatest amount of variation in the signals PSDs with all PSDs being very similar in Figure 5.6.
5.6. Plot (i) shows Standard SPIHT at CR35. The greatest variation in original and reconstructed signals PSDs can be seen here, with the reconstructed signals power being generally slightly lower than the original. Plot (i) also shows QSPIHT at Q4. Here the PSD is closer to that of the original signal, although some variation is still visible. Plot (ii) shows Standard SPIHT at CR5. Again an improvement can be seen in the reconstructed signals PSD but some loss in fidelity is still evident. Finally, Plot (ii) also displays QSPIHT at Q7. Here almost no variation in PSD between the original and reconstructed signals is visible, suggesting almost no loss in signal information during compression.

Figure 5.7: Plot of sample EEG signal. (i) Original EEG Signal and error signals after compression with (ii) QSPIHT at Q7, and (iii) Standard SPIHT at CR5.

A visual inspection was also performed on the signals. Figure 5.7 shows a sample of the database with (i) the original EEG signal, and the signal compressed with (ii) QSPIHT at Q4 and (iii) Standard SPIHT at CR5. This signal was chosen at random and give CRs of 10 and 5 and PRD1s of 3% and 2% respectively. Visually, these three signals are near identical. No differences between the three can be discerned, suggesting very high retention of signal integrity. Figure 5.8 shows a plot of (i) the same original EEG signal, and the corresponding sample compressed with (ii)
QSPIHT at Q4 and (iii) Standard SPIHT at CR35. At these settings, it gives a CR of 42 and 35 and PRD of 14% and 17% respectively. At this higher level of loss, some visual discrepancies can be seen. These higher levels of compression cause a smoothing effect on the signals due to the loss of finer detail coefficients. While some of the finer details are lost in the compression, the general shape of the signal is very well maintained. This again suggests the majority of the signal information is maintained at this compression level.

The similarities, visually and in the PSDs, of the original and reconstructed signals after compression lends credence to the choice of the 7% and 30% PRDs as operating points, as most of the signals power is preserved at each compression level. When QSPIHTs superior PSD results are combined with the compression results from Sections 5.3.1 and 5.3.2 above, a clear advantage in increasing quantisation level (reducing bit-rate) to improve CR performance can be seen. These observations are backed-up by the conclusions reached in Chapter 4 which found Standard SPIHT could maintain diagnostic integrity up to PRDs of 36% at a bit-level of 10.

![Figure 5.8: Plots of sample EEG signal: (i) Original EEG Signal and resulting errors after compression with (ii) QSPIHT at Q4, and (iii) Standard SPIHT at CR35.](image-url)
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5.4 Comparison with Other Work

Additional testing was done on two publically available EEG databases to directly compare the benefits of this compression approach with similar EEG research. It should be noted that the alternative definition of PRD1 (i.e. PRD), employed by [55], does not remove the signal mean prior to calculation. In the case of [54] and [55], QSPIHT was applied to the same databases to aid comparison. The databases used were the MIT-BIH Polysomnographic database and the CHB-MIT Scalp EEG database [133]. Table 5.3 gives the results of QSPIHT run on these databases for bit-levels 4 to 9.

For transform based compression, Cárdenas-Barrera reported an average PRD of 9.54% and CR of 7.79; while at 7 bit quantisation the average CR is 5.68 with an average PRD of 6.02% in [55]. Table 5.3 gives the corresponding results for QSPIHT. At Q7, a CR of 9.5 at a PRD1 of 6.93% is achieved. It is interesting to note the advantage of using SPIHT as an entropy encoder, increasing the CRs from 7.79 to 13.021 and 5.68 to 9.5024 for 6 and 7 bit quantisation respectively.

Table 5.3: CR and PRD1 results for QSPIHT run on MIT-BIH Polysomnographic and CHB-MIT Scalp EEG databases.

<table>
<thead>
<tr>
<th>Bit Level</th>
<th>MIT-BIH Polysomnographic</th>
<th>CHB-MIT Scalp EEG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CR</td>
<td>PRD1(%)</td>
</tr>
<tr>
<td>4</td>
<td>34.47</td>
<td>29.89</td>
</tr>
<tr>
<td>5</td>
<td>20.04</td>
<td>19.24</td>
</tr>
<tr>
<td>6</td>
<td>13.02</td>
<td>11.81</td>
</tr>
<tr>
<td>7</td>
<td>9.50</td>
<td>6.93</td>
</tr>
<tr>
<td>8</td>
<td>7.34</td>
<td>4.08</td>
</tr>
<tr>
<td>9</td>
<td>3.73</td>
<td>2.54</td>
</tr>
</tbody>
</table>

An alternative approach to compression is presented in [54]. Bazán-Prieto et al. report achieving a CR of 5.97 at 4.61% PRD1 and 11.23 CR at 10.45% PRD1 for the CHB-MIT Scalp EEG database. On the same database, QSPIHT gave a CR of 5.33 at 3.08% PRD1 and 13.42 CR at 10% PRD1. This was achieved at Q7 and Q5 respectively. For the MIT-BIH Polysomnographic database, a CR of 4.11 is reported at 3.79% PRD1 and 8.21 CR at 10.26% PRD1. QSPIHT achieved a CR of 3.73 at a
2.54% PRD1 and 13.02 CR at 11.81% PRD1. This was achieved at Q9 and Q6 respectively.

### 5.5 Summary

This chapter examined two methods of EEG compression based on reducing data length by: (i) ordering the coefficients into hierarchical trees and then discarding those that fall below the threshold value and (ii) rounding coefficients to integer values using varying levels of quantisation and losslessly compressing them. This was done by applying the SPIHT algorithm at a variety of compression levels in the first approach and varying the quantisation level for the second. Two limits of signal loss were used to evaluate the compression algorithms performance against each other in relation to real-world applications. It was found that (ii) achieved higher CRs at a given PRD1 than (i). At a 7% PRD1, (ii) achieved a CR of 13.05 while (i) achieved 6. At 30% PRD1, (ii) achieved a CR of 100 compared to 40 with (i). The validity of these results was evaluated by comparing the information contained in the signals after they had been decompressed, with that of the original signal. It was found that the reconstructed signals maintain the energy spectrum of the original signal well, particularly at low PRD1s. Furthermore, it was found that the PSD of data compressed using (ii) was closer to that of the original signals than (i). This suggests that (ii) achieves higher CRs than (i) while maintaining better data fidelity. Thus, it appears to be more beneficial to the integrity of the EEG data to use a compression method that represents all signal coefficients, even in a reduced form, rather than one that simply discards coefficients.

This work may be extended by applying the results found here to the design of an EEG compression algorithm that makes use of higher quantisation levels as the basis of compression. Combining higher quantisation levels with other methods of data compression may offer a means of further increasing CRs without undue impact on the EEG signals. While SPIHT was used here in Non-Truncating mode, the results may be improved by combining higher quantisation levels, with a measure of lossy compression.

Chapter 6 examines the impact of bit errors on compressed bioelectric signals and investigates methodologies to protect against these effects, without undue data overheads.
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6.1 Introduction

A general feature of signal compression is that as the compression level increases, the importance of an individual bit to the reconstructed signal also increases; this is particularly true in the case of an embedded encoder such as SPIHT where the encoded bits are arranged in order of importance. In the case of ambulatory capture of signals, a bit error may cause irreparably corrupted data. In the worst-case scenario, the corruption may go undetected and result in misdiagnosis. The final stage of this research examines the effects of bit errors on SPIHT-compressed biomedical signals and looks at how these bit streams can be protected to preserve diagnostic integrity. This chapter focuses on the effects of bit errors on compressed bit streams and the impact the location of these errors has on diagnostically relevant signal information.

For this research it was decided to look at ECG data, given that ECG is typically envisioned as being part of an ambulatory-care system. ECG signals are more widely researched than EEG, with established, standardised metrics to measure the diagnostic information relating to a wide variety of conditions [17], [25], [26]. SPIHT compression of ECG data has already been examined by a number of researchers (e.g. [75], [134]–[137]) and found to give good compression gains to
fidelity loss results. It was decided to further existing research in this area by looking at the effects of bit errors on these signals, and how to protect against them. The ECG data was initially compressed with the SPIHT algorithm, using the same approach as outlined in Chapter 4 for the compression of EEG data using SPIHT. Based on an understanding of the effects of transmission bit errors on compressed signals, a further goal of this research is to design error-protection schemes which do not overly inflate the size of the compressed data, as this would negate the benefits of signal compression to begin with.

The initial part of this chapter focuses on classifying the importance of location of a bit error in regards to the resulting signal integrity. Next, it examines the impact of randomly distributed bit errors, at a range of Bit Error Ratios (BERs), on the signal fidelity. Finally this chapter examines the impact of increasing compression on these signals, specifically in relation to the same BERs at lossless compression.

6.2 MIT-BIH ECG Database

The database used for this study was the MIT-BIH Arrhythmia database, which is a collection of ECG signals widely used for evaluation of arrhythmia detectors [133], [138]. It contains 48 half-hour excerpts of two-channel ambulatory ECG recordings, at 360 samples per second per channel with 11-bit resolution. The database consists of 23 of the records, chosen at random from a set of 24-hour ambulatory recordings, while the remaining 25 were selected to include less common arrhythmias that are clinically significant and deemed necessary to include for a complete arrhythmia database. Although this database was originally created for testing of arrhythmia detectors, it has since become the most widely used database for other ECG processing procedures, including compression (e.g. [81], [134], [137], [139]).

6.3 ECG-specific Performance Evaluation

6.3.1 Heart Rate Variability (HRV)

Heart Rate Variability (HRV) is a term used to describe variations in instantaneous heart rate and RR intervals [25]. It encompasses a wide range of time-domain, statistical and frequency-domain measurements that are used to look for abnormalities in cardiac operation. The number of metrics available has led to
confusion in the most appropriate metric to monitor for desired applications, with several metrics recording the same information in different ways. A number of guidelines have been published to aid in selection of the appropriate metrics. A joint task force consisting of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology published guidelines on HRV measurements, their physiological interpretation and clinical usage to guard against incorrect conclusions and excessive or unfounded extrapolation of observations [25]. In these guidelines they give the most commonly found HRV measurements in the time and frequency domains, defining what they are and outlining the information they provide. The guidelines also provide a table of the approximate correspondence between time domain and frequency domain measurements for 24hr ECG recordings. Although this guideline was published in 1996, the outline of HRV metrics, their physiological correlates and the correspondence between time and frequency domain measurements has not changed significantly.

The American College of Cardiology/American Heart Association/American College of Physicians-American Society of Internal Medicine (ACC/AHA/ACP-ASIM) Task Force on Clinical Competence was formed in 1998 specifically to improve the skills necessary to competently perform cardiovascular care. In 1999 they published practice guidelines for ambulatory ECG (AECG) [26]. The stated purpose of this guideline is to provide information to a clinician on the use of AECG to assist them in clinical decision making. It outlines the advantages of AECG usage as well as some of its limitations, dividing clinical situations into three classifications:

- **Class I**: Conditions for which there is evidence and/or general agreement that a given procedure or treatment is useful and effective.
- **Class II**: Conditions for which there is conflicting evidence and/or a divergence of opinion about the usefulness/efficacy of a procedure or treatment
  - **Class IIa**: Weight of evidence/opinion is in favour of usefulness/efficacy
  - **Class IIb**: Usefulness/efficacy is less well established by evidence/opinion
- **Class III**: Conditions for which there is evidence and/or general agreement that the procedure/treatment is not useful/effective, and in some cases may be harmful.
These classifications make it easy to establish the usefulness of using an AECG device to monitor specific cardiac conditions. Furthermore [26] provides information on the relevant parts of the QRS complex for specific diagnoses (see Figure 2.1). Similar to [25], it provides information on the diagnostic information contained in various HRV metrics as well as a table of correlates between time and frequency domain measurements.

### 6.3.2 Selected Metrics

A sub-set of HRV metrics was chosen to aid in the monitoring of loss of clinically relevant signal information. The BioSig Toolbox [140] provides a range of tools for automated analysis of HRV metrics in ECG signals. By comparing the results of these metrics on the original signal and those performed on the signals after compression and other processing, it is possible to observe the impact of compression on the diagnostic information in the signal. From the available literature ([25], [26]), several metrics were chosen. The purpose of these metrics and the reason for their inclusion are as follows:

- **meanNN**: this is the average value of the Normal-to-Normal (NN) intervals. NN intervals are the normalised intervals between adjacent QRS complexes, measured between the R components of the complex (Figure 2.1). Variations in meanNN indicate changes in the cardiac rhythm, e.g. increased or decreased heart rate.

- **SDNN**: standard deviation between all NN intervals. Standard deviation can be calculated as the square root of the overall signal variance. SDNN reflects the cyclical components responsible for variability in the period of recording. This is often referred to as an estimate of overall HRV. In [25] it is explained that SDNN approximately corresponds to Total Power in the frequency domain.

- **HF Power**: the power in the high frequency range of 0.15-0.4 Hz. It reflects the parasympathetic tone, i.e. the autonomous system that reduces heart-rate [26]. As HF components are generally given lower priority by encoders such as SPIHT, it was included in analysis due to its potentially greater susceptibility to bit errors.
- LF/HF Ratio is the ratio between Low Frequency (LF) components and High Frequency (HF) components. LF is given as the power in low frequency range of 0.04-0.15 Hz. It reflects sympathovagal modulations, i.e. the modulations between the sympathetic nervous systems and the vagus nerve [26]. As it is a measure of the ratio between LF and HF components, variations in both are simultaneously reflected.

Two further metrics were used to measure the accuracy of the beat reconstruction. Beat detection is important for arrhythmia detection [141], [142]. It relies on accurately detecting the "beat", or R wave fiducial point, in successive QRS complexes. In [143], Afonso et al. outline a filter bank based beat detection algorithm with a very high detection accuracy on the MIT/BIH database. This accuracy is measured by the beat detection algorithm detecting the fiducial point of the waveform, within a window of error, in comparison to the actual fiducial point as identified by clinicians, and as provided with the MIT/BIH database. Accuracy is determined by means of two benchmark parameters: Sensitivity (Se) and Positive Predictability (PP). Se determines the percentage of true beats correctly detected by the algorithm, while PP gives the percentage of beat detections which were really true beats. These are given by the formulae:

\[
Se = \frac{TP}{TP + FN} \times 100
\]

\[
PP = \frac{TP}{TP + FP} \times 100
\]

In this case TPs are beats correctly detected, FNs are missed beats and FPs are beats detected by the algorithm but do not exist in the original signal.

It is clear from the descriptions of the above metrics that the results will be expressed in a range of units and scales. This creates a difficulty in presenting the results in an easy-to-read format. For this reason, all ECG specific metrics performance was measured as a Percentage Similarity (PSim) between the metric as measured on the original signal, and the same metric as measured on the reconstructed signal. This can be expressed as
where \( y \) is the value of the metric from the original signal and \( \bar{y} \) is the corresponding value of the same metric from the processed signal. This has the advantage that all results are expressed in the same units and on the same scale, allowing for easier comparison. In conjunction with these ECG specific metrics, PRD1 and CR were also used. An explanation of PRD1 and CR can be found in Chapter 3. Examination of acceptable levels of fidelity loss have been presented in other research e.g. Zigel et al. [117]. In this paper, the authors proposed quality groups for compressed ECG signals, and examined the utility of various signal measures as predictors of these quality groups. These quality groups range from 'very good' to 'bad', based on how closely they match the original signal and maintain the diagnostic information contained within them. For example, classification based on PRD1 is given in Table 6.1.

### Table 6.1: PRD Quality groups proposed by Zigel et al. [117] based on PRD1.

<table>
<thead>
<tr>
<th>Quality Groups</th>
<th>PRD Ranges (%)</th>
<th>Corresponding Percentage Similarity Ranges for PRD1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>'very good'</td>
<td>0-2</td>
<td>100-98</td>
</tr>
<tr>
<td>'good'</td>
<td>2-9</td>
<td>98-91</td>
</tr>
<tr>
<td>'not good'</td>
<td>9-19</td>
<td>91-81</td>
</tr>
<tr>
<td>'bad'</td>
<td>19-60</td>
<td>81-40</td>
</tr>
</tbody>
</table>

### 6.4 Experimental Procedure

#### 6.4.1 ECG Compression with SPIHT

SPIHT’s embedded nature means the encoder can stop encoding when the desired CR is reached and that the encoded bit stream will be ordered from Most-Significant
Bit (MSB) to Least-Significant Bit (LSB). Initially the MIT-BIH database was compressed using Non-Truncated SPIHT. Each ECG signal was split into windows of size 1024 and encoded using SPIHT. As noted previously in Chapter 3, SPIHT possesses inherent signal compression behaviour (even without truncation of the encoded bit stream). This creates a natural variation in the size of the compressed frames due to some frames compressing more efficiently than others because of the bit-ordering operation carried out by SPIHT. Table 6.2 shows the statistical analysis of the length of the frames after SPIHT (before truncation of the encoded bit stream), giving the maximum, minimum, average and standard deviation of the encoded frame lengths (note that the input frame is 11264 bits long – 1024 ECG samples at 11 bits/sample). The variation in compressed bit-length can be explained by the variation in complexity of the signal being represented. SPIHT represents frames with small variations in coefficients more efficiently, resulting in short bit streams. Similarly, large variations in coefficients result in SPIHT requiring longer bit streams to represent all coefficients.

**Table 6.2:** Statistical analysis of Non-Truncated SPIHT encoded MIT-BIH database.

<table>
<thead>
<tr>
<th></th>
<th>Bit Length</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>4296.5</td>
<td>2.6</td>
</tr>
<tr>
<td>Max</td>
<td>7523</td>
<td>20.4</td>
</tr>
<tr>
<td>Min</td>
<td>551</td>
<td>1.5</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>±968.5</td>
<td>±0.7860</td>
</tr>
</tbody>
</table>

### 6.4.2 Effect of Error Location

As SPIHT orders the compressed bit stream from MSB to LSB, the location of an erroneous bit will affect the impact it has on the reconstructed signal. The length of the compressed frames was then analysed and a fixed length for each frame of 5098 bits was selected as it gave a 90% chance of the frame having a PRD1 of just over 1% or lower and 100% chance of it being lower than 3% PRD1. This corresponds to a result of 'very good' or 'good' for the quality of the reconstructed ECG signal.
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(Table 6.1). Figure 6.1 shows the Cumulative Distribution Frequency (CDF) of the PRD1 for all MIT-BIH database entries reconstructed from a bit-length of 5098, showing that there is a 100% chance that any given frame will have a PRD1 of 3% or lower. In order to classify this effect, each frame was divided into 16 segments of equal length and a single bit error was introduced at random into each section. The signals were then decompressed and the aforementioned performance metrics evaluated. Figure 6.2 shows a plot of the performance metrics in relation to where the error occurs in the signal. The x-axis shows the region the bit error occurred in ascending order from Least-Significant Section (LSS) to Most-Significant Section (MSS). The MSS corresponds to the section at the beginning of the compressed bit stream; i.e. the section including the bits deemed most important by the SPIHT encoder. The LSS corresponds to the section containing the final bits of the compressed stream; i.e. those deemed least important by SPIHT.

![CDF of PRD1 for frames of length 5098.](image)

**Figure 6.1:** CDF of PRD1 for frames of length 5098.

As can be expected, the results deteriorate the closer the bit error gets to the MSS. A bit error in the latter part of the signal has little to no impact on the signal. Only PRD1 is affected by bit errors outside the first portion of the signal. Psim for PRD1 declines slowly from 100% as the location of the bit error moves closer to the MSB.
A sharp decline in performance can be seen when the bit error occurs in the MSS. It can be seen that the PSim for PRD1 falls to 7%, suggesting the resulting signal bears little resemblance to the original. This is also suggested by the Psim for SDNN, LF/HF Ratio and HF Power, all having 0% similarities to their original values. PP, Sensitivity and meanNN perform better but are still far below what would be acceptable for clinical applications.

The most interesting result from this is that single bit errors have relatively little effect on the reconstructed signal until they are very close to the MSB. This is consistent with the work of Twomey et. al [137] who found that ECG signals could be compressed up to 30:1 with SPIHT, while maintaining diagnostic quality.

### 6.4.3 Effect of BER on Compression Performance

To evaluate the effects of noise on ECG signals, BERs from the range \( \{0, 10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}\} \) were applied to the signals compressed with Non-Truncated SPIHT for each ECG record before decompression and reconstruction. For this test, no fixed bit-length was used. The entire ECG record was compressed in individual frames and then concatenated to form a single compressed bit stream. Bits errors were
introduced at random to the stream; the number of errors was dependant on the current BER and the length of the concatenated stream. Finally, the concatenated bit stream was re-split into its original frames and reconstructed into a single signal to match the original ECG record. Metric results were then calculated on these reconstructed signals.

Noise was modelled as random, normally-distributed bit errors. This simple approach was chosen as the research objective was to analyse SPIHT’s robustness to random bit errors. However, it is noted that this error distribution may not always be completely valid; for example, in [144], the authors analysed the distribution of bit errors in the IEEE 802.11 wireless communication standard with a variety of hardware. They observed that the likelihood of a bit being received in error increases the later the error occurs in the bit stream. The implications of this in respect to this research are discussed later in this chapter.

Figure 6.3 shows a plot of each metric over this range of BERs. It can be seen that a BER of $10^{-6}$ has little-to-no impact on the metrics. This is not surprising as the results from the section above demonstrate that only errors in the MSS have a strong effect on the signal. As the signal in this case is losslessly compressed, the

![Figure 6.3: Range of BERs for Non-Truncated SPIHT-Compressed Signals.](image-url)
probability of a significant bit being in error is low. It is clear from the graph that HF Power is the most susceptible to error. This can be explained by HF components being given lower priority by the SPIHT encoder and therefore encoded later in the compressed bit stream. This increases the chances of bit errors occurring in a location that either directly or indirectly affects these coefficients. The effect of error can be seen from a BER of $10^{-5}$ where PSim for HF Power falls to just under 90% similarity with its original value. At BERs of $10^{-4}$ and higher, the similarity drops significantly. The other metrics are more tolerant to errors. As before, meanNN, PP and Se are the most robust with PSim values above 90% until the BER reaches $10^{-2}$. This can be expected as these 3 metrics rely mainly on the location of the peak of the R complex remaining intact and are not affected by other changes in the signal. The coefficients representing the R complex are given high priority by the SPIHT encoder and encoded early in the compressed bit stream. Therefore bit errors that occur outside the early portion of the signal do not impact on the location of the R complex. PRD1 results suggest the signal structure is well maintained as high as BERs of $10^{-4}$, whereby it falls just outside the limit of 'good' proposed in [117]. Above this level it shows a rapid decline. SDNN and meanNN are more sensitive to higher BERs with results above $10^{-5}$ suggesting poor data fidelity. Table 6.3 and Table 6.4 give further statistical details of the results found. Table 6.3 gives the total number of TPs, FPs and FNs over the entire database, as given by the employed beat-detection algorithm. As previously mentioned, the location of the "beat" or R complex is the primary factor influencing the PP, Se, and meanNN. As observed in Figure 6.3, the number of TPs stays high until the BER exceeds $10^{-3}$. At this level the number of TPs is greatly reduced, while the number of FN increases greatly. This shows that the resulting signal no longer maintains the correct placement of the R complex, as detected by the beat detection algorithm.
Table 6.3: Total number of TP, FP and FNs for entire database at a sample of CRs.

<table>
<thead>
<tr>
<th>BER</th>
<th>Non Truncated</th>
<th>4:1 CR</th>
<th>30:1 CR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
<td>FN</td>
</tr>
<tr>
<td>0</td>
<td>106367</td>
<td>2265</td>
<td>6278</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>106357</td>
<td>2263</td>
<td>6288</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>106280</td>
<td>2317</td>
<td>6365</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>105631</td>
<td>2769</td>
<td>7014</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>98459</td>
<td>7554</td>
<td>14186</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>52385</td>
<td>36182</td>
<td>60260</td>
</tr>
</tbody>
</table>

Table 6.4 extends the results presented in Figure 6.3 by giving the maximum, minimum and standard deviation of the PSim values for SDNN, LF/HF Ratio, PRD1 and HF Power. The primary results of interest in this table are the minimum results for the "diagnostic" metrics, i.e. all those listed, excluding PRD1. With HF power for example, it has a minimum PSim value of 0, at BERs as low as $10^{-6}$. In a clinical situation, consistent result retention would be required. These results show that it would be necessary to implement some form of error protection, even at relatively low-levels of BER and compression. Chapter 7 seeks to address this by proposing a methodology to protect compressed ECG streams against bit errors.

Table 6.4: Max, Min and Standard Deviation of PSim SDNN, LF/HF Ratio, PRD1 and HF Power Values for Non-Truncated SPIHT compression.

<table>
<thead>
<tr>
<th>BER</th>
<th>SDNN</th>
<th>LF/HF Ratio</th>
<th>PRD1</th>
<th>HF Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Max</td>
<td>Min</td>
<td>Std</td>
<td>Max</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>98.85</td>
<td>0.23</td>
<td>100</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>100</td>
<td>47.80</td>
<td>7.57</td>
<td>100</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>100</td>
<td>64.68</td>
<td>6.74</td>
<td>100</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>99.40</td>
<td>0.00</td>
<td>31.83</td>
<td>99.72</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>98.99</td>
<td>0.00</td>
<td>33.08</td>
<td>99.60</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>53.30</td>
<td>0.00</td>
<td>9.98</td>
<td>98.48</td>
</tr>
</tbody>
</table>
Figure 6.4: Range of BERs for signals compressed at 4:1.

Figure 6.4 shows the database compressed at 4:1 over the same range of BERs. The general trend in behaviour of the metrics is very similar to that displayed in Figure 6.3 with slightly lower starting values for some metrics and some slightly more pronounced effects of higher BERs. Figure 6.5 and Figure 6.6 shows the results of the same tests at CRs of 16 and 30 respectively. The three graphs appear very similar. The degradation curve of the metric results at higher BERs remains consistent across CRs. Upon further inspection however, a number of differences can be seen. Primarily, these differences can be seen when no bit errors occur (BER = 0). Again the PP, Se and meanNN metrics are the most robust to both noise and compression levels. At higher CRs, the initial average metric values of PSim for PRD1, SDNN, LF/HF Ratio and HF Power become successively lower. The reason for this can be explained by the fact that increased CRs result in a shorter bit stream and thus a proportionally lower numbers of bit errors. Thus, there is less data to be transmitted and, as such, will not encounter as many bit errors. The impact of BERs on average metric values can be anticipated if the metric value is known for the compressed signal with no errors. This property is returned to in Chapter 7 when a methodology to protect against bit errors is presented, while seeking to minimise the size of the data being transmitted. Table 6.3 also lists the number of TPs, FPs, and
FNs for CRs of 4 and 30. The values for each confirm the observations made based on Figure 6.4, Figure 6.5 and Figure 6.6 for PP, Se, and meanNN.

**Figure 6.5**: Range of BERs for signals compressed at 16:1.

**Figure 6.6**: Range of BERs for signals compressed at 30:1.
6.5 Summary

This chapter investigated the effects of errors on ECG signals compressed with SPIHT; firstly to quantify the effects of error location on signal reconstruction, and secondly as a function of BER and CR to examine the impact of random errors at a desired compression level. The aim of this research was to assess the robustness of SPIHT-compressed ECG data if it were to be transmitted in a noisy environment. SPIHT compression creates a bit stream where the bits are ordered in decreasing importance. It was found that bit errors that occurred in the early part of the compressed bit stream could greatly impact on the diagnostic information in the resulting signal, while bit errors that occurred later in the bit stream did not significantly impact on it.

Previous research on the distribution of bit errors in the IEEE 802.11 standard has shown that the latter portion of the bit stream is more likely to encounter error bits. This would suggest that it would have a reduced impact on SPIHT-compressed ECG signals as the errors would be more likely to occur outside the important sections of the signal. A normal distribution of errors was assumed in this research.

When bit errors appear at random in the compressed signal, it was found that BERs below $10^{-4}$ had only a marginal impact on the signals diagnostic information, as reflected in the metrics used. The exception to this is HF Power which is extremely sensitive to both increased CR and BER. This is not surprising due to high frequency components being given lower priority in SPIHT and thus recorded later in the bit stream. Higher CRs impact the more sensitive metrics but they still follow the same degradation curve as at lower CRs.

Once the impact of bit errors on SPIHT-compressed ECG signals is established, it is possible to look at potential methods to protect against these effects. Chapter 7 investigates possible ways to protect the compressed signals, while minimising the overheads needed to provide this protection. Practical implementations are tested using protection schemes based on RS codes and the results of these tests.
7.1 Introduction

This chapter builds on the outcome of the work described in Chapter 6, which investigated the effects of bit errors on SPIHT-compressed ECG signals. In particular, this chapter proposes a protection scheme to ensure signal integrity, while maintaining a low system overhead. Signal integrity is judged through the overall signal quality, as well as through the impact on specific diagnostic measures. The previous chapter found that bit errors outside the early part of the bit stream had little effect on the signal fidelity. Here, the percentage of the signal that needs to be protected from bit errors to ensure signal quality is investigated. A “hypothetical” error-protection scheme, with no bit-overheads and capable of protection from an infinite number of errors, is first used to examine the proportion of the bit stream that needs protecting in noisy transmission conditions. A statistical analysis of the location of the bit errors is performed to identify the number of errors that would
typically need to be handled by an error-protection scheme. Using this information, a “real-world” error protection scheme is proposed using Reed-Solomon (RS) codes. The RS codes are examined by testing the proposed scheme against a range of high BERs. Finally, the prospect of maximising compression while maintaining signal protection (in the presence of the additional overhead because of the addition of error protection), is examined by using the previously designed RS code with increased compression levels. The scheme proposed here is designed to protect SPIHT-compressed ECG signals that may encounter BERs as high as $10^2$.

### 7.2 Reed-Solomon Codes

For practical implementations of an error protection scheme, Reed-Solomon (RS) codes were chosen. RS codes are a form of cyclical error correction codes based on finite field arithmetic. An RS code is designated a $[n,k]$ code where $n$ is the total length of the block (in symbols) and $k$ is the length (in symbols) of the message being encoded. Each symbol in $n$ could be represented as an $m$-bit value. RS codes are implemented over a finite field $F$ with $2^m$ elements. This gives:

$$n = 2^m - 1$$

(14)

The number of errors any given code can correct ($t$) is given as:

$$t = \frac{n - k}{2}$$

(15)

Thus it is possible to design an RS code with a desired $t$ as:

$$k = n - 2t$$

(16)

For this research, the encoded bit stream produced by SPIHT was represented as a stream of 8-bit symbols (i.e. $m = 8$). Due to the nature of the data being transmitted, the length of the message (number of 8-bit symbols) being encoded can vary. This can result in $k$ being far shorter than the
desired value obtained from (15) above. When this occurs, an RS property known as shortening is employed to minimise the amount of data to be transmitted. For example, let the message size to be encoded be $l$. This causes $k$ to be reduced by $(k - l) = p$ symbols. The encoder then reduces $[n, k]$ by an equal amount ($p$) and padding the unused portion with zero-valued symbols that are not transmitted. A new, shortened RS code of $[n - p, k - p]$ is produced. As $n$ and $k$ are reduced by the same amount, $t$ remains the same as for the full length RS code. When the encoded message is received, an equal number of zeros is added by the decoder.

### 7.3 Testing and Results

In order to examine the impact of bit errors on the compressed signals, a simulated noisy environment was created. This involved applying a number of bit errors to an encoded signal, the quantity of which was based on the length of the encoded recording and the specified BER. Similarly to Chapter 6, BERs were applied from the range $\{10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}\}$. The compressed signals were concatenated into a single bit stream, with bit errors applied at random. The final bit stream was then split back into their original form and then reconstructed into a single ECG record.

To evaluate the impact of a given BER and CR on a signal, a range of performance measurement metrics were recorded. The same metrics as outlined in Chapter 6 were used, where full details on these metrics and the reason for their selection can be found. The metric results were again evaluated in terms of Percentage Similarity (PSim) as given in Eq (11) of the previous chapter.

#### 7.3.1 Ideal Error Correction in a Error-Prone Channel

Chapter 6 examined the impact of a range of bit errors on ECG data compressed using Non-Truncated SPIHT. The initial objective of this research was to determine the percentage of the compressed signal that contains the information necessary to accurately reconstruct the signal. SPIHTs bit-ordering property results in the early part of the compressed bit stream containing the most important bits for accurate reconstruction. This is confirmed by the results found in Chapter 6. By extension,
these results show that it is possible to accurately reconstruct a signal even if the latter part of the signal is corrupted. By focusing protection on the early part of the signal it should be possible to largely preserve diagnostic information without undue data overhead. To determine how many bits need to be protected for accurate reconstruction, a “hypothetical” data protection scheme was simulated that protected against an infinite number of errors within a given payload segment, and assumed no data overhead. This protection scheme was then implemented on a range of percentages of the overall bit stream length (i.e. a range of different “protected regions”) prior to transmission through the noisy channels. The performance metrics were again calculated on the resulting signals.

*Figure 7.1:* Plot of BER vs. Percentage Similarity for signals with 50% encoded bits protected (*very good* protection).
Figure 7.2: Plot of BER vs. Percentage Similarity for signals with 12.5% encoded bits protected ('good' protection).

Figure 7.3: Plot of BER vs. Percentage Similarity for signals with 6.7% encoded bits protected.
Figure 7.1, Figure 7.2 and Figure 7.3 show a selection of these results for protection of 50% ($\frac{1}{2}$), 12.5% ($\frac{1}{8}$) and 6.7% (~$\frac{1}{16}$) of the encoded signal length. Examining the figures, it is clear that the smaller the percentage protected the more sensitive the signal is to errors (as would be expected). This is reflected in the degradation in the percentage similarity measures used. For example, focusing on PRD1 as one simple measure of signal fidelity (while acknowledging its limitations when used by itself), it can be seen from Figure 7.1 that with 50% of the bits protected, all the PRD1 value stays inside the 'very good' range (based on [117], given already in Table 6.1) with a PSim of 98%. Decreasing the amount protected to 12.5% (Figure 7.2) the length of the bit stream, it can be seen that the PRD1 values remain inside the 'good' range with a minimum PSim of 91%, occurring at the highest BER of $10^{-2}$. At 8% protection, the PRD1 goes from 'very good' to 'good' when the BER reaches $10^{-3}$ before dropping to 'not good' when the BER reaches $10^{-2}$. The choice of these ranges for evaluation of quality control can be further supported by the results of the other, ECG specific performance metrics. It can be seen in Figure 7.1 and Figure 7.2 that these metrics results stay close to the PSim for PRD1 results. Only in Figure 7.3 can a large deviation between the PSim for PRD1 and the other PSim metrics be seen; with PSim for HF Power having 0% similarity with the original value when the BER reaches $10^{-2}$. When 50% or 12.5% of the bit stream is protected, the metrics have a minimum of 90% similarity with the corresponding result on the uncompressed data (i.e. PSim for HF Power for 12.5% protection is >90%).

Lower levels of protections show similar results with greater sensitivity to noise. They were excluded here for the sake of brevity.
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Table 7.1: Average number of errors in Protected Region (per frame).

<table>
<thead>
<tr>
<th>Length of Protected Region</th>
<th>BER $10^{-6}$</th>
<th>BER $10^{-5}$</th>
<th>BER $10^{-4}$</th>
<th>BER $10^{-3}$</th>
<th>BER $10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.00</td>
<td>0.02</td>
<td>0.22</td>
<td>2.14</td>
<td>21.49</td>
</tr>
<tr>
<td>25</td>
<td>0.00</td>
<td>0.01</td>
<td>0.10</td>
<td>1.09</td>
<td>10.77</td>
</tr>
<tr>
<td>12.5</td>
<td>0.00</td>
<td>0.01</td>
<td>0.05</td>
<td>0.53</td>
<td>5.37</td>
</tr>
<tr>
<td>8.3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.36</td>
<td>3.61</td>
</tr>
<tr>
<td>6.7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.28</td>
<td>2.87</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.22</td>
<td>2.16</td>
</tr>
</tbody>
</table>

To design a real-world implementation of this error protection scheme, an analysis of the number of errors that may be encountered in a typical data block was undertaken. During the previous simulations, the number of error occurrences in each protected region was recorded. Table 7.1 lists the average number of errors to occur in a protected zone on a per-frame basis. However, this study takes a more conservative approach (given that the payload is a biomedical signal) and examines the maximum expected number of errors encountered in any given frame.

Table 7.2: Maximum number of errors to occur in Protected Region (per frame).

<table>
<thead>
<tr>
<th>Length of Protected Region (%)</th>
<th>BER $10^{-6}$</th>
<th>BER $10^{-5}$</th>
<th>BER $10^{-4}$</th>
<th>BER $10^{-3}$</th>
<th>BER $10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>12</td>
<td>53</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>9</td>
<td>31</td>
</tr>
<tr>
<td>12.5</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td>8.3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>6.7</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 7.2 gives the maximum number of errors encountered in the protected region of any single frame during the simulation. To properly protect the bit stream during
transmission, it is necessary to implement a protection scheme that can correct up to the corresponding number of errors for a given BER.

### 7.3.2 Designing a Practical Error Protection Scheme

While the previous scenario involved a protection scheme and assumed no overheads, RS codes must make a trade-off between the number of errors that can be corrected \((t)\) and the data overhead of the protection bits \((n - k)\). Using Table 7.2 and the results in Figure 7.1, Figure 7.2, and Figure 7.3, \(t\) can be determined for a desired signal quality at an expected BER. Substituting this value into Eq. (14), it is possible to determine the size of the encoded message contained in each RS packet \((k)\). However, due to the addition of the RS parity symbols, the size of the protected portion of the signal is also enlarged, marginally increasing the likelihood that it will encounter a bit error and reducing the compression ratio. For this reason it may be necessary to increase \(t\) above the values recorded in Table 7.2.

At low BERs, this can be achieved by doubling the number of expected errors, with little impact on the system overhead. At higher BERs (and larger amounts of data being protected), this becomes more difficult. To investigate further, two cases were investigated where a high BER of up to \(10^{-2}\) may occur. This BER was deliberately selected to be higher than would generally be expected in order to examine cases where extremely high numbers of erroneous bits may be encountered. The desired quality in the received signal was either

1) 'good' or better
2) 'very good'

From the previous section, it was discovered that protecting 12.5% of the encoded bit stream satisfied 1), while protecting 50% of the encoded bit stream was necessary to satisfy 2). These operating points shall be referred to as 'good’ and ‘very good’ protection for the remainder of this chapter.

To address the issue of the added bits due to the RS coding for 'good' protection the estimated maximum number of errors is calculated as the maximum encountered error from Table 7.2, and increased by a fifth, based on empirical testing. In this case \(t\) is calculated as 23. As previously mentioned, \(m = 8\) has been selected for this research. This results in a value of \(n\) equal to 255. From this, \(k\) can be calculated as
Chapter 7. Preservation of Quality in SPIHT-Compressed ECG Signals in the Presence of Bit Errors

(255-(2\times23)) = 209. Figure 7.4 shows the plot of the performance metrics after being transmitted through a noisy channel with an RS code of [255,209]. It can be seen that the results are as expected, with the results being nearly identical to those of Figure 7.2, where the “perfect” error-protection scheme was employed. It should be noted that from Table 6.2, it can be determined that the average bit-length of 12.5\% (i.e. ’good’ protection) of the compressed signal is 538 bits. For m = 8, this results in an average p size of 68 symbols. Thus on average, a shortened RS code of [114,68] will be transmitted. Performance varies slightly for some metrics but PRD1 is maintained in the range of ’good’ or better across all BERs. PSim for HF Power can be seen to be lower than that of Figure 7.2, suggesting that if HF Power is essential to diagnostic purposes, a larger percentage of the bit stream would need to be protected to ensure its preservation. Analysis of the simulations shows that the number of errors encountered by each frame did not exceed 1 at any time.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7_4.png}
\caption{Plot of BER vs. Percentage Similarity for Signals with ’good’ protection from RS Code [255,209].}
\end{figure}

In the case of ‘very good’ protection the design is complicated slightly by the fact that more than one RS-encoded packet will be needed to ensure adequate protection. From Table 6.2 (Chapter 6) it can be seen that the average length of bits to be
protected will be 2149 bits with 50% protection. At $n = 255$, each RS packet will be $(255 \times 8) = 2040$ bits; smaller than the number of bits to be protected. In practical implementations, a proportion of this will also be set-aside for error protection bits. The bit stream will therefore have to be split among multiple RS-encoded packets. In this case, the error rate must be calculated by dividing the number of bits to be protected (2149) by the maximum number of errors (53). From this it can be seen that 1 bit in 41 will be in error. The new expected number of errors per frame will therefore be $((255 \times 8)/41) = 50$ errors. Figure 7.5 shows the metric results of the simulation using RS codes of [255,155] for half the SPIHT encoded bit stream. These results are identical to the previous results of Figure 7.1, with PRD1 staying within the 'very good' range throughout all BERs. Again $t$ was not found to be exceeded at any time. Testing of values of $k$ less than this was found to result in packets where the number of errors exceeded the value of $t$ and thus resulted in errors that could not be corrected by the RS code.

*Figure 7.5*: Plot of BER vs. Percentage Similarity for Signals with 'very good' protection from RS Code [255,155].
Section 7.3.3  **The Impact of RS Coding on Compression Ratio**

Note that the previous section discussed the effect of error correction without reference to truncation of the encoded bit stream produced by SPIHT. As the primary goal of this thesis is to investigate methodologies to minimise the size of biomedical signals, the effects of increased compression through truncation of the RS protected signals was also investigated. The addition of parity symbols in the transmitted message results in a reduction in the net CR of the Non-Truncated SPIHT-compressed signal. Knowledge of the impact of this is necessary to minimize the bandwidth required for factors such as transmission, storage, and power consumption. As previously mentioned, SPIHT compresses the MIT-BIH database to an average CR of 2.6, when not truncating the encoded bit stream. In the case of 'good' protection, \( t \) is set as 23. This equates to an increase of 184 bits per transmitted frame. This was found to reduce the average CR from 2.6 to 2.4.

With 'very good' protection, the calculations are again complicated by some of the signals requiring more than one RS packet to ensure adequate protection. Using the average bit stream length, a \( t \) value of 50 results in 800 extra bits per frame, assuming two RS packets per frame. Here the average CR without truncation of the encoded bit stream is reduced to 1.85. It should be noted however, that while the CR is reduced, the loss in CR has been offset by protection against high BERs. In situations where a lower BER is expected, a smaller \( t \) value will bring this CR closer to the original value.

Significant reductions in signal size can be made by using SPIHT in lossy mode. Research again focused on the specific quality points identified in Section 7.3.2 above. From Table 6.2 it can be seen that the average CR without error protection is 2.6. Therefore, providing 'good' protection (protecting 12.5% of the compressed bit stream) corresponds to a CR of approximately 20 (in relation to the original frame length). As mentioned above, the inclusion of the parity symbols for the RS codes results in a decrease in overall CR. In this case, it was found to give a net CR of ~15.

Figure 7.6 shows the performance metrics for a net CR of ~15 (with 'good' protection). It can be seen that performance is not greatly impacted across the full range of BER, since all, or almost all the transmitted bits are protected. For the case of a CR without error protection of 12, addition of parity symbols was found to give
a net CR of 10 (for ‘good’ protection). Figure 7.7 shows the performance metrics for this level of compression. A degradation in performance metrics occurs as BER increases. It can be seen that for low BER, performance is better than for the higher compression level in Figure 7.6. When the BER reaches $10^{-2}$, performance is equal to that seen in Figure 7.6.

A similar situation can be observed where ‘very good’ protection is required. Protecting 50% of the encoded bit stream gives a CR approximately equal to 5 (with respect to the original frame). As with the case of ‘good’ protection, this CR was reduced by the addition of the parity symbols and was found to give an average net CR of 3.7. Figure 7.8 shows a plot of these results. It can be seen that there is little change in performance metrics as the BER increases. Figure 7.9 shows ‘very good’ protection with a CR of 3 (which gives a net CR of 2.47). Again it can be seen that metric performance at BERs of $10^{-3}$ and lower exceeds that shown in Figure 7.8. From a system design point of view it is useful to select the minimum acceptable performance by looking at the maximum acceptable CR to maintain diagnostic information. This value can then be used to set the amount of each frame that will need protection. The overall CR can be decided by examining the remaining bandwidth available, and tailoring the compressed signal size to suit it.
Figure 7.6: Plot of performance metrics with ‘good’ protection and a net CR of 15.

Figure 7.7: Plot of performance metrics with ‘good’ protection and a net CR of 10.
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**Figure 7.8:** Plot of performance metrics with ‘very good’ protection and a net CR of 3.7.

**Figure 7.9:** Plot of performance metrics with ‘very good’ protection and a net CR of 2.47.
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7.4 Summary

This chapter extended the work done in Chapter 6 and examined methodologies to protect SPIHT-compressed ECG signals from the effects of bit errors. Initially, a hypothetical bit error protection scheme was employed that offered perfect protection with no overhead. This was used to exploit the bit-ordering property of SPIHT and examine what percentage of the encoded signal would need to be protected to preserve diagnostic integrity. It was found that 50% of the Non-Truncated SPIHT encoded bits need to be protected to ensure high signal fidelity, while protecting 12.5% of the encoded bits would result in some distortion but maintain diagnostic integrity. These results were used to design an RS implementation to give the same level of protection where BERs as high as $10^{-2}$ can be expected.

Finally, the use of lossy SPIHT compression with these schemes was investigated. Compression by bit stream truncation (i.e. lossy SPIHT compression) is analogous to exposing these same signal portions to high levels of noise. For this reason it is possible to design a protection system by finding the highest acceptable level of lossy compression and encompassing this amount of data in an error protection scheme. If system bandwidth allows, any further bits transmitted outside this level would improve signal fidelity for BERs lower than $10^{-2}$. The research outlined in this chapter may be of particular interest to designers of wireless healthcare systems, wherein limitations on bandwidth or storage space must be adhered to.
8.1 Introduction

This final chapter recaps on the contents of the thesis and summarises the work done, the observations made and the results found. It will begin by summarising the main topics presented in this thesis and the main results and observations on each of these topics. Finally, a list of the primary contributions arising from these results and some possible avenues of future work that would build upon these contributions are given.

8.2 Overview of the Thesis

This thesis has investigated methods of compressing and protecting biomedical signals for use on a portable device. The key goal of this research was to investigate methodologies of minimising the biomedical data size while preserving diagnostic integrity. The research began by comparing the compression ability of two transform-based compression algorithms on EEG data. JPEG2000 and SPIHT were used to compress EEG data, first at low levels of loss where little-to-no fidelity is sacrificed, and then at higher levels of compression. A computer aided diagnosis (CAD) system was used to verify that the diagnostic integrity of the EEG data is
maintained and to determine the maximum acceptable level of lossy compression for the two algorithms. An analysis of the feasibility of implementing the SPIHT algorithm on a mobile platform was performed, firstly by examining the processor load required to perform the compression and secondly by determining the benefit of compression prior to transmission in terms of power savings due to a reduction in the duration of time the antenna is active.

The next body of research focussed on an alternative approach to transform-based compression, whereby the level of loss was controlled by the quantisation operation. The SPIHT algorithm was employed in two manners. First it was employed in its traditional way, with fixed quantisation and DWT levels and compression/loss controlled by specifying a desired CR for the SPIHT encoder. Secondly, the algorithm was used with variable quantisation levels, fixed DWT levels and the SPIHT encoder used as an entropy encoder in Non-Truncated SPIHT mode. The compression results of both approaches were examined in terms of CR and PRD1 and analysis of the EEG data after compression to ensure sufficient information is retained.

The final portion of the thesis examined the impact of bit errors on compressed biomedical signals. ECG data was compressed with the SPIHT algorithms at a range of compression levels. The importance of the error location was investigated by introducing bit errors in different portions of the compressed bit stream and examining the impact on the reconstructed signal. Random bit errors were then introduced at BERs ranging from $10^{-6}$ to $10^{-2}$ on the compressed data at a range of CRs. The impact these had on the reconstructed signals were again examined. Based on these findings, the final section of this thesis looked at how to protect the compressed data from these effects. SPIHTs embedded encoding property was exploited to minimise the amount of data necessary to protect, thus keeping the overheads associated with data protection to a minimum. A practical implementation was proposed and tested using RS codes as error-correcting codes. These were tested on signals compressed with SPIHT in Non-Truncating mode and with signals compressed at higher CRs.
8.3 Main Conclusions

A summary of the main conclusions reached can be given as follows:

1. Chapter 4 - Compression of EEG Signals with JPEG2000 and SPIHT

   EEG data were compressed with two different compression algorithms. The Freiburg EEG database was first compressed using JPEG2000 and SPIHT at levels of loss approximately equal to 7% PRD1. The integrity of the reconstructed data was verified by use of a CAD system. It was found that there was little-to-no deterioration in seizure detection performance at this level of loss. At low levels of loss, JPEG2000 was seen to provide a slight compression advantage over SPIHT, achieving average CRs of approximately 9 and 8.3 respectively (at 7% PRD1). As there was little impact on seizure information at this level of loss, higher levels of compression were investigated. To determine the maximum levels of loss acceptable, higher CRs were tested for decline in seizure detection performance. At higher levels of fidelity loss, SPIHT was found to offer significant compression gains over JPEG2000. It was found that PRD1s as high as 30% for JPEG2000 compression and 36% for SPIHT could be tolerated before detection performance was significantly impaired. This gave CRs of 30 and 90 respectively. An analysis of the practical possibilities of implementing the SPIHT algorithm on a portable device was performed. The computational load required to perform compression on an Analog Devices Blackfin BF537 was analysed. It was found that SPIHT compression did not significantly load the processor and, due to SPIHTs embedded encoding property, the higher the level of compression, the lower the processor load. At the maximum acceptable level of compression previously found (a CR of 90) SPIHT would only cause a 0.002% load on the processor. The potential energy savings in transmitting compressed data over Bluetooth LE were also investigated. It was found that SPIHT compression prior to transmission would result in a net decrease in energy expenditure. Even a modest CR of 7 results in a reduction of the energy required to transmit a frame of data by 75%.
Chapter 8. Conclusions

2. Chapter 5 - The Effects of Wavelet Coefficient Quantisation in EEG Compression

An alternative approach to maximising gains in transform-based compression was investigated. The effects of reducing the bit-level of the quantised coefficients were tested using SPIHT as an entropy encoder, with uniform quantisation. Compression using this approach was compared to the standard SPIHT compression approach of bit stream truncation. It was found that lower bit-levels could still potentially maintain more signal information than the traditional bit stream truncation approach. Higher compression levels at a given level of loss were recorded in comparison to the standard SPIHT methodology. At levels of loss of less that 7% PRD1, the standard SPIHT approach achieved a CR of 5. At the same average level of loss, QSPIHT achieved an average CR of 13.05. Using 30% PRD1 as a cut-off level, an average CR of 40 was recorded for standard SPIHT, compared to just over 100 for QSPIHT. Signal fidelity was verified by analysing the energy envelope of the signal before and after compression and by visual analysis.

3. Chapter 6 - ECG Compression with SPIHT in the Presence of Bit Errors

The impact of bit errors on SPIHT-compressed ECG data was investigated. A number of performance metrics were chosen to monitor the impact on diagnostic quality. SPIHT was used to compress the ECG signals. SPIHT's bit-ordering property organises the compressed bit stream from MSB to LSB, with respect to importance of bits for signal reconstruction. An analysis was first performed to classify the affect of bit error location on the reconstructed signal after being compressing with Non-Truncated SPIHT. It was determined that bit errors outside the initial section of the bit stream did not have a significant impact on the signal. This led to an investigation into the effects of BERs ranging from $10^{-6}$ to $10^{-2}$ on signal quality. It was found that BERs below $10^{-4}$ had marginal impact on the average signal diagnostic information.
4. Chapter 7 - Preservation of Quality in SPIHT-Compressed ECG Signals in the Presence of Bit Errors

Practical signal protection schemes were tested using RS codes. It was found that it was possible to protect against BERs as high as $10^{-2}$ without impacting on the performance of the diagnostic metrics by protecting 50% of the compressed bit stream. If the diagnostic purpose does not require complete integrity, lower proportions of the bit stream can be protected. Protecting 12.5% of the bit stream was found to maintain the majority of the signal information. Finally, these protection tests were extended to test the effects of higher CRs on the signals. These were performed to allow for system designers to design a protection scheme based on the intended diagnostic purposes and the bandwidth or storage space available to them.

**8.4 Summary of Contributions**

The primary contributions of this thesis are:

1. Analysis and comparison of two compression algorithms suitable for an ambulatory EEG device.
2. Determining the maximum level of signal fidelity loss for EEG compression using JPEG2000 and SPIHT in order to maintain diagnostic information for seizure events.
3. Analysis of computational and energy requirements for embedded implementation of compression, and quantification of potential energy savings in an ambulatory device.
4. Examining the benefits of lowering the quantisation level in transform based compression of EEG signals.
5. Classifying the impact of bit errors in relation to their location in the bit stream of SPIHT-compressed ECG signals, and determining the proportions of the bit stream that needs to be protected from errors to preserve a range of diagnostic measurements for SPIHT-compressed ECG.
6. Proposal of a methodology to design RS codes to achieve these levels of protection and testing their functionality with selected performance targets.
8.5 Suggestions for future work

There are several potential areas that could be focused upon for future work:

1. Real-time implementation of the compression algorithms on a portable device to fully analyse power usage.

2. Expanding on the results of the quantisation level reduction research (Chapter 5) by combining higher quantisation levels with SPIHTs truncated bit stream compression. This could potentially give far better compression gains in relation to fidelity loss.

3. An in-depth comparison between the compression algorithms researched here and other non-transform based compression methods in terms of compression gains in relation to fidelity loss and complexity. It is possible that another approach may provide better compression results, but it is likely that any gains would be offset by added computational complexity.

4. The ECG bit error protection research could be expanded to include EEG bit error protection. Measuring the impact on diagnostic information may again prove problematic, but this could be in part addressed by adoption of some of the methods outlined in this thesis.

5. Finally, this research would ideally be implemented on a hardware system as part of a larger EEG and ECG monitoring, ambulatory device.
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Appendix A  Journal Publications Arising from this Thesis

The following journal publications have arisen as a result of the work contained in this thesis. Only the papers where I am primary author and that have been accepted for publication at the time this thesis was submitted have been included.


Lossy compression of EEG signals using SPIHT

G. Higgins, B. McGinley, N. Walsh, M. Glavin and E. Jones

A method of compressing electroencephalographic signals using the set partitioning in hierarchical trees (SPIHT) algorithm is described. The signals were compressed at a variety of different compression ratios to evaluate the loss of signal integrity at each CR determined using the percentage root-mean-squared difference between the reconstructed signal and the original. An analysis of the computational complexity of the SPIHT algorithm is also presented, using the Blackfin processor as an example implementation target.

Introduction: The multichannel electroencephalogram (EEG) is a tool commonly used for diagnosing a variety of neurological conditions. Diagnosis of these conditions often requires long-term monitoring of the patient's EEG activity, which necessitates storage of large amounts of data [1]. This causes both storage and wireless transmission problems for potential portable ambulatory EEG systems, since wireless communication is a significant contributor to power consumption [2]. Therefore, effective data compression is important to minimize the information needed to be transmitted and stored. A coexisting goal is that it be performed in an efficient manner so as not to unduly add to the power consumption of the device.

To minimize the amount of data to be transmitted or stored in a portable device, the amount of compression, expressed as compression ratio (CR), needs to be maximized. Lossy compression can attain higher CRs than lossless, but with a loss in signal fidelity. It is desirable to use a compression algorithm that maximizes CR, while also maximizing signal fidelity and minimizing computation. In this Letter, the SPIHT algorithm is investigated for the task of ambulatory EEG compression.

Compression method: Set partitioning in hierarchical trees (SPIHT) is an image compression method proposed by Said and Pearlman in [3]. In this application, the CDF 9/7 biorthogonal discrete wavelet transform (DWT) was used owing to its widespread use in a variety of compression applications. A seven-level DWT decomposition was performed as this was found to give the best compression performance. The DWT coefficients are quantized using a standard integer quantization method and passed to the SPIHT encoder. As SPIHT's output bit stream is ordered by importance, the encoder can terminate encoding at any point.

Testing: For lossy compression, a standard measure of compression performance is the percentage RMS distortion (PRD) between the original and reconstructed signals, defined as:

$$PRD = \left( \frac{\| x - \hat{x} \|}{\| x \|} \right)$$

where $x$ and $\hat{x}$ are the original and reconstructed signals, respectively, and $\| \|$ represents the Euclidean or $L_2$ norm. Compression ratio (CR) represents the ratio between the bit rate of the original signal and the bit rate of the compressed signal.

The EEG dataset used was provided by the University of Freiburg, Germany [4, 5]. This contains a mixture of both seizure and non-seizure data for 21 patients. The database was chosen because of its public availability, and contains six-channel EEG signals. While clinical systems typically use 64 or 128 channels, six channels are more likely to be feasible for a real-world implementation of an AERG seizure detection device [6]. The EEG signals were compressed and reconstructed at CRs ranging from 2 to 50. The PRD of each reconstructed signal was then calculated. No prefiltering was applied to the signals prior to compression, and each channel was compressed and decompressed independently.

The complexity of the SPIHT algorithm was also analysed by determining the average number of operations required to compress one frame of the EEG for each of the CRs considered. The SPIHT algorithm is composed of two arithmetic and two list operations. The arithmetic operations are subtracts and compares. SPIHT employs lists to maintain track of insignificant sets and significant and insignificant coefficients. These lists dynamically vary in size. A linked list is an efficient dynamic data structure implementation which, for SPIHT, requires two core operations: (i) a push operation and (ii) a list erase operation. The number of machine cycles for each of these operations was obtained for the Analog Devices Blackfin BF537 DSP processor using the ADI Visual DSP ++ profiling tool; these are given in Table 1.

Table 1: Average numbers of machine cycles per operation on Analog Devices Blackfin BF537 DSP processor

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Number of clock cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer compare</td>
<td>2</td>
</tr>
<tr>
<td>Sign compare</td>
<td>2</td>
</tr>
<tr>
<td>Integer subtract</td>
<td>2</td>
</tr>
<tr>
<td>Linked-list insert</td>
<td>67</td>
</tr>
<tr>
<td>Linked-list erase</td>
<td>62</td>
</tr>
</tbody>
</table>

Results: Fig. 1 plots the average PRD for the full database against CR. The authors in [7] suggested that a PRD of 7% is sufficient for clinical evaluation of reconstructed EEG signals; for this PRD, it can be seen that a CR of about 5:1 is achievable. A further application of interest for compressed EEG is automated seizure detection. Based on the results found in [8], a PRD of up to 30% was found to have no significant impact on seizure detection in EEG signals. For this level of PRD, a CR of about 30:1 was achieved. Fig. 2 illustrates a segment of EEG alongside the same signal reconstructed with PRD values of 7 and 30%.

Fig. 1 Average CR against PRD for all records in Freiburg database

Fig. 2 Original EEG signal (top plot), and after being reconstructed with PRD of 7% (middle plot) and PRD of 30% (lower plot)

Table 2 details the execution count of each operation used to compress one frame of EEG signal, as well as the total number of cycles required. Assuming a clock speed of 50 MHz for the Blackfin DSP, the corresponding processor load factor can be estimated in the rightmost column of Table 2. Even allowing for an additional scaling factor to take additional processor overhead into account, it can be seen that the algorithm does not significantly load the processor.

Comparison with similar work: In [8], JPBG2000 is used to compress EEG signals at a variety of levels of fidelity loss. Using 7% PRD as the allowed loss, the results are very close to what is obtained by SPIHT. However, the paper also suggests that a PRD of 30% is not achievable in order to maintain a detection rate of over 90%. For SPIHT, a PRD of 30% corresponds to approximately a 30:1 CR, which is higher than the results obtained in [8].

A wavelet packet-based method for compressing EEG signals was presented in [7]. As noted above, this paper suggested a 7% PRD as the maximum allowable loss, in order to maintain clinically relevant information in EEG signals. Generally speaking, results for PRDs above 12% have not been reported in the literature so it is not known what CRs are achievable for the higher PRD limit of 30% suggested in [8].
Table 2: Average number of operations per frame, number of machine cycles/frame, cycles/second and processor load for SPIHT compression on Blackfin BF537 Processor against CR

<table>
<thead>
<tr>
<th>CR</th>
<th>Compare</th>
<th>Subtract</th>
<th>List</th>
<th>List</th>
<th>Total cycles</th>
<th>MIPS</th>
<th>50 MHz load (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>22173</td>
<td>2381</td>
<td>2142</td>
<td>1148</td>
<td>263798</td>
<td>65950</td>
<td>0.132</td>
</tr>
<tr>
<td>4</td>
<td>18899</td>
<td>890</td>
<td>1002</td>
<td>851</td>
<td>213074</td>
<td>53249</td>
<td>0.107</td>
</tr>
<tr>
<td>6</td>
<td>17066</td>
<td>513</td>
<td>1316</td>
<td>541</td>
<td>156872</td>
<td>39218</td>
<td>0.079</td>
</tr>
<tr>
<td>8</td>
<td>15814</td>
<td>365</td>
<td>1017</td>
<td>418</td>
<td>126413</td>
<td>31604</td>
<td>0.064</td>
</tr>
<tr>
<td>10</td>
<td>14878</td>
<td>272</td>
<td>859</td>
<td>336</td>
<td>108685</td>
<td>27172</td>
<td>0.055</td>
</tr>
<tr>
<td>12</td>
<td>14137</td>
<td>218</td>
<td>738</td>
<td>272</td>
<td>95020</td>
<td>23755</td>
<td>0.048</td>
</tr>
<tr>
<td>14</td>
<td>13507</td>
<td>175</td>
<td>647</td>
<td>215</td>
<td>84043</td>
<td>21011</td>
<td>0.043</td>
</tr>
<tr>
<td>16</td>
<td>12947</td>
<td>148</td>
<td>574</td>
<td>182</td>
<td>75932</td>
<td>18983</td>
<td>0.038</td>
</tr>
<tr>
<td>18</td>
<td>12460</td>
<td>129</td>
<td>514</td>
<td>160</td>
<td>69536</td>
<td>17834</td>
<td>0.035</td>
</tr>
<tr>
<td>20</td>
<td>12030</td>
<td>114</td>
<td>465</td>
<td>145</td>
<td>64433</td>
<td>16109</td>
<td>0.033</td>
</tr>
<tr>
<td>30</td>
<td>10362</td>
<td>70</td>
<td>308</td>
<td>95</td>
<td>47990</td>
<td>11848</td>
<td>0.024</td>
</tr>
<tr>
<td>40</td>
<td>9144</td>
<td>50</td>
<td>223</td>
<td>70</td>
<td>37669</td>
<td>9418</td>
<td>0.019</td>
</tr>
<tr>
<td>50</td>
<td>8268</td>
<td>38</td>
<td>172</td>
<td>54</td>
<td>31364</td>
<td>7861</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Srinivasan, et al. proposed a method of EBG compression which also uses SPIHT [9]. That paper uses SPIHT as a preprocessing step for a method of real-time, lossless EBG compression. However, the compression properties of SPIHT are not investigated and CR results are not reported.

Conclusions: The results presented demonstrate that SPIHT provides an efficient and flexible approach to EBG signal compression. A CR of approximately 5:1 results in a 7% PRD, which is suitable for applications requiring clinical evaluation of the reconstructed EBG. Furthermore, for automated seizure detection applications, a CR of up to 30:1 is achievable with acceptable performance. In addition, the complexity analysis demonstrates that SPIHT performs compression without significantly loading a Blackfin BF537 processor. Because of the embedded nature of SPIHT, higher CRs correspond to even lower processor loading.
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The Effects of Lossy Compression on Diagnostically Relevant Seizure Information in EEG Signals

Garry Higgins, Brian McGinley, Stephen Faul, Robert P. McEvoy, Martin Glavin, William P. Marnane, and Edward Jones

Abstract—This paper examines the effects of compression on electroencephalogram (EEG) signals, in the context of automated detection of epileptic seizures. Specifically, it examines the use of lossy compression on EEG signals in order to reduce the amount of data which has to be transmitted or stored, while having as little impact as possible on the information in the signal relevant to diagnosing epileptic seizures. Two popular compression methods, JPEG2000 and SPIHT, were used. A range of compression levels was selected for both algorithms in order to compress the signals with varying degrees of loss. This compression was applied to the database of epileptiform data provided by the University of Freiburg, Germany. The real-time EEG analysis for event detection automated seizure detection system was used in place of a trained clinician for scoring the reconstructed data. Results demonstrate that compression by a factor of up to 120:1 can be achieved, with minimal loss in seizure detection performance as measured by the area under the receiver operating characteristic curve of the seizure detection system.

Index Terms—Electroencephalogram (EEG) compression, lossy compression, seizure detection, seizure detection performance.

I. INTRODUCTION

MULTICHANNEL electroencephalogram (EEG) is a tool for measuring the electrical activity of the brain, and the use of EEG to diagnose a variety of neurological conditions such as epilepsy has long been established [1]. Recent years have seen an increased interest in the use of ambulatory EEG monitoring, where at-home monitoring gives advantages over in-patient monitoring in diagnosing neurological conditions [2]. A wireless and mobile ambulatory EEG device would allow the patient to remain at home in their normal environment during periods of observation. Furthermore, automated seizure detection would also reduce the workload of a trained clinician monitoring EEG recordings.

With EEG signals, even a small amount of recording can generate very large amount of data [3]. Since wireless transmission is a major contributor to power consumption in a portable device [3]–[5], minimizing the amount of data to be transmitted is desirable. Lossy compression achieves much higher compression ratios (CRs) than lossless compression, but at the expense of imperfections in the reconstructed signal. A tradeoff exists between the amount of loss in signal fidelity that can be tolerated and the CR that can be achieved. Percentage root-mean squared difference (PRD) is a common measure of the loss of signal fidelity between two signals. The smaller the PRD, the lower the distortion introduced by the compression process. Higher CRs are desirable, but result in larger PRD values. By using a high-performing automated seizure detection such as real-time EEG analysis for event detection (REACT) [6]–[8] in place of a clinician, it is possible to examine its seizure detection performance on the uncompressed and reconstructed EEG data at a variety of compression levels, in a consistent and reproducible way. Two compression algorithms are examined in this paper: JPEG2000 [9] and SPIHT [10]. Both methods employ a discrete wavelet transform (DWT) as a preprocessing step, and encode the resulting wavelet coefficients into a binary stream. A database of epileptiform EEG provided by the University of Freiburg, Germany [11], was used for testing. The data were compressed at a range of levels and passed through the REACT system. The two main results of interest are the CR and seizure detection performance of REACT. The key goal of the research is to investigate the potential to maximize CR without compromising seizure detection performance.

Recent years have seen an increase in research involving compression of EEG signals, both for AEEG devices and for other EEG monitoring applications. Casson et al. put forth a variety of AEEG-related research including methods of compression prior to transmission [2], [3], [12]–[14]. The compression approach taken differs from the method proposed here in that it involves only transmitting when seizure data are encountered. Here, the approach of transmitting all data in a more compressed form is used. Having these data available gives clinicians the ability to review and evaluate the results. Even when an automated seizure detection system is used, it is often the case that a clinician wishes to review the data prior to a final diagnosis. Cárdenas-Barrera et al. proposed a low powered wavelet packet-based approach to EEG compression [15]. While the results achieved are good, the level of loss accepted is low. Sriraam and Eswaran proposed a number of EEG compression approaches based on neural networks [16]–[18]. In [18], Sriraam proposes the use of neural network predictors for telemedical EEG applications. While this is a similar application to what is proposed here, it does not have the requirement of being implementable on a
portable device. The methodology outlined here is based on algorithms that are proven to be implementable on low-powered devices [19]–[22]. This paper extends the work of Higgins et al. in [23] and [24], by modifying the JPEG2000 algorithm to improve compression results and by including a comparison with the SPIHT algorithm.

II. COMPRESSION

A. Algorithm Implementation

Compression of EEG signals is useful in 1) storage and 2) transmission of the data. The two main factors for storage are reduction in the space required to store the data, and preservation of data fidelity for future review. Transmission implies that the data are to be immediately transmitted to a secondary receiver. As wireless transmission is one of the main consumers of power in a system [3]–[5], the main objective of compression prior to transmission is to minimize data size without impacting on diagnostically relevant information.

The compression research outlined here is designed to be implemented in an EEG monitoring system involving storage or transmission of data suspected to contain epileptiform data. Recording and artifact removal are done prior to compression, and transmission is done after compression.

Fig. 1 shows a possible architecture for a seizure detection system, which could be implemented in an AEEG device or similar. The system consists of a low-power wearable sensor that records, compresses, and wirelessly transmits the EEG data to a remote “server.” It is also worth noting that artifact removal may be done after compression and transmission with minimal adaptation to the algorithm. It is likely, however, that lower CRs would be achieved if artifact data were also present in recordings.

B. Discrete Wavelet Transform (DWT)

This section provides an overview of the DWT, which is employed as a preprocessing step to both compression algorithms investigated in this paper. The DWT is well documented in the literature, so only a brief overview will be given here.

The DWT decomposes a signal into a set of basis functions known as wavelets [25], [26]. The initial wavelet, also known as the mother wavelet, is used to construct the other wavelets by means of dilation and shifting. The DWT coefficients are defined as the inner product of the original signal and the selected basis functions.

These coefficients provide an alternative representation of the original signal, giving good localization of the signal’s energy components from both a time and frequency perspective. The CDF9/7 wavelet has already achieved wide-spread acceptance for use in compression algorithms [27], and is the wavelet function used in this paper.

C. JPEG2000

JPEG2000 is a compression algorithm designed for both lossless and lossy compression of image files. JPEG2000 Part 1 was ratified by the Joint Photographic Experts Group in 2000 [28] and contains the specifications for the core image coding system. These core components include the DWT, quantization, and an arithmetic coder (AC).

The adaptive binary AC replaces the original Huffman coder as the entropy coder for the JPEG2000 compression standard. The AC can perform near optimum entropy coding on a given dataset [29] and avoids some of the limitations of Huffman encoding [30].

Here, two changes were made to the standard JPEG2000 Part 1 system. The first was the inclusion of a thresholding stage after quantization. Thresholding allows for increased control over CR and PRD. All wavelet coefficients with magnitude below the selected threshold level are deemed to be insignificant and set to zero, allowing them to be more efficiently encoded by the AC.

The second change was made specifically to the AC. Initial tests using the standard JPEG2000 adaptive AC found that it quickly reached a maximum CR due to limitations in the
probability density function (PDF) being reset for each frame. Furthermore, it was found that the PDF of each frame had the form of a Gaussian distribution due to the effects of the DWT and quantization. By calculating the average PDF for all frames at a given threshold, a static PDF can be used for encoding and decoding. As the PDF is the same for all frames, it does not need to be either calculated dynamically or transmitted as part of the encoded message. Because it is based on the average of all the signals, it will be close to the actual distribution of the PDF minimizing the impact on the frames CR. The PDF was common across all patients at a given compression level.

D. SPIHT

Initially proposed by Said and Pearlman in [10], set partitioning in hierarchical trees (SPIHT) is a compression method originally designed for image compression. Its core principles are derived from the embedded zerotree wavelet (EZW) coder proposed by Shapiro in [31]. These coders exploit the fact that wavelet coefficients in different subbands have a temporal relationship with one another.

SPIHT provides efficient coding performance by making binary partitioning decisions, in order to determine the “significance” of each of the coefficients produced by the DWT. The partitioning decisions are performed to keep insignificant coefficients in large subsets; the larger the subsets, the more efficiently they can be represented in the coded bitstream. The threshold values used for significance checking are selected as powers of 2, which allow the wavelet coefficients to be encoded as binary numbers, through progressive bit-plane analysis. SPIHT orders the bits by significance, with the most significant bits being encoded first. This means that SPIHT allows for direct CR control of the signal being encoded as the binary bit stream can be terminated at any point.

III. TEST CONDITIONS

A. REACT

REACT is an automated seizure detection system [7], [8]. The REACT algorithm operates on EEG data by extracting a rich set of features from the time, information theory, and spectral domains. A support vector machine (SVM) classifier lies at the core of the REACT system, which uses rules that have been automatically derived using machine-learning and pattern-recognition techniques. These rules are used to classify the extracted EEG features as seizure or nonseizure. Further detail on REACT can be found in [32]–[36]. Although REACT was initially designed for use in neonatal seizure detection, subsequent research has demonstrated that it can also achieve very high seizure detection performance on adult EEG [7].

In this paper, the REACT seizure detection system is employed in place of a clinician, to rapidly analyze many hundreds of hours of EEG data and identify seizure activity. This research employs REACT to determine 1) if seizures can still be reliably detected from EEG data which have been compressed with a lossy compression algorithm and 2) the impact of increasing levels of compression and consequent signal degradation on seizure detection performance.

REACT was deemed to be a suitable alternative to a trained clinician as it has already been proven to give very accurate results for seizure detection, as previously verified by clinical review of its performance [35], [36]. The REACT system was trained on uncompressed EEG data and was tested using data that were subjected to compression and resynthesis at different compression ratios.

B. Freiburg Database

A database of EEG from patients with medically intractable focal epilepsy is maintained by the University of Freiburg [11], [37]. It contains seizure and nonepileptic EEG data for 21 patients ranging in age from 13 to 50 years, sampled at 256 Hz. This dataset was chosen due to 1) its public availability; 2) the 6-channel EEG recordings provided are likely to be close to what would be recorded by an AEEG device [38]; and 3) the intracranial recordings minimize the artifacts present in the recordings. Artifact removal is something that could be carried out prior to compression in an AEEG device [39]–[41].

Of the 21 patients in the database, 15 were selected based on the quality criteria expressed in [7]. Specifically, three patients (1, 18, and 19) were discarded due to the length of seizure events being less than 10 s and three others (5, 8, and 10) were removed due to the large amount of recording artifact data present. The remaining 15 patients’ EEG recordings comprise 132.7 h of data with approximately 120 min of seizure activity over 61 seizure events. For test purposes, the EEG data are processed on a frame-by-frame basis, with frames of duration 4 s. Therefore, the total number of frames is 119 430, with 1800 frames containing seizures. Prefiltering was not applied to the signals prior to compression.

While AEEG signals would normally include artifacts due to, e.g., movement, eye blinks, etc., this is not considered in this paper, since the objective here is to evaluate the effect of compression on seizure detection in EEG signals, rather than to evaluate the absolute performance of the seizure detection system. The subset of the Freiburg database used here consists of intracranial recordings which do not contain any of the artifacts that would normally occur in AEEG recordings. In a real-world implementation, artifact removal would ideally be done on the signal prior to compression, and a number of authors have proposed methods for automatic artifact removal, e.g., [42], [43]. Artifact removal in the context of the REACT system has been investigated in [6] and [39].

C. Performance Evaluation

CR quantifies the efficiency of the compression process and is calculated as

$$\text{CR} = \frac{L \cdot r}{b}$$

(1)

where $L$ is the length of the input signal in samples, $r$ is the quantization (bit resolution) of each original sample, and $b$ is the number of bits representing the compressed signal.
Percentage root-mean squared distortion (PRD) measures the similarity between the original and reconstructed signal and is defined as follows:

$$\text{PRD} = \left( \frac{\|x - \hat{x}\|}{\|x\|} \right)$$

where $x$ and $\hat{x}$ are the original and reconstructed signals, respectively, and $\|\|$ represents the Euclidean or $l^2$ norm. By comparing the PRDs and CRs of the reconstructed signals, it can be seen how increased CR relates to loss in signal quality.

Finally, a measure of seizure detection performance was required. The receiver operator characteristic (ROC) curve is a graphical plot of the relationship between sensitivity (the percentage of seizure epochs correctly classified) and specificity (the percentage of nonseizure epochs correctly classified) of the REACT classifier for a range of classification thresholds [36]. In this case, the area under the ROC curve is what is of interest. An area under curve (AUC) of 1, for example, means that the classifier detected all seizures correctly, without any false positives. An area greater than 0.9 is deemed to be a very high performing classifier [7]. Here, the results are presented as a percentage of the maximum AUC, whereby an AUC of 1 is given as 100%, 0.9 as 90%, etc.

### D. Compression Parameters

In order to minimize the number of variables in operation for JPEG2000 compression, the DWT and quantization level were fixed, with only the threshold being altered to produce reconstructed signals with a range of PRD values. An 8-level DWT and 10-bit quantization of the DWT coefficients were used and the thresholds were chosen from a set that ranged from 0 to 30% of the largest coefficient. These values were chosen to introduce varying levels of loss, giving a range of PRDs from very low (~2%) to very high (>60%). The EEG signals were broken up into frames of size 1024 and compressed and reconstructed using the aforementioned threshold values.

Unlike with JPEG2000, it is possible with SPIHT compression to have exact bit-rate control over the compression ratio. Therefore, the signals were compressed with SPIHT at a range of defined CRs, ranging from 2:1 to 140:1. Again the EEG signals were split into frames of size 1024 and were compressed and reconstructed at these varying levels. The resulting PRDs of the reconstructed signals were calculated, relative to the original signals.

### IV. Results

#### A. Compression Performance

All the EEG signals for the included patients were compressed and reconstructed using the aforementioned criteria. The database was processed with both algorithms using the compression parameters given earlier and the average PRD and CR values for each patient calculated. The reconstructed EEG signals were passed through the REACT system and the seizure detection performance was determined.

Fig. 2 shows a plot of the average CR versus the PRD averaged over all patients while Fig. 3 shows a magnified view of the same plot for PRD values below 10%. The compression of JPEG2000 ranges from 2:1 at its lowest to 103:1 at its highest, with PRDs of between 3% and 56%. With SPIHT, CRs range from 2:1 to 140:1, while the corresponding average PRDs were found to range from approximately 3% to 50%.

Performance in this case is measured by the algorithm’s ability to compress while keeping PRD low. In other words, the algorithm with the lower PRD at a given CR performs better. It can be seen that while both algorithms have approximately the same performance level at low CRs, SPIHT provides higher CRs than JPEG2000 as PRD values increase. For example, a 14:1 CR for JPEG2000 has a 17% PRD. The same CR with SPIHT, however, has a PRD of 11%.

Cárdenas-Barrera et al. suggest a maximum PRD of 7% in order to maintain 99.5% of the signal energy [15]. Referring to Fig. 3, it can be seen that at 7% PRD, JPEG2000 gives an average CR of 7:1, and SPIHT achieves approximately 9:1. Looking at a plot of the original signal versus the reconstructed signals for both algorithms at these levels (see Fig. 4), both reconstructions [(b) and (c)] are practically identical to the original, indicating that practically all the detail from the original signal is preserved, particularly with SPIHT.
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Fig. 4. EEG signal for Patient 2, Channel 1, Hour 1. (a) Original EEG and EEG reconstructed at 7% PRD using (b) JPEG2000 compression and (c) SPIHT compression and at maximum PRD using (d) JPEG2000 compression and (e) SPIHT compression.

Fig. 5. Area under REACT ROC Curve (AUC) versus PRD for JPEG2000 and SPIHT.

B. Seizure Detection Performance With Increasing Compression

Fig. 5 plots the average PRD and corresponding AUC percentage for compression using both JPEG2000 and SPIHT algorithms. From [7], the average ROC area for processing the uncompressed signals is 0.9409 or 94.09% AUC percentage. At a PRD of 2.57%, SPIHT produces an average AUC percentage of 94.22%. JPEG2000, however, gives an average ROC of 96.06%, higher than that of the uncompressed signals. The most probable explanation for this is that the wavelet coefficient thresholding described earlier may actually filter out some diagnostically irrelevant noise present in the EEG signals, as a useful by-product of the compression scheme. As the thresholding is applied to the quantized wavelet coefficients of the original signal, it can be seen that it is initially the high-pass “detail” coefficients that are discarded. Therefore, the overall shape of the signal is maintained, while the diagnostically irrelevant, finer information may be discarded. From the point of view of REACT, this appears to clean up the signal allowing for better analysis.

As the PRD increases, the AUC percentage for JPEG2000 begins to decline gradually. This is to be expected because as the PRD increases, more and more of the fidelity of the original EEG signal is being lost. Counterintuitively, SPIHT’s initial 94% AUC area begins to initially increase as the PRD increases. The increase continues until it peaks at 17% PRD with a 95.65% AUC followed by a return to approximately the prepeak level. The reasons for this increase in detection rate are likely to be the same as those for JPEG2000. SPIHT’s bit-ordering property means that the least “important” information is discarded first. In this case, it again acts as a filter whereby signal elements that interfere with the seizure detection, such as signal artifacts, are removed. Despite JPEG2000’s initially better performance than SPIHT, it has a more rapid drop-off as the PRD increases.

C. Maximizing Compression

One of the main goals of this research is to minimize signal bandwidth without affecting the ability to identify seizure information in the signal. As previously mentioned, an AUC percentage of more than 90% is considered very good performance for seizure detection. Therefore, 90% AUC percentage can be taken as the cut-off limit for the compression.

Referring again to Fig. 5, it can be seen that for JPEG2000, a 90% AUC percentage corresponds to a PRD of about 35%. From Fig. 2, the equivalent CR can be found. At 35% PRD, JPEG2000 achieves a CR of 40:1. Using SPIHT, a much higher PRD can be tolerated. The AUC percentage for SPIHT does not fall below 90% until the PRD is 47%. Examining this value, we see that SPIHT can compress to 120:1 before performance falls below the acceptable level.

Fig. 4 also shows the same EEG signal being compressed and reconstructed at (d) 40:1 CR for JPEG2000 and (e) 120:1 for SPIHT. From the figure, it can be seen that while some of the finer details of the original signal are missing, the reconstructed signals still represent the overall shape and structure quite accurately. This would account for the high ROC area, in spite of the high rate of compression.

D. Power Consumption

In order to justify lossy compression of EEG signals, it is important to identify the advantage of using it. If the data are to be kept for future review, reduction of the size of the data allows for more recordings to be stored on a given storage device. In the case of the data being transmitted wirelessly, the aim is to reduce the amount of data to be transmitted, thus reducing the time the antenna is active. Yates and Rodriguez-Villegas present a discussion on the key power tradeoffs in designing a wireless EEG headset, including data compression, battery, and antenna choice [44]. They concluded that compression prior to transmission could significantly improve battery life of a wireless headset as long as the complexity of the compression algorithm does not outweigh the reduction in data transmission.
In [24], Higgins et al. examine the effects of compressing EEG data using SPIHT and analyze the computational complexity of the operation. They conclude that the algorithm does not cause a significant load on the processor and, due to SPIHT being an embedded coder, the higher the compression level, the lower the load on the processor. For example, at a compression ratio of 10:1, the SPIHT algorithm resulted in a load of 0.055% on a 50-MHz Analog Devices Blackfin BF537 device [45], while at a compression ratio of 30:1, the load was even smaller, at 0.024%. In the case of JPEG2000, a number of researchers have proposed low-powered implementations of this algorithm [46]–[48], and it is widely used in digital cameras for image compression. The modifications made to the AC in this paper further reduce the computational complexity at the encoding stage, thus satisfying the requirements set forth in [44].

For wireless transmission of compressed or uncompressed EEG data, Bluetooth low energy (LE) is a recently proposed, low-powered transmission protocol that can be considered. Here, we examine the expected power consumption for a typical commercial implementation of this protocol. From [49], it can be estimated that the Nordic nRF8001 Bluetooth LE transmitter has a power-per-bit expenditure of $\sim 33 \text{ nJ/b}$. Table I gives the energy required to transmit a single 4 s frame of EEG data. The compression levels in Table I match the operating points discussed earlier, and include the highest CR recorded in [24].

From Table I, it can be seen that reducing the size of the data greatly reduces the cost of transmitting the data. From [24], [45], and [50], it can be estimated that SPIHT consumes $\sim 15.9 \mu \text{J}$ of energy to compress 1 frame on the BF537 processor at a CR of 50:1. Combining the total energy to compress and transmit the data at this CR gives approximately 26.7 $\mu \text{J}$ for compression and transmission. This corresponds to approximately 5% of the energy required to transmit the frame uncompressed. Even at a relatively low CR of 7:1, the energy to compress the data rises to $\sim 64 \mu \text{J}$, resulting in the total energy for compression and transmission of 134 $\mu \text{J}$, equating to $\sim 25\%$ of the energy required to transmit the frame uncompressed. Compression, therefore, results in a significant decrease in total energy expenditure.

### V. Conclusion

This paper has presented and compared two lossy compression algorithms for use in seizure detection applications. A modified JPEG2000 algorithm and the SPIHT algorithm were used to compress and decompress signals from the EEG database provided by the University of Freiburg at varying levels of fidelity loss. The resulting reconstructed signals were passed through an automated seizure detection system (REACT) in order to determine what effect the loss of signal information has on the system’s ability to classify seizures. Using these results, it was possible to determine the maximum amount of fidelity loss allowable for both algorithms and, by extension, the highest CR that can be achieved.

Both algorithms allowed for substantial savings in the amount of data required to be transmitted/saved for seizure detection. SPIHT sustains better seizure detection performance than JPEG2000 at higher rates of PRD. It also outperforms JPEG2000 in terms of PRD versus CR, both in terms of absolute values, and in relation to CR attained while maintaining seizure detection performance.

In cases where maximum compression is required (e.g., an AEEG device with automated seizure detection), SPIHT displays a clear advantage, achieving a 120:1 CR without impact on detection performance, compared to a CR of 60:1 for JPEG2000.
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ABSTRACT

In recent years, there has been a growing interest in the compression of electroencephalographic (EEG) signals for telemedical and ambulatory EEG applications. Data compression is an important factor in these applications as a means of reducing the amount of data required for transmission. Allowing for a carefully controlled level of loss in the compression method can provide significant gains in data compression. Quantisation is easy to implement method of data reduction that requires little power expenditure. However, it is a relatively simple, non-invertible operation, and reducing the bit-level too far can result in the loss of too much information to reproduce the original signal to an appropriate fidelity. Other lossy compression methods allow for finer control over compression parameters, generally relying on discarding signal components the coder deems insignificant. SPIHT is a state of the art signal compression method based on the Discrete Wavelet Transform (DWT), originally designed for images but highly regarded as a general means of data compression. This paper compares the approaches of compression by changing the quantisation level of the DWT coefficients in SPIHT, with the standard thresholding method used in SPIHT, to evaluate the effects of each on EEG signals. The combination of increasing quantisation and the use of SPIHT as an entropy encoder has been shown to provide significantly improved results over using the standard SPIHT algorithm alone.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Electroencephalography (EEG) has long been used as a tool in clinical settings for diagnosing a variety of neurological and physiological conditions. It involves measuring a person’s neural activity by placing electrodes on the scalp and detecting the bioelectric activity caused by synchronised neuronal activity within the brain. Typically this is performed as an in-patient procedure, whereby the patient is monitored for an extended period of time in a clinical setting. This places the patient in a potentially unfamiliar environment which may cause anxiety or stress, and removes them from their natural environment, which may contain triggers for certain conditions. As an in-patient procedure, it also consumes clinical resources, which ultimately costs the health service in staff time and money.

One of the most common uses of EEG as a clinical tool is in the diagnosis of epilepsy. Epilepsy is a neurological condition that affects approximately 1% of the population [1,2], but is difficult to diagnose. The gold-standard diagnosis requires long-term EEG and video monitoring in an attempt to capture a seizure on both video and EEG telemetry [3]. However, there is still a chance that no epileptiform activity will be experienced within the period of evaluation. Although accurate figures for the general population are difficult to determine, one study has shown that for EEGs taken from 308 patients with epilepsy, 18% never exhibited epileptiform discharges over several months of recordings and only 55% displayed discharges during their first examination [4]. It is conceivable therefore, that a patient displaying potential signs of epilepsy, may display no seizure activity during a single in-patient monitoring session. Misdiagnosis is also a significant issue due to limitations in the data available to the clinician.

Smith [5] reports that elongating the period of EEG observation would have the effect of reducing the number of false positives, and increasing the detection rate of epileptiform activity. Binnie and Stefan [6] report that long-term monitoring may be required in as many as 5% of people diagnosed with epilepsy, and 13–20% of adult tertiary referrals and up to 40% of child referrals with potential cases of epilepsy. Clearly, in these situations, long-term in-patient monitoring is less than ideal in terms of expense, resource allocation and patient inconvenience. This situation is exacerbated where the availability of trained clinicians with the skills to analyse long term EEG data for seizure activity is limited.

Recent years have seen an increased interest in Ambulatory EEG (AEEG) devices and telemedical applications [7–12]. In a recent survey of 17 neurologists in the UK, 88% said they thought AEEG recordings would be more common in the future, and 76%
said it would be a “major improvement” to their practice if AEEG devices were available [8]. Although AEEG devices had been in existence since the 1960s [13,14], improvements in the efficiency of signal processing techniques, combined with increased capacity in modern batteries have made a practical implementation more feasible. Wireless communication however, still remains proportionally one of the largest consumers of power in the system [15]. For patients in remote areas, it can be problematic to provide skilled clinicians to analyse data. Telemedical systems can provide a means to monitor and diagnose potential epilepsy sufferers from remote locations [16–18]. Using an AEEG or remote EEG monitoring system would alleviate the demands placed on finite resources by allowing clinicians to review the data at their convenience, or use automated seizure detection to assist with diagnosis. Remote rural locations where these systems can be of the greatest benefit, are rarely serviced with high speed network connectivity, therefore attempting to transmit the raw, uncompressed signal is impractical. Any reduction in the quantity of the data to be transmitted would be a benefit.

In general, there are 2 types of data compression: lossless and lossy. Lossless compression maintains signal integrity while compressing and decompressing the data, but is generally severely limited in the Compression Ratio (CR) it can achieve. Currently the majority of EEG compression research focuses on this method. Lossy compression results in an imperfect representation of the original signal, because signal fidelity varies according to the parameters of the compression method. By allowing a measure of loss to be tolerated, far higher compression levels can be achieved. Careful selection of compression parameters can maximise CR while minimising the loss of important information contained within the signal.

This paper aims to examine the effects of compression by comparing two lossy approaches:

- Set Partitioning in Hierarchical Trees (SPIHT) compression, with loss introduced through SPIHT’s thresholding and embedded encoding features.
- Progressive lossy quantisation of the wavelet coefficients with SPIHT being employed losslessly as an entropy encoder.

Both schemes can provide a wide range of compression ratios. This paper examines the impact of quantisation’s rounding method as opposed to SPIHT’s coefficient thresholding method as factors of compression in order to maximise compression gains.

The rest of the paper is arranged as follows: Section 2 outlines the research methodology used in this work and how this work fits into EEG compression research. The dataset used is described and the data compression algorithms are outlined. Additionally, the metrics used for evaluating the results are given. Section 3 presents the results obtained from the compression tests. Section 4 analyses these results and evaluates the validity of the conclusions reached from them, and compares the results found here with results from similar research elsewhere. Section 5 gives the conclusions of the paper and proposes potential future work.

2. Research methodology

2.1. Epileptiform EEG database

The epileptiform EEG data used in this research was provided as part of the Seizure Prediction Project by the University of Freiburg, Germany [19]. The database contains EEG data recorded during pre-surgical monitoring. It contains seizure and non-seizure data for 21 patients ranging in age from 13 to 50. The dataset was chosen due to its public availability and to limit the number of artefacts present due to recordings being made through intracranial electrodes. The 6-channel EEG used in the recordings, is similar to the number of channels likely to be used in an AEEG device [20].

2.2. Compression

2.2.1. Background

Biomedical signal compression techniques can be broadly divided into three categories: (1) Direct Data (2) Transform based compression and (3) Other compression methods [21,22]. Direct Data methods are generally time domain based approach that exploits redundancies in signal data to increase compression. Compression efficiency is therefore limited by the fact that EEG is not sparse in the time domain. Memon et al. present an evaluation of a number of direct data compression techniques in [23]. In it they note that traditional direct data techniques do not work well on EEG signals due to the lack of reoccurring, exact patterns.

Methods in category (3) include compression methods such as non-linear prediction, neural network based compression and subband coding (other than those used in transform based approaches). Sriraam et al. present a number of recent papers on EEG compression using neural networks [24,25]. In both papers, the authors make use of predictors as part of an approach to give near-lossless compression of EEG data. This is combined with quantisation and entropy encoding schemes to maximise compression gains. In [26], Bazán-Prieto et al. present an EEG compression technique based on cosine modulated filter banks, with 7 bit quantisation. They test their algorithm on two EEG databases; the CHB-MIT Scalp EEG Database and the MIT-BIH Polysomnographic Database [27]. It is noted in [22] that despite the similarity between the subband decomposition employed by their algorithm and those frequently employed by transform based compression, it is not in actuality a transform method.

Transform-based compression includes methods that transform the time domain signal into the frequency, or other domain prior to compression. Examples of these transform operations include the Fourier Transform (FT) and Wavelet Transform (WT) which exploit signal sparsity in a particular domain [28,29]. The research presented by Cárdenas-Barrera et al. in [28] is an important paper in the field of EEG compression. It is the first paper to propose an upper limit to the level of fidelity loss allowable in EEG compression, based on retaining the majority of the signals energy. In this work they examine lossy compression approaches based on wavelet and wavelet packet transforms using the MIT-BIH Polysomnographic Database [27]. In [30], Daou and Labeau present a 2-D SPIHT based EEG compression methodology using EEG data obtained from Montreal Neurological Institute. They propose a pre-processing technique to exploit the correlation between EEG channels to maximise compression and employ two transform operations: a DWT and Discrete Cosine Transform (DCT).

The research presented in the present paper falls into category (2). This paper contributes to the area of transform-based encoding by evaluating the impact of reduced quantisation bit-rates on DWT coefficients, prior to entropy encoding. Section 4.2 provides a comparison between the results of this algorithm and other works of lossy EEG compression.

2.2.2. Discrete Wavelet Transform (DWT)

This section provides a brief overview of the DWT which is employed as a pre-processing step to the compression approaches investigated in this paper. DWT is commonly used in compression
All input values are then expressed in terms of the interval they codeword refers only to the interval and not to the original value. The interval is mapped to a codeword. It is worth noting that the original signal. For this reason, the decoded sequence, \( x_n \) back to the original scale. However, due to the codeword referring back to the original scale, \( x_n \) will not be an exact reconstruction of the original sequence, \( x(n) \). The larger the number of intervals, the closer the decoded sequence diminishes. The quantisation bit-rates used in this paper ranged from 1 to 16 bits. 16 bits was chosen as the highest bit length is saved.

2.2.4. Set Partitioning in Hierarchical Trees

Initially proposed by Said and Pearlman in [36], Set Partitioning in Hierarchical Trees (SPIHT) is a compression method originally designed for image compression that has since been applied to many other application areas [35,37,38]. Its core principles are derived from the Embedded Zerotree Wavelet (EZW) coder proposed by Shapiro in [39] by exploiting the fact that wavelet coefficients in different sub-bands have a temporal relationship with one another. As with the EZW algorithm, SPIHT arranges the bits in order of significance, with the most significant bits being encoded first. Therefore, if the encoding or transmission is interrupted at any point, the signal can be reconstructed to a level of fidelity appropriate to the number of bits received. This means that SPIHT allows for direct control of the CR of the signal being encoded.

In this paper, the data was compressed with CRs from the set \( c = \{1, 2, 5, 6, 7, 10, 30, 35, 40, 55, 110, 160, 200\} \). For \( c = 1 \), SPIHT operates in a lossless manner, where the input sequence prior to compression is identical to the output sequence after the data has been decompressed. When SPIHT operates at CRs higher than this, it compresses the signal by discarding all coefficients below the selected threshold. For example, for \( c = 4 \), only 25% of the original bit length is saved.

2.2.5. Approaches to compression

The DWT, Quantisation and SPIHT components were used to test different approaches to lossy compression. Compression involves the original signals undergoing a DWT operation followed by Quantisation, before being encoded using SPIHT. Two different variations in this methodology were used: First, the traditional SPIHT approach where the desired CR was selected prior to compression and was achieved by terminating encoding at the desired bit-length. For this approach, the quantisation level of the DWT coefficients was set at 16 bits. This was done to isolate the compressive effects to that of SPIHT's bit-ordering/discarding. This approach was dubbed "Standard SPIHT". In the second approach, the number of bits available to the quantizer was varied and the resulting coefficients encoded by SPIHT in lossless mode. In this approach, SPIHT was used as an entropy coder to gain maximum compressive gains from the lower bit-rates. This approach was taken to isolate the effects of varying the quantisation level in order to examine its specific effects. This approach was dubbed "QSPIHT".

2.3. Performance metrics

Two performance metrics were used for evaluating the performance of the compression algorithms.

- **Percentage Root-mean squared Distortion (PRD)** is a standard metric for measuring the distortion between 2 signals. It is defined as

\[
PRD = \left( \frac{\|x - \hat{x}\|}{\|x - \bar{x}\|} \right) \times 100
\]

where \( x \) is the original signal, \( \hat{x} \) is the reconstructed signal, \( \bar{x} \) is the mean of the signal and \( \| \cdot \| \) represents the Euclidean and \( l^2 \) norm.

Previous research has already investigated the effects of PRD on EEG signals and proposed limits to ensure no impact on diagnostically relevant information. Cárdenas-Barrera et al. proposes a PRD limit of 7% to ensure 99.5% of the signals energy is retained [28], Higgins et al. however, determined that a much higher PRD (30%) can be tolerated while still maintaining seizure information [40], [41]. This is further verified in [29] where an automated seizure detection algorithm is used to verify these PRD limits. These 7% and 30% PRD limits were chosen as the operating points in this research to provide a reference point for potential real-world applications such as clinical review and automated seizure detection.

- **Compression Ratio (CR)** is defined as the ratio of the size of the compressed signal in relation to that of the original signal,
and is given by the formula

$$\text{CR} = \frac{L \cdot r}{b}$$

(4)

where \(L\) is the length of the input signal in samples, \(r\) is the original quantisation (bit resolution) of each original sample and \(b\) is the number of bits representing the compressed signal.

In order to determine the CRs of the compression methods, the overall length of the compressed databases was used. The cumulative number of bits for each frame was recorded and the total number of bits for the whole database was compared to the size of the uncompressed data to give a true CR for each compression method.

Two further metrics were used to evaluate the validity of the compression results:

- **The Power Spectral Density (PSD)** is a method of analysing the contribution of each frequency to the overall signal power. It describes how the power of a time series is distributed with frequency. The PSD of the signals after compression was plotted against the PSD of the original signals to evaluate the impact of the lossy compression on the energy of the signal. For this research the Welch method of PSD estimation was applied to the signals being analysed [42]. A segment length of 64 with a 50% overlap using the Hamming windowing method and 64 length window was used.

- **Finally, the Cumulative Density Function (CDF)** is a measure of probability distribution of a random variable. Given a continuous random variable \(X\), the CDF is denoted as a function \(F(x)\), and is defined for a number \(x\) by

$$F(x) = P(X \leq x) = \int_{-\infty}^{x} f(s) ds$$

(5)

That is, for a given value \(x\), \(F(x)\) gives the probability that observed value of \(X\) will be less than or equal to \(x\). The CDF was used to examine the likelihood of a compressed frame having a PRD at or below a specific value when the given compression parameters are applied.

Unlike other bioelectric signals, such as ECG [43], no metric exists to evaluate fidelity loss in EEG signals in regards diagnostically relevant information. PRD was chosen for this research due to its widespread use to analyse quality degradation in lossy EEG compression [26,28,29]. In this research, PSD analysis is added to verify the results inferred by the PRD values.

### 3. Results

#### 3.1. Standard SPIHT compression

For this approach, the quantisation level was fixed at 16 bits. The signals were compressed with SPIHT at a range of lossy compression settings, ranging from CRs of 2 to 200, and then decompressed. The PRD of each frame was calculated and then decompressed, the PRD of each frame was calculated and then decompressed. The mean and standard deviation over the whole database was determined. Table 1 presents the results of this work. It can be seen that at the lowest compression level (CR=2), the PRDs are very small, suggesting an insignificant loss in fidelity between the original and reconstructed signal.

As previously stated, two PRD limits are proposed for use in this research. The 7% and 30% limits were used as lower and higher cut-off points for seizure detection applications [28,40,41]. These limits were therefore selected as operating points for comparative reasons. It can be seen from Table 1 that a CR setting of 5 (CR5) gives a PRD of 5.99%, which lies within the 7% cut-off limit. Looking at the 30% limit, it can be seen that a CR setting of 35 (CR35) gives a PRD of 29.26%.

The final column gives the standard deviation of the PRD results. At the proposed settings, the standard deviation is \(\pm 6.18\) and \(\pm 18.85\). This suggests that while the average PRD results fall within the limits, it is obvious that some frames can be well above the desired limits. Further analysis of these results is therefore required and is provided in Section 4.1 of this paper.

#### 3.2. QSPIHT compression

For this section, the database was compressed by quantising the data in the range of 1–15 bits, and compressed using SPIHT in lossless mode. Table 2 gives the CRs for the database after SPIHT compression has been applied. The PRD values were recorded for each frame and then averaged over the whole database at each quantisation level. Table 2 gives the average PRD and standard deviation at each bit-rate.

Looking at the results, it can be seen that while the PRD initially increases slowly, the rate of increase gets larger as the quantisation level approaches 1 bit. Taking the initial 7% PRD limit, it can be seen that at 7 bit quantisation (Q7) the PRD is 6.09%. For the 30% PRD limit, far lower quantisation levels can be tolerated. In this situation, 4 bit quantisation (Q4) is required to bring it below the 30% cut-off point, giving an average PRD of 23.66%.

Again the standard deviation is given in the last column of the table. For the suggested limits of 7% and 30% PRD is \(\pm 7.00\) and \(\pm 13.88\) respectively. Further analysis of the distribution of the results is therefore required and provided in Section 4.1 of this paper.

<table>
<thead>
<tr>
<th>Bit level</th>
<th>QSPIHT CR</th>
<th>Average PRD (%)</th>
<th>Standard deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>613.20</td>
<td>68.15</td>
<td>13.18</td>
</tr>
<tr>
<td>2</td>
<td>260.13</td>
<td>50.09</td>
<td>15.43</td>
</tr>
<tr>
<td>3</td>
<td>128.78</td>
<td>35.04</td>
<td>15.23</td>
</tr>
<tr>
<td>4</td>
<td>70.88</td>
<td>23.66</td>
<td>13.88</td>
</tr>
<tr>
<td>5</td>
<td>40.14</td>
<td>15.58</td>
<td>12.11</td>
</tr>
<tr>
<td>6</td>
<td>22.39</td>
<td>9.89</td>
<td>9.56</td>
</tr>
<tr>
<td>7</td>
<td>13.05</td>
<td>6.09</td>
<td>7.00</td>
</tr>
<tr>
<td>8</td>
<td>8.14</td>
<td>3.67</td>
<td>5.09</td>
</tr>
<tr>
<td>9</td>
<td>5.51</td>
<td>2.18</td>
<td>3.66</td>
</tr>
<tr>
<td>10</td>
<td>4.11</td>
<td>1.32</td>
<td>2.89</td>
</tr>
<tr>
<td>11</td>
<td>3.27</td>
<td>0.83</td>
<td>2.49</td>
</tr>
<tr>
<td>12</td>
<td>2.74</td>
<td>0.56</td>
<td>2.34</td>
</tr>
<tr>
<td>13</td>
<td>2.36</td>
<td>0.42</td>
<td>2.29</td>
</tr>
<tr>
<td>14</td>
<td>2.09</td>
<td>0.34</td>
<td>2.28</td>
</tr>
<tr>
<td>15</td>
<td>1.88</td>
<td>0.31</td>
<td>2.27</td>
</tr>
</tbody>
</table>
3.3. Comparison

In order to evaluate the performance of each approach, it is necessary to look at the PRD achieved by each at any given CR. Fig. 1 gives a plot of the CR vs. PRD for both methods. While the CRs for the standard SPIHT approach are known prior to compression, the exact CRs for the QSPIHT approach can only be determined after compression has taken place. Fig. 2 gives a magnified view of Fig. 1 from 0% to 10% PRD. Looking at Fig. 2 it can be seen that both approaches initially have very similar PRD and CR values. This is to be expected as at this point both approaches have little loss in signal fidelity, keeping CRs low. As the compression rate increases, the curves diverge. It is clear from the graph that QSPIHT out-performs Standard SPIHT compression in terms of PRD at a given CR. While the largest gains are at the higher CRs, these results fall outside the upper limits of loss imposed and are therefore irrelevant in the context of this research. Below the 30% limit, the QSPIHT approach still provides an advantage. At 30% PRD, the QSPIHT approach gives a CR of just over 100, while the Standard SPIHT approach gives a CR of approximately 40.

Within the 7% PRD limit, the advantage of the quantisation approach is still substantial. The 7 bit quantisation limit, found in the above section to fall below this cut-off point, gives a CR of 13.05. At 7% PRD, Standard SPIHT gives a CR of approximately 6.

4. Further evaluation of validity of results

4.1. Analysis

In order to analyse the distribution of the PRD results at the proposed compression settings, the Cumulative Density Function (CDF) for the resulting frames was calculated and plotted. Fig. 3 shows the CDF of the QSPIHT and Standard SPIHT approaches at Q7 and CR5 respectively for the 7% PRD limit. Looking at Fig. 3 it can be seen that the CDF of both approaches are very similar. Both rise rapidly until the probability goes above 0.9, where a shallower increase can be observed. This is to be expected as the (relatively) low compression settings maintain most of the signal fidelity. Examining the 7% PRD (x=7), it can be seen that the probability of a given frame having a PRD of 7% or less for both approaches is 0.8 or 80%.

Fig. 4 shows the CDF of both algorithms at the proposed 30% PRD settings (Q4 and CR35). Again both CDFs follow a similar distribution. Standard SPIHT starts higher than QSPIHT, implying a higher proportion of frames with PRDs below 10%. Above this however, QSPIHT rises faster than Standard SPIHT, implying the QSPIHT approach gives lower PRDs than Standard SPIHT in this range. At 30% PRD (x=30) there is a 0.8 or 80% chance for QSPIHT and approximately 0.75 or 75% chance for Standard SPIHT that a given frame will have a PRD equal to or lower than the cut-off.
Since PRD is a measure of the level of difference between two signals, and not by definition an objective evaluation of the impact of the loss of diagnostically relevant information in the signal, it should not be used as the sole metric to evaluate the performance of the algorithms. To do this, a visual inspection and PSD analysis was performed on a selection of reconstructed files whose PRDs were close to the above limits. Figs. 5 and 6 give the PSDs of original signal and those of the QSPIHT and Standard SPIHT approaches at the 30% and 7% cut-off PRDs, given in Plots (i–ii) in each figure. Fig. 5 is a randomly chosen EEG signals containing no seizure information, while Fig. 6 was chosen to contain periods of seizure data. The parameters found to give optimum results in the section above were used to select the signals for comparison. Specifically, these were CR35 and Q4 at 30% PRD and CR5 and Q7 at 7% PRD for Standard SPIHT and QSPIHT respectively. Performance was judged on how closely the PSD of the reconstructed signals visually matched that of the original signal, i.e. how well the energy is maintained in the signal after lossy compression.

Generally all 4 reconstructed signals maintain a PSD close to that of the original signal, particularly in the case of the low PRD signals. Fig. 5 shows the greatest amount of variation in the signals PSDs with all PSDs being very similar in Fig. 6. Plot (i) shows Standard SPIHT at CR35. The greatest variation in original and reconstructed signals PSDs can be seen here, with the reconstructed signals power being generally slightly lower than the original. Plot (i) also shows QSPIHT at Q4. Here the PSD is closer to that of the original signal, although some variation is still visible. Plot (ii) shows Standard SPIHT at CR5. Again an improvement can be seen in the reconstructed signals PSD but some loss in fidelity is still evident. Finally, Plot (ii) also displays QSPIHT at Q7. Here almost no variation in PSD between the original and reconstructed signals is visible, suggesting almost no loss in signal information during compression.

A visual inspection was also performed on the signals. Fig. 7 shows a sample of the database with (i) the original EEG signal, and the signal compressed with (ii) QSPIHT at Q4 and (iii) Standard SPIHT at CR5. This signal gives CRs of 10 and 5 and PRDs of 3 and 2 respectively. Visually, these three signals are nearly identical, suggesting very high retention of signal integrity.

4.2. Comparison with other work

A direct comparison with other EEG compression research is difficult due to the variety of EEG databases and performance evaluation metrics used. In comparison to other biomedical signal research, there is a relatively small amount of research being done in the area of EEG compression. In order to address some of these difficulties, a publicly available EEG database was selected for testing [19] and results were reported using the PRD metric given in (3) as it is not influenced by the signal mean. It is possible to make general comparisons when CR and PRD results are reported by comparing with those of Fig. 1. It should be noted that an alternative definition of PRD, employed by [24,28,30], does not remove the signal mean prior to calculation. This inclusion of the mean (DC bias) can create an artificially low PRD, whereby the mean of the signal is maintained, while important signal information is lost. Without adjusting for the signal mean in PRD calculations, the results can be up to 4 times better (lower PRD for a given CR) than if the definition employed in this paper is...
used [26]. In the case of [26,28], QSPIHT was applied to the same databases to aid comparison. Table 3 gives the results of QSPIHT run on these databases for bit-levels 4–9.

For transform based compression, Cárdenas-Barrera reported an average PRD of 9.54% and CR of 7.79; while at 7 bit quantisation the average CR is 5.68 with an average PRD of 6.02% in [28]. Table 3 gives the corresponding results for QSPIHT. The database used was the MIT-BIH Polysomnographic database. At Q7, a CR of 9.5 at a PRD of 6.93% is achieved. It is interesting to note the advantage of using SPIHT as an entropy encoder, increasing the CRs from 7.79 to 13.02% and 5.68 to 9.50% for 6 and 7 bit quantisation respectively.

Daou and Labeau present a 2-D SPIHT based EEG compression methodology in [30]. Improved compression performance in comparison to 1-D SPIHT and a number of other algorithms were reported for PRDs lower than 30%. The results found here suggest that the addition of a quantisation block, with an appropriate bit-level, prior to SPIHT encoding may provide improved compression results with minimal impact on fidelity.

An alternative approach to compression is presented in [26]. Bazán-Prieto et al. report achieving a CR of 5.97 at 4.61% PRD and 11.23 CR at 10.45% PRD for the CHB-MIT database. On the same database, QSPIHT gave a CR of 5.33 at 3.08% PRD and 13.42 CR at 10% PRD. This was achieved at Q7 and Q5 respectively. For the
MIT-BIH Polysomnographic database, a CR of 4.11 is reported at 3.79% PRD and 8.21 CR at 10.26% PRD. QSPIHT achieved a CR of 3.73 at a 2.54% PRD and 13.02 CR at 11.81% PRD. This was achieved at Q9 and Q6 respectively.

In [24], Sriraam reports CRs of approximately 5:1 with PRDs no higher than 5%, using a proprietary database. This result is similar to those of the Standard SPIHT approach used here, where CR and PRD have a close to linear relationship. QSPIHT may offer improvements on these results.

5. Summary and conclusions

This paper has examined two methods of EEG compression based on reducing data length by: (i) ordering the coefficients into hierarchical trees and then discarding those that fall below the threshold value and (ii) rounding coefficients to integer values using varying levels of quantisation and losslessly compressing them. This was done by applying the SPIHT algorithm at a variety of compression levels in the first approach and varying the quantisation level for the second. Two limits of signal loss were used to evaluate the compression algorithms performance against each other in relation to real-world applications. It was found that (ii) achieved higher CRs at a given PRD than (i). At a 7% PRD, (ii) achieved a CR of 13.05 while (i) achieved 6. At 30% PRD, (ii) achieved a CR of 100 compared to 40 with (i). The validity of these results was evaluated by comparing the information contained in the signals after they had been decompressed, with that of the original signal. It was found that the reconstructed signals maintain the energy spectrum of the original signal well, particularly at low PRDs. Furthermore, it was found that the PSD of data compressed using (ii) was closer to that of the original signals than (i). This suggests that (ii) achieves higher CRs than (i) while maintaining better data fidelity. Thus, it appears to be more beneficial to the integrity of the EEG data to use a compression method that represents all signal coefficients, even in a reduced form, rather than one that simply discards coefficients.

This work may be extended by applying the results found here to the design of an EEG compression algorithm that makes use of higher quantisation levels as the basis of compression. Combining higher quantisation levels with other methods of data compression may offer a means of further increasing CRs without undue impact on the EEG signals. While SPIHT is used here in lossless mode, the results may be improved by combining higher quantisation levels, with a measure of lossy compression. Alternatively, a coder other than SPIHT could be used post-quantisation if a requirement such as ultra-low power consumption is required. Furthermore, the quantisation method used here was a standard, uniform quantisation method. Implementing a more advanced quantisation method may yield higher CRs or improve signal integrity at a given CR.
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