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Abstract

A comprehensive theoretical analysis of potential-based and non-potential-based cohesive zone models (CZMs) under mixed-mode conditions is presented. Using the well-established Xu-Needleman (XN) CZM, it is demonstrated that unphysical repulsive normal tractions occur for potential-based CZMs under mixed-mode conditions when the mode II work of separation is greater than mode I work of separation. A modified form of the XN potential function (McGarry et al., 2012) is shown to significantly reduce the range of interface separations for which repulsive normal tractions occur. Normal-tangential coupling is then analysed for non-potential-based CZMs, demonstrating that correct penalisation of mixed-mode over-closure is not trivially achieved when a compression occurs at the interface. Two non-potential-based CZMs (McGarry et al., 2012) are shown to correctly penalise mixed-mode over-closure, in contrast to the non-potential CZM of van den Bosch et al. (2006). Finally, it is demonstrated that normal-tangential coupling must be based on the magnitude of interface separation in order to achieve fully mode-independent work of separation.

CZMs are then used to simulate mixed-mode interface behaviour in three applied studies relating to the field of cardiovascular biomechanics: (i) In the first applied study, the traction distribution along a stent-coating interface is investigated in order to develop an enhanced understanding of the mechanisms of stent-coating debonding. Specifically, the influence of material and geometrical parameters on stent-coating interface tractions is analysed and conditions leading to mode I, mode II and mixed-mode coating delamination are uncovered; (ii) In the second applied study, interlayer dissection in an inhomogeneous abdominal aortic aneurysm (AAA) wall is simulated. Three patient-specific AAA geometries are reconstructed. Dissection is found to be primarily mode II in nature, accompanied by interface compression. The location and extent of interlayer dissection is found to be highly dependent on AAA geometry. Most importantly, predicted dissection locations are found to differ from locations of peak von Mises stress in the AAA wall; (iii) In the third applied study, mixed-mode debonding and rebonding of an endothelial cell from a silicone substrate is simulated. Cytoskeletal remodelling is found to be highly influenced by the form of the CZM used to describe the cell-substrate interface. The XN potential function leads to the computation of physically unrealistic repulsive normal tractions which prevent cell rebonding to the substrate. In contrast, such unphysical behaviour is not predicted when the modified potential function of McGarry et al. (2012) is used, and predicted cytoskeletal remodelling is found to correlate closely with published experimental data.
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### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZM</td>
<td>Cohesive Zone Model</td>
</tr>
<tr>
<td>XN model</td>
<td>Xu and Needleman model</td>
</tr>
<tr>
<td>MP model</td>
<td>Modified Potential model</td>
</tr>
<tr>
<td>VB model</td>
<td>van den Bosch model</td>
</tr>
<tr>
<td>NP model</td>
<td>Non-Potential-Based model</td>
</tr>
<tr>
<td>SMC model</td>
<td>Separation Magnitude Coupling model</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>Stress at a crack tip</td>
</tr>
<tr>
<td>$a$</td>
<td>Major axis crack length</td>
</tr>
<tr>
<td>$b$</td>
<td>Minor axis crack length</td>
</tr>
<tr>
<td>$B$</td>
<td>Plate thickness</td>
</tr>
<tr>
<td>$k_t$</td>
<td>Stress concentration factor</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Radius of curvature of a crack</td>
</tr>
<tr>
<td>$x_0$</td>
<td>Distance between the nuclei of two adjoining atoms</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Stress intensity factor</td>
</tr>
<tr>
<td>$K_{ic}$</td>
<td>Critical stress intensity</td>
</tr>
<tr>
<td>$G$</td>
<td>Energy release rate</td>
</tr>
<tr>
<td>$G_c$</td>
<td>Critical energy release rate</td>
</tr>
<tr>
<td>$P$</td>
<td>Potential energy</td>
</tr>
<tr>
<td>$A$</td>
<td>Crack area</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$\sigma_f$</td>
<td>Failure stress</td>
</tr>
<tr>
<td>$a^c$</td>
<td>Critical crack length</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>Total energy</td>
</tr>
<tr>
<td>$W_s$</td>
<td>Work required to create new surfaces</td>
</tr>
<tr>
<td>$P_o$</td>
<td>Potential energy of an uncracked plate</td>
</tr>
<tr>
<td>$\gamma_s$</td>
<td>Material surface energy</td>
</tr>
<tr>
<td>$\gamma_p$</td>
<td>Plastic work per unit area</td>
</tr>
<tr>
<td>$\sigma_{y_s}$</td>
<td>Uniaxial yield strength of the material</td>
</tr>
<tr>
<td>$\gamma_L$</td>
<td>Plastic zone length</td>
</tr>
<tr>
<td>$u_y$</td>
<td>Displacement behind effective crack tip</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\varnothing$</td>
<td>Work of separation at the interface</td>
</tr>
<tr>
<td>$q$</td>
<td>$\varnothing_t / \varnothing_n$</td>
</tr>
<tr>
<td>$r$</td>
<td>Traction free normal separation following complete shear separation</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Interface separation vector</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Interface characteristic length</td>
</tr>
<tr>
<td>$T$</td>
<td>Interface traction</td>
</tr>
<tr>
<td>$\sigma_{\text{max}}$</td>
<td>Maximum normal traction without tangential separation</td>
</tr>
<tr>
<td>$\tau_{\text{max}}$</td>
<td>Maximum tangential traction without normal separation</td>
</tr>
<tr>
<td>$\Sigma_a$</td>
<td>Non-dimensional arch deformation</td>
</tr>
<tr>
<td>$\varepsilon_{\text{circumf}}$</td>
<td>Circumferential strain</td>
</tr>
<tr>
<td>AAA</td>
<td>Abdominal Aortic Aneurysm</td>
</tr>
<tr>
<td>ILT</td>
<td>Intraluminal thrombus</td>
</tr>
</tbody>
</table>
1 Introduction

1.1 Rationale and Objective

Cohesive zone models (CZMs) are constitutive laws containing a description of normal and tangential interface behaviour. Typically, interface tractions are defined in terms of interface separation. CZMs have been used to predict interface failure for a wide range of applications including crack propagation in porous materials, ductile materials and coating failure evaluation in diamond-coated tools (Nakamura and Wang, 2001; Li and Chandra, 2003; Hu et al., 2008). Following on from the pioneering work of Barenblatt (1959) and Dugdale (1960), numerous types of CZMs have been proposed in the literature including bilinear, trapezoidal, piece-wise linear and exponential forms of CZM. An exponential form of CZM is shown in Figure 1-1.

![Figure 1-1: Coupled exponential form of cohesive zone model. (a) Normalised normal traction ($T_n/\sigma_{max}$) as a function of normalised normal separation ($\Delta_n/\delta_n$). The magnitude of normal traction reduces following tangential (mode II) separation ($\Delta_t > 0$) (b) Normalised tangential traction ($T_t/\tau_{max}$) as a function of normalised tangential separation ($\Delta_t/\delta_t$). The magnitude of tangential traction reduces following normal (mode I) separation ($\Delta_n > 0$).](image)

CZMs can be coupled or uncoupled. In an uncoupled cohesive zone law, the normal traction is independent of the tangential component of the separation vector and vice versa. However, uncoupled CZMs are limited to specific cases where interface failure is constrained to occur in a single predefined direction - either mode I separation (pure normal separation with no tangential separation) or mode II separation. In the context of cardiovascular biomechanics, however, failure mechanisms are often complex as a result of complex loading distributions.
(e.g. coating debonding from a stent surface during deployment, arterial fracture) requiring the use of coupled mixed-mode CZM formulations, whereby all components of the interface traction vector depend on both the normal and tangential interface separation components. In a coupled CZM, a physically realistic coupling requires that normal interface separation reduces the resistance to tangential separation and vice versa, as shown in Figure 1-1.

CZMs can be broadly categorised into potential-based and non-potential-based formulations. In a potential-based model, interface tractions are derived from an interface potential function where the work performed during interface separation is path-independent. In the case of non-potential-based models, integration of the specified traction-separation relationships does not result in a unified potential function and the work performed during interface separation is path-dependent. Previous analyses have not fully uncovered a range of non-physical artefacts associated with potential-based formulations under conditions of mixed-mode separation and compression. In this work, a thorough assessment of the frequently adopted potential of Xu and Needleman (1993) is performed. Additionally, it is shown that physically realistic interface behaviour is not trivially achieved for non-potential-based formulations.

The main objectives of this thesis are: (i) to perform a thorough analysis of potential-based and non-potential-based cohesive zone formulations in mixed-mode interface over-closure (compression) and separation, and (ii) to predict mixed-mode failure in cardiovascular applications using cohesive zone modelling.

Following from the two main objectives listed above, the work presented in this thesis can broadly be divided into two main categories:

- **Analysis**: A theoretical (Chapter 3) and computational (Chapter 4) assessment of two existing CZMs and four novel CZMs, proposed by McGarry et al. (2012), under mixed-mode conditions is presented.

- **Application** of CZMs in order to predict mixed-mode interface behaviour for three cardiovascular applications, namely: a cardiovascular device
(coated stent); a cardiovascular tissue (aortic aneurysm); and a cardiovascular cell phenotype (endothelial cell).

An outline of the format of this thesis, ranging from theoretical analysis of mixed-mode cohesive zone behaviour to finite element implementation for cardiovascular biomechanics applications, is provided below in Figure 1-2.

Figure 1-2: Outline of the work performed in this thesis from initial theoretical analysis to the application of cohesive zone formulations to predict mixed-mode interface behaviour in cardiovascular applications.
1.2 Theoretical Analysis and Computational Assessment

In *Chapter 3* of this thesis, a thorough theoretical analysis of novel and existing potential-based and non-potential-based CZMs is presented. One of the main objectives of this section is to present a complete characterisation of unphysical interface behaviour associated with the frequently adopted potential of Xu and Needleman (XN) (Xu and Needleman, 1993) under mixed-mode separation conditions. Additionally, it is demonstrated that realistic interface behaviour is not trivially achieved in cases of mixed-mode interface compression (over-closure) for potential and non-potential-based formulations. It is demonstrated that a potential-based formulation, proposed by McGarry et al. (2012), provides a significant improvement on the XN formulation (Xu and Needleman, 1993) during mixed-mode interface behaviour. Additionally, two novel non-potential-based CZMs are presented which provide a more realistic description of interface compression than the recently proposed model of van den Bosch et al. (2006) (VB model). A final non-potential-based formulation based on separation magnitude is presented which provides mode-independent interface behaviour. Following on from this theoretical analysis, further analysis of the mixed-mode behaviour of each cohesive zone formulation using highly mode sensitive finite element case studies is carried out in *Chapter 4*.

In *Chapter 4* of this thesis, a finite element computational assessment of the mixed-mode behaviour of potential and non-potential-based CZMs in separation and over-closure is performed. The case study of a bi-layered arch is first considered. The bi-layered arch is an ideal test case to assess the influence of coupling parameters on computed interface tractions. Additionally, an analytical solution has been developed (Parry and McGarry, 2012) whereby the traction magnitude is constant along the arch interface, with a sinusoidal distribution of normal and shear tractions. Mode mixity is a function of position on the arch interface. If cohesive zone formulation coupling terms result in a bias towards mode I or mode II separation, the analytical solution will not be reproduced. Hence the bi-layered arch is used to identify the most suitable cohesive zone for the highly mode sensitive application presented in *Chapter 6* (stent coating
delamination), where it is critical that the cohesive zone does not introduce a bias towards mode I or mode II debonding.

The second section of Chapter 4 presents a finite element assessment of CZM performance under conditions of mixed-mode over-closure (tangential displacement accompanied by normal compression). It is crucial that CZMs can appropriately penalise mixed-mode interface compression, and as demonstrated in Chapter 3, this is not trivially satisfied for all formulations. Using the case study of a coating on the compressive region of a stent hinge, it is demonstrated that failure of a CZM to penalise mixed-mode over-closure leads to erroneous predictions of coating stress and hence a failure to correctly predict coating buckling. Having established robust cohesive zone formulations for interface separation and over-closure in Chapters 3 and 4, the focus of the remainder of the thesis is on the use of these CZMs for cardiovascular applications ranging from cardiovascular devices, tissue and cells. A brief summary of each application is provided next.

1.3 Cardiovascular Applications

1.3.1 Computational Investigation of Stent Coating Debonding

Drug-eluting stents (DES) have significantly reduced the rate of stent restenosis. However, late stent thrombosis has been reported in 1.7% of cases, often leading to patient mortality Iakovou et al. (2005). Numerous studies have suggested that coating debonding is a significant factor in the clinical complications associated with DES (Hoffmann et al., 2002; Kollum et al., 2005; Otsuka et al., 2007; Levy et al., 2009). The Food and Drug Administration does not provide guidelines on computational analysis and design techniques for coated stents (FDA, 2012). The main objective of Chapter 6 is to develop a broad understanding of the computed traction distributions along a stent-coating interface during stent deployment and an enhanced understanding of the mechanisms of stent coating debonding. Firstly, an elastic stent is considered to develop a fundamental understanding of interface traction behaviour. The influence of geometrical parameters (strut length, stent
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thickness and coating thickness) on stent-coating interface tractions is presented. Secondly, interface traction distributions are presented for an elastic-plastic stent, where complex interface traction distributions are computed.

1.3.2 Computational Investigation of Aneurysm Dissection

An abdominal aortic aneurysm (AAA) is a permanent dilation of the infrarenal aorta. A mortality rate of 90% is associated with the rupturing of a AAA with AAA rupture reported as the 13\textsuperscript{th} highest cause of death in the western world by Vorp and Geest (2005). However, the reliable evaluation of the susceptibility of a specific AAA to rupture does not currently exist. Shear dissection has been suggested as a possible mechanism of AAA rupture initiation. In Chapter 7, shear dissection between the individual wall layers of three patient-specific AAA geometries is predicted. The location and extent of interlayer dissection is found to be strongly influenced by the AAA geometry.

1.3.3 Computational Investigation of Endothelial Cell Delamination

The realignment of cells seeded onto flexible substrates under conditions of cyclic tension has been demonstrated in several in-vivo studies. The cellular morphology and the actin cytoskeleton have been shown to align in the direction of minimum strain (Wang et al., 1995; Wang et al., 2001). In Chapter 8, mixed-mode debonding and rebonding of an endothelial cell from a silicone substrate under cyclic loading conditions is simulated. An active contractility formulation is implemented to describe cell cytoskeletal remodelling. It is shown that unphysical behaviour is computed if the potential-based Xu-Needleman CZM is used to describe the cell-substrate interface, significantly influencing the extent of cytoskeletal remodelling. A modified potential-based formulation is shown to overcome the unphysical problems associated with the Xu-Needleman formulation.
1.4 Thesis Structure

- A description of fundamental fracture mechanics theory is presented in Chapter 2 where both linear elastic and elastic-plastic theories are discussed. A thorough review of CZMs proposed in the literature is also presented. Particular attention is directed towards two main categories of CZMs; potential-based and non-potential-based CZMs.

- A rigorous theoretical analysis of potential-based and non-potential-based mixed-mode CZMs is provided in Chapter 3. Specifically, the performance of each CZM is assessed in the context of mixed-mode interface separation and over-closure (compression). The influence of CZM coupling parameters on interface behaviour is investigated. This chapter provides a significant advance on previous theoretical analyses of CZMs, uncovering the importance of CZM coupling terms in mixed-mode separation and over-closure.

- In Chapter 4, a further assessment of the performance of each CZM during mixed-mode interface separation and mixed-mode interface compression is presented. In this chapter, a mode sensitive finite element case study is used to uncover any inherent bias towards mode I or mode II separation in CZMs. A second finite element case study is implemented to assess the ability of CZMs to correctly penalise mixed-mode over-closure.

- A thorough literature review of the evolution of cardiovascular stent design is provided in Chapter 5. Background information on stent and coating materials is provided with a particular focus on drug-eluting stents. The clinical implications of coating delamination are also discussed. This review chapter provides necessary background information and motivation for the extensive analysis of stent coating delamination in Chapter 6.

- In Chapter 6, the influence of stent material properties and geometry on the stress state at a stent-coating interface is investigated and predictions
of coating delamination are provided. Firstly, in order to gain an in-depth understanding of the mechanics of coating delamination, elastic coatings on elastic stent substrates are simulated. Following from this, the influence of stent plasticity on coating delamination is investigated. This chapter reveals, for the first time, the complex traction state at the stent-coating interface and demonstrates that several modes of delamination should be considered in the design of stent coatings.

- In Chapter 7, cohesive zone modelling is used to simulate interlayer dissection in an aneurysm wall. Three patient-specific geometries are analysed. Extensive mode II interlayer dissection is predicted and the importance of simulating a tri-layered inhomogeneous wall is highlighted. This chapter provides a significant advance on previous finite element approaches to aneurysm rupture prediction, which have been limited to the computation of von Mises stress distributions in homogeneous aneurysm walls without consideration of damage mechanisms.

- The final cardiovascular CZM application, presented in Chapter 8, entails the mixed-mode debonding of an endothelial cell from a silicone substrate during cyclic stretching. Unphysical interface tractions are computed when the Xu-Needleman CZM (Xu and Needleman, 1993) is used to simulate cell-substrate interface behaviour, whereas a modified potential model eliminates the prediction of non-physical behaviour, resulting in accurate predictions of cytoskeletal remodelling. This chapter highlights the importance of coupling terms in potential-based CZMs and, using the modified potential model, provides novel and accurate predictions of cytoskeletal remodelling due to cyclic substrate straining.

- A discussion of the main findings of this thesis is presented in Chapter 9 together with concluding remarks and future considerations arising from the work.
1.5 References


2. Background to Fracture Mechanics Theory and Cohesive Zone Modelling

2.1. Introduction

Since the modelling of interface fracture is a consistent theme throughout this thesis, a review of some of the fundamentals of fracture mechanics theory is discussed in Section 2.2 of this chapter. In Section 2.3 a thorough review of commonly implemented cohesive zone models is presented with particular attention directed towards potential-based and non-potential-based cohesive zone formulations. Additionally, a brief review of numerical methods used to describe crack propagation in finite element software is provided in Section 2.4. It should be noted that continuum mechanics theory relevant to this thesis is presented in Appendix A.

2.2. Fracture Mechanics Theory

2.2.1. Linear Elastic Fracture Mechanics

2.2.1.1. Material Flaws and the Stress Concentration Effect

A mathematical analysis of elliptical holes in flat plates was carried out by Inglis (1913) providing the first quantitative result linking material flaws and stress concentration effects. The model consists of a plate containing an elliptical hole with an applied stress perpendicular to the major axis of the ellipse as shown in Figure 2-1. It is assumed that the ellipse is not affected by the plate boundary. The stress at the tip of the major axis is determined to be;

\[ \sigma_A = \sigma \left(1 + \frac{2a}{b}\right) \]  

(2.1)
The stress concentration factor, \( k_t \), is defined as the ratio \( \sigma_A / \sigma \). Thus if the hole is circular (\( a = b \)), then \( k_t = 3 \). If the major axis length, \( a \), increases relative to \( b \), then the elliptical hole becomes more like a sharp crack. It is easier to represent the stress at point \( A \) by

\[
\sigma_A = \sigma \left( 1 + \frac{2}{\sqrt{\rho}} \right)
\]  \hspace{1cm} (2.2)

where \( \rho \) is defined as the radius of curvature given by;

\[
\rho = \frac{b^2}{a}
\]  \hspace{1cm} (2.3)

When \( a >> b \), then Equation (2.2) is given as;

\[
\sigma_A = 2\sigma \frac{a}{\sqrt{\rho}}
\]  \hspace{1cm} (2.4)

However, this equation predicts an infinite stress at the tip of an infinitely sharp crack (\( \rho = 0 \)). Therefore, theoretically, a material containing a sharp crack should fail upon the application of an infinitesimal load. This caused concern and motivated Griffith (Griffith, 1921) to develop fracture criterion based on energy as opposed to local material stress. Real materials are made of atoms and therefore the minimum radius a crack tip can have is on the order of an atomic radius. An estimate of the local stress concentration at the tip of an atomically sharp crack can be given as;

\[
\sigma_A = 2\sigma \frac{a}{\sqrt{x_0}}
\]  \hspace{1cm} (2.5)

where \( x_0 \) is defined as the distance between the nuclei of two adjoining atoms. The analysis of Inglis (1913) was based on a continuum assumption which does not hold at the atomic level.
An element subject to in-plane stresses is shown near the tip of a crack in an elastic material in Figure 2-2. The equations below show that each stress component is proportional to a single constant, $K_I$.

\[
\sigma_{xx}=\frac{K_I}{\sqrt{2\pi r}}\cos\left(\frac{\theta}{2}\right)\left[1-\sin\left(\frac{\theta}{2}\right)\sin\left(\frac{3\theta}{2}\right)\right] 
\]

(2.6)

\[
\sigma_{yy}=\frac{K_I}{\sqrt{2\pi r}}\cos\left(\frac{\theta}{2}\right)\left[1+\sin\left(\frac{\theta}{2}\right)\sin\left(\frac{3\theta}{2}\right)\right] 
\]

(2.7)

\[
\tau_{xy}=\frac{K_I}{\sqrt{2\pi r}}\cos\left(\frac{\theta}{2}\right)\sin\left(\frac{\theta}{2}\right)\cos\left(\frac{3\theta}{2}\right) 
\]

(2.8)

This constant, called the stress intensity factor, provides a complete description of the crack tip conditions in a linear elastic material. This theory is based upon the fact that fracture will occur at a critical stress intensity, $K_{Ic}$, if a material fails locally due to a critical combination of stress and strain. Thus, $K_{Ic}$ is a measure of fracture toughness or material resistance.

For a plate such as that shown in Figure 2-3, the stress intensity factor is defined as;

\[
K_I = \sigma\sqrt{\pi a} 
\]

(2.9)

Crack failure occurs when $K_I = K_{Ic}$. $K_{Ic}$ is assumed to be a size-independent material property. The relationship between material resistance, $K_I$ and energy release rate, $G$, can be given as;

\[
G = \frac{K_I^2}{E} 
\]

(2.10)

### 2.2.1.2. The Griffith Energy Balance

In this approach, fracture occurs when the energy available for crack growth is sufficient to overcome the resistance of the material. The energy criterion for fracture was first proposed by Griffith (1921). However, the idea of the energy release rate was first proposed by Irwin and Kies (1952). The proposed equations of Irwin (1957) were closely related to the equations of Griffith but provided a more convenient solution for many engineering problems. The energy release rate,
\( G \), is defined as the rate of change in potential energy, \( P \), with crack area, \( \mathcal{A} \), for a linear elastic material. When the energy release rate is equal to the critical energy release rate \( (G = G_c) \), fracture initiates. Considering a crack length of \( 2a \) in an infinite plate subjected to tensile stress as shown in Figure 2-3, the energy release rate is defined as:

\[
G = -\frac{dP}{d\mathcal{A}} \tag{2.11}
\]

or

\[
G = \frac{\pi \sigma^2 a}{E} \tag{2.12}
\]

where \( E \) is the material Young’s modulus, \( \sigma \) is the applied stress, and \( a \) is half of the crack length. It follows that the critical energy release rate is given as;

\[
G_c = \frac{\pi \sigma_f^2 a_c}{E} \tag{2.13}
\]

where \( \sigma_f \) and \( a_c \) are the failure stress and the critical crack length respectively.

The fracture toughness, \( G_c \), is assumed to be independent of the geometry of the cracked body as long as the material is reasonably homogenous and that the material behaviour is linear elastic. A number of factors can lead to nucleation of fracture. For instance, microscopic surface roughness at the tip of the flaw or a sharp microcrack near the tip of the flaw could produce adequate local stress concentrations to promote failure. The analysis of Griffith involved the influence of overall global energy balance on crack growth. That is, sufficient potential energy is required in the material to overcome the surface energy of the material. The following equations describe the Griffith energy balance for a small increase in crack area, \( d\mathcal{A} \), under equilibrium conditions;

\[
\frac{d\mathcal{E}}{d\mathcal{A}} = \frac{dP}{d\mathcal{A}} + \frac{dW_s}{d\mathcal{A}} = 0 \tag{2.14}
\]

\[
-\frac{dP}{d\mathcal{A}} = \frac{dW_s}{d\mathcal{A}} \tag{2.15}
\]

where \( \mathcal{E} \) is the total energy, \( P \) is the potential energy consisting of external forces and internal strain energy and \( W_s \) is work required to create new surfaces.
Following on from the work of Inglis (1913), it was shown that:

\[ P = P_0 - \frac{\pi \sigma^2 a^2 B}{E} \]  

(2.16)

where \( B \) is plate thickness and \( P_0 \) is defined as the potential energy of an uncracked plate. The work required to create new surfaces is given as:

\[ W_S = 4aB\gamma_S \]  

(2.17)

where \( \gamma_S \) is the material surface energy.

The failure stress is then given as:

\[ \sigma_f = \left( \frac{2E\gamma_S}{\pi a} \right)^{1/2} \]  

(2.18)

The above equation is only suitable for brittle materials. In order to investigate the fracture stress of materials capable of plastic flow, such as metals, the Griffith equations were modified by Irwin (1948) and Orowan (1949). The revised equation for fracture stress is given as:

\[ \sigma_f = \left( \frac{2E(\gamma_S + \gamma_P)}{\pi a} \right)^{1/2} \]  

(2.19)

where \( \gamma_P \) is the plastic work per unit area of the created surface and is typically much larger than \( \gamma_S \).

2.2.1.3. Accounting for Crack Tip Plasticity-Extending the Validity of LEFM Theory

Infinite stresses are predicted at the crack tip for linear elastic stress analysis of sharp cracks. However, stresses at the crack tip are finite in real materials as the crack tip radius must be finite (Anderson, 1995). Crazing effects in polymers and plasticity in metals leads to further relaxation of stress concentrations at the crack tip. As the inelastic region at the crack tip increases, linear elastic predictions become more inaccurate. Therefore, nonlinear material behaviour at the crack tip must be accounted for in crack problems involving plasticity. The Irwin approach
and the strip yield model can be used to extend the validity of linear elastic fracture mechanics theory to estimate the size of the crack tip yielding zone.

### 2.2.1.3.1. The Irwin Approach

The elastic-plastic boundary is estimated by using an elastic stress analysis in the Irwin approach. The normal stress, $\sigma_{yy}$, on the crack plane ($\theta = 0$) in a linear elastic material is defined by:

$$\sigma_{yy} = \frac{K_I}{\sqrt{2\pi r}} \quad (2.20)$$

where $K_I$ is the stress intensity factor. The boundary between the elastic and plastic regions can be estimated when stresses in the above equation reach a yield criterion. In the case of a plane stress problem, material yielding occurs when $\sigma_{yy} = \sigma_{YS}$, where $\sigma_{YS}$ is the uniaxial yield strength of the material. The first order estimate of the plastic zone region can be estimated by:

$$r_y = \frac{1}{2\pi} \left( \frac{K_I}{\sigma_{YS}} \right)^2 \quad (2.21)$$

Considering Figure 2-4, the stress distribution at $r \leq r_y$ can be represented by a horizontal line located at $\sigma_{yy} = \sigma_{YS}$ if strain hardening is neglected. However, the above equation is based on an elastic crack tip solution. With yielding, stresses at the crack tip must redistribute in such a way as to maintain equilibrium. The hatched area represents stresses that would be present in an elastic material but cannot be reached in an elastic-plastic material as they exceed $\sigma_{YS}$. A second order estimate of plastic zone size, $r_p$, is described by:

$$\sigma_{YS}r_p = \int_0^{r_y} \sigma_{yy} dr = \int_0^{r_y} \frac{K_I}{\sqrt{2\pi r}} dr \quad (2.22)$$

Integrating and solving for $r_p$ then gives:

$$r_p = \frac{1}{\pi} \left( \frac{K_I}{\sigma_{YS}} \right)^2 \quad (2.23)$$

Comparing this with Equation (2.21), it is clear that the second order estimate is twice the size of that based on the elastic crack tip solution.
2.2.1.3.2. The Strip Yield Model

The strip yield model was proposed by Dugdale (1960) and Barenblatt (1962). This analysis consisted of a long crack at the crack tip in a nonhardening material in plane stress where a through crack in an infinite plate was assumed (Figure 2-5). The model consists of a crack length of $2a + 2y$ where $y_L$ is the plastic zone length. A closure stress equal to $\sigma_{YS}$ is applied at each crack tip as shown in Figure 2-5(b). Two elastic solutions (a through crack under remote tension and through crack with closure stresses at the tip) are superimposed to approximate elastic-plastic behaviour. Unlike the Irwin approach where a stress singularity is computed at the crack tip, the stresses in the strip yield zone are finite for this model. A normal force, $F$, is applied to the crack at a distance $x$ from the centre axis of the crack as shown in Figure 2-5(b) in order to estimate the stress intensity due to the closure stress. The stress intensities for the two crack tips are then given as:

$$K_{I(+a)} = \frac{F}{\sqrt{\pi a}} \sqrt{\frac{a + x}{a - x}}$$

(2.24)

and

$$K_{I(-a)} = \frac{F}{\sqrt{\pi a}} \sqrt{\frac{a - x}{a + x}}$$

(2.25)

if the plate is assumed to be of unit thickness. The closure force at a point within the strip yield zone is equal to:

$$F = -\sigma_{YS}dx$$

(2.26)

By replacing $a$ with $a + y_L$ and summing the contribution from both crack tips, the total stress intensity at each crack tip as a result of the closure stresses is obtained;
\[ K_{\text{closure}} = - \frac{\sigma_{YS}}{\sqrt{\pi(a + \gamma_L)}} \int_a^{a+\gamma} \left\{ \frac{a + \gamma_L + x}{a + \gamma_L - x} + \frac{a + \gamma_L - x}{\sqrt{a + \gamma_L + x}} \right\} dx \]

\[ = -2\sigma_{YS} \left( \frac{a + \gamma_L}{\pi} \right) \int_a^{a+\gamma} \frac{dx}{\sqrt{(a + \gamma_L)^2 - x^2}} \]

and solving this integral gives;

\[ K_{\text{closure}} = -2\sigma_{YS} \left( \frac{a + \gamma_L}{\pi} \right) \cos^{-1} \left( \frac{a}{a + \gamma_L} \right) \]  \hspace{1cm} (2.28)

Noting that the stress intensity from the remote tensile stress \( K_\sigma = \sigma \sqrt{\pi(a + \gamma_L)} \) must balance with \( K_{\text{closure}} \), and solving for the plastic zone size, \( \gamma_L \), gives;

\[ \gamma = \frac{\pi}{8} \left( \frac{K_I}{\sigma_{YS}} \right)^2 \]  \hspace{1cm} (2.29)

which is very similar to the Irwin approximation for plastic zone size (Equation (2.23)).

2.2.1.4. Limits to LEFM Validity

Linear elastic fracture mechanics is valid as long as nonlinear material deformation is confined to a small region surrounding the crack tip. Plasticity corrections such as the strip yield and Irwin models are rough estimations of elastic-plastic behaviour and can extend the validity of LEFM. However, when nonlinear behaviour becomes significant, the idea of stress intensity should be discarded and instead crack tip parameters which account for material behaviour such as crack tip opening displacement (CTOD) and the \( J \) integral should be adopted. Critical values of CTOD and \( J \) give almost size-independent measures of material fracture toughness even for cases where there is significant crack tip plasticity.
2.2.2. **Elastic-Plastic Fracture Mechanics**

2.2.2.1. **Crack Tip Opening Displacement**

When attempting to measure the critical stress intensity in a number of steels, it was discovered that the materials were too tough to be characterised by LEFM methods (Wells, 1961). It was realised that a new set of fracture mechanics principles were required to characterise this new class of metals. Wells noticed that even prior to fracture, the crack faces in these tough materials had moved apart due to the fact that plastic deformation had blunted the initially sharp crack (Figure 2-6 (a)). He demonstrated that the extent of crack blunting was proportional to the material toughness. This led to the establishment of the crack tip opening displacement (CTOD) as a useful fracture criterion. In the limit of small scale yielding, Wells related the stress intensity factor, \( K_I \), and CTOD. Irwin demonstrated that plasticity at the crack tip makes the crack behave as if it is longer (Irwin, 1960). Considering a crack with a small plastic zone (Figure 2-6 (b)), it was realised that CTOD \( \delta \) could be estimated by computing the displacement at the crack tip assuming an effective crack length of \( a + r_y \) (Figure 2-6 (b)). The displacement behind the effective crack tip is defined as:

\[
    u_y = \frac{\kappa + 1}{2\mu} K_I \sqrt{\frac{r_y}{2\pi}}
\]

where \( \mu \) is the shear modulus and \( \kappa = 3 - 4\nu \) in plane strain and \( \kappa = \frac{(3 - \nu)}{(1 + \nu)} \) in plane stress. As shown in Equation (2.21), the Irwin correction for plasticity in plane stress is:

\[
    r_y = \frac{1}{2\pi} \left( \frac{K_I}{\sigma_{YS}} \right)^2
\]

And following substitution of Equation (2.31) into Equation (2.30), the crack tip opening displacement, \( \delta \) is defined as:

\[
    \delta = 2u_y = \frac{4}{\pi} \frac{K_I^2}{\sigma_{YS} E}
\]

The crack tip opening displacement is related to the energy release rate, \( G \), by:
Therefore, in the limit of small scale yielding, CTOD is related to $G$ and $K_I$ by Equation (2.32) and Equation (2.33).

### 2.2.2.2. The $J$-integral

The $J$-integral is a measure of the intensity of deformation at a notch or crack tip and involves the energy release required for crack growth. It can be used for both linear and nonlinear material response. Rice (1967) idealised elastic-plastic deformation as nonlinear elastic and thus provided a foundation for extending fracture mechanics theory well beyond the limits of LEFM. He demonstrated that the nonlinear energy release rate (change of potential energy with crack area), $J$, could be written as a path-independent line integral. $J$ was also shown to characterise the stresses and strains at the crack tip in a nonlinear material by Hutchinson (1968) and Rice and Rosengren (1968). Uniaxial stress-strain behaviour for elastic-plastic and nonlinear elastic materials is shown in Figure 2-7. The loading curve is identical for both material types but the unloading curves differ. The nonlinear material unloads along the same loading path whereas the elastic-plastic material unloads along a path with the same slope as the initial Young’s modulus. For a linear material response, the $J$-integral can be related to stress intensity factors. Abaqus/Standard (Abaqus, 2009) provides methods for the numerical evaluation of the $J$-integral such as the domain integral method and virtual crack extension method (Parks, 1977; Shih et al., 1986). For nonlinear elastic materials, $G$ is replaced by $J$ to give:

$$J = -\frac{dP}{d\mathcal{A}}$$  \hspace{1cm} (2.34)

where $P$ is potential energy and $\mathcal{A}$ is crack area. The potential energy is defined as:

$$P = S - F_{ext}$$  \hspace{1cm} (2.35)

where $S$ is strain energy stored in the body and $F_{ext}$ is the work done by external forces.
2.2.2.3. Evaluation of $J$-integral in Two Dimensions

The $J$-integral is defined in two dimensions as:

$$J = \lim_{\Gamma \to 0} \int_{\Gamma} n \cdot H \cdot \mathbf{z} \, d\Gamma$$  \hspace{1cm} (2.36)

where $\Gamma$ denotes a contour starting on the bottom crack surface and finishing on the top surface (Figure 2-8). The limit $\Gamma \to 0$ indicates that the integral shrinks onto the crack tip. $n$ is the outward normal to $\Gamma$, $\mathbf{z}$ is a unit vector in the virtual crack extension direction. $H$ is defined by:

$$H = W I - \sigma \cdot \frac{\partial u}{\partial x}$$  \hspace{1cm} (2.37)

For elastic material, $W$ is defined as the elastic strain energy whereas for elastic-plastic or elastic-viscoplastic material behaviour, $W$ is defined as the elastic strain energy density plus the plastic dissipation. From the work of Shih et al. (1986), Equation (2.36) can be rewritten as:

$$J = - \oint_{C + C_+ + \Gamma + C_-} m \cdot H \cdot \mathbf{z} \, d\Gamma - \int_{C_+ + C_-} t \cdot \frac{\partial u}{\partial x} \cdot \mathbf{z} \, d\Gamma$$  \hspace{1cm} (2.38)

where $\mathbf{z}$ is an adequately smooth weighting function within the region enclosed by the closed contour $C + C_+ + \Gamma + C_-$. It has the value $\mathbf{z} = \mathbf{z}$ on $\Gamma$ and $\mathbf{z} = 0$ on $C$. $m$ is the outward normal to the domain enclosed by the closed contour with $m = -n$ on $\Gamma$ and $t = m \cdot \sigma$ being the surface traction on crack surfaces $C_+$ and $C_-$. The closed contour integral can be converted into the domain integral by using the divergence theorem:

$$J = - \int_A \left( \frac{\partial}{\partial x} \right) \cdot (H \cdot \mathbf{z}) \, d\Gamma - \int_{C_+ + C_-} t \cdot \frac{\partial u}{\partial x} \cdot \mathbf{z} \, d\Gamma$$  \hspace{1cm} (2.39)

where $A$ is the domain enclosed by the closed contour $C + C_+ + \Gamma + C_-$ and includes the crack tip region as $\Gamma \to 0$. 
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2.2.2.4. Evaluation of J-integral in Three Dimensions

The J-integral can be extended to three dimensions when a crack with a tangentially continuous front is considered (Figure 2-9). Again, the local direction of virtual crack extension is given by z which is perpendicular to the crack front and lies in the crack plane. The J-integral defined in the plane perpendicular to the crack front is defined as;

\[
J = \lim_{\Gamma \to 0} \int_{\Gamma} \mathbf{n} \cdot \mathbf{H} \cdot \mathbf{z} \, d\Gamma
\]  

(2.40)

The definition of J in Equation (2.34) was supported by the experimental work of Begley and Landes (1972) and Landes and Begley (1972). J was measured experimentally by introducing cracks of various lengths in geometrically similar test specimens made of the same material and subjecting the specimens to an applied load. Load-displacement graphs were plotted for each test specimen and the area under each curve was defined as U, the energy absorbed by the specimen. For a specimen of thickness B to which an edge crack is applied, the J-integral is defined as;

\[
J = -\frac{1}{B} \left( \frac{\partial U}{\partial a} \right)_\Delta
\]  

(2.41)

By plotting U against crack length at various fixed displacements, J is computed by evaluating the slope to the tangent of each test curve (Figure 2-10).

2.3. Cohesive Zone Modelling

2.3.1. Introduction

Cohesive zone models are used to describe the delamination or crack propagation mechanism which occurs at the interface between two surfaces (Barenblatt, 1959; Dugdale, 1960; Camacho and Ortiz, 1996; Abdul-Baqi and Van der Giessen, 2001; Ural et al., 2009; Yan and Shang, 2009). Cohesive zones describe all failure modes at a discontinuity in an interface, which leads to the development of a cohesive zone law, specifying the relationship between the interface tractions and
displacements. A plethora of cohesive zone models have been proposed in the literature. The traction-separation relationships of commonly adopted cohesive zone models are illustrated in Table 2-1.

The concept of the cohesive zone model was first proposed by Barenblatt (1959) for modelling fracture in perfectly brittle materials as a possible alternative to the fracture mechanics concept. The notion of the cohesive zone model was subsequently developed by Dugdale (1960) to model the yielding of thin elastic-plastic sheets containing slits. The ability to predict coating delamination and crack propagation is of vital importance in many types of industries. Cohesive zone models have been used to model crack propagation in porous materials (Nakamura and Wang, 2001), ductile materials (Li and Chandra, 2003) and to model coating failure in diamond-coated tools (Hu et al., 2008). The cohesive zone model concept (referred to as the fictitious crack model) was used by Hillerborg et al. (1976) to assess crack formation and growth in concrete. The integrity of welded joints is greatly influenced by yield stress mismatch between the weld metal and the base material (Schwalbe et al., 1994; Schwalbe and Kocak, 1997). Therefore, Lin et al. (1999) implemented a cohesive zone to assess the effect of strength mismatch in welded joints. Among other findings, it was reported that there was no effect of strength mismatch for larger weld thicknesses. Metals such as steel and aluminium are coated with polymers in order to improve final surface finish (Graziano, 2000). As a result, cohesive zone formulations have been implemented to model the delamination process at a steel-polymer interface (Graziano, 2000; Van den Bosch et al., 2007). The process of crazing in polymers has also been investigated through the use of the cohesive zone method. In the work of Tijssens et al. (2000), different mechanisms leading to polymer crazing were evaluated based on micromechanical considerations using a cohesive zone. Thermal barrier coatings are used to protect metallic components from extremely high temperatures in power generation turbines and aircraft industries (Wei and Hutchinson, 2008). These thermal barrier coatings can consist of multiple layers. In the work of Wei and Hutchinson (2008), a potential-based cohesive zone model was used to describe the fracture process at a Ni/Al₂O₃ interface.
Cohesive zone models have also been implemented to model plaque rupture (Gasser and Holzapfel, 2007; Ferrara and Pandolfi, 2008) and the dissection process in healthy arteries (Gasser and Holzapfel, 2007). The interface debonding process in adhesively bonded pipe joints was assessed by means of the cohesive zone method by Ouyang and Li (2009), to predict the torsional load capacity in these structures. The rate-dependent failure behaviour of thin structural adhesives subjected to mode I loading was assessed by Marzi et al. (2009), using a bi-linear cohesive zone model. Important information regarding energy emission during crack initiation was evaluated. In a recent computational study, the cohesive zone method was used to predict polymer coating delamination from the surface of commercially available cardiovascular stent designs (Hopkins et al., 2010). A design curve for the conditions leading to Mode I coating delamination from the tensile surface of a stent was determined. Computed patterns of coating delamination showed very strong correlation with published experimental images. The cohesive zone concept has recently been used to describe the debonding process at carbon nanotube composite interfaces (Zhu and Luo, 2011).

Experimental determination of a suitable cohesive model can be challenging. Experimental methods to assess the suitability of cohesive zone employed for large failure process zones were presented by Sørensen and Jacobsen (2003). Two commonly used experimental techniques were discussed; the direct tension test, assuming uniform damage evolution across a test specimen and the $J$-integral approach (Li and Ward, 1989). In the direct tension test, an extensometer measures the relative displacement of two points across the failure plane of a specimen subjected to uniaxial tension. This test provides information as to the shape of the cohesive zone up to peak traction. The evolution of damage across the width of the specimen must be uniform however, which is difficult to achieve experimentally. The cohesive zone can also be derived from the $J$-integral approach and end opening of the cohesive zone (Rice, 1967). Sørensen and Jacobsen (2003) determined the $J$-integral by subjecting a double cantilever beam (DCB) to bending moments. The $J$-integral is used to characterise the failure zone assuming bulk elastic behaviour, small displacements and small strains. It is
evaluated in the region enclosing the process zone and crack tip. Differentiating the measured fracture resistance encountered during crack growth with respect to the crack opening displacement determines the $J$-integral. It is possible to estimate the shape of the cohesive zone from the shape of the fracture resistance-opening displacement relationship. In the research of Fuchs and Major (2011), a novel test rig was fabricated to determine the cohesive zone model shape and parameters required for analysing the fracture process in glass fibre reinforced epoxy resin composites. A digital image correlation system coupled with a high speed camera was used to measure small crack opening displacements allowing for accurate determination of cohesive zone characteristic distance. The cohesive zone was utilised for the numerical simulation of crack growth in homogeneous and inhomogeneous polyethylene samples by Janko et al. (2012). Material inhomogeneity is known to have a significant influence on crack initiation and evolution. The choice of cohesive zone and material parameters was determined from experimental data. Simulations revealed that the specific arrangement of polyethylene grades in bimaterial specimens had a significant influence on the resulting crack growth. These findings are very relevant due to the increasing use of multilayered polyethylene pipes in industry (Hutar et al., 2010).

Cohesive zone models can be coupled or uncoupled. In an uncoupled cohesive zone law, the normal traction is independent of the tangential opening displacement and the tangential traction is independent of the normal opening displacement (van den Bosch et al., 2006). In a coupled cohesive zone law, both tractions depend on both the normal and tangential opening displacements. Uncoupled cohesive zone models are of limited use unless interface separation is constrained to occur in a single predefined direction (e.g. either mode I or mode II separation). Typically, however, cohesive zone models are applied to engineering problems where the mode of interface separation is not predefined, requiring the use of mixed-mode formulations, whereby all components of the traction vector depend on both the normal and tangential interface separations, in order to provide a physically realistic response. For example if an interface undergoes a
complete separation in the tangential direction, the resistance to a subsequent normal separation should be significantly reduced or eliminated.

### 2.3.2. Potential-Based and Non-Potential-Based Cohesive Zone Models

Two main categories of cohesive zone models have been proposed in the literature; potential-based models (path-independent) and non-potential-based models (path-dependent) where tractions are not derived from an interface potential. A review of both types of models is presented in this section.

#### 2.3.2.1. Potential-Based Cohesive Zone Models

A potential-based function involves defining physical field quantities as a function of position at a continuum or atomistic level (Park et al., 2009). An interface potential characterises the overall fracture behaviour and represents the work done when two opposing surfaces at an interface undergo a relative separation $\Delta$ (Xu and Needleman, 1993). The first derivative of the potential provides the cohesive tractions at the fracture surfaces and the second derivative provides the interface stiffness. Potential-based functions have been used for many mixed-mode fracture applications (Needleman, 1987; Needleman, 1990; Beltz and Rice, 1991; Xu and Needleman, 1993). The toughness and ductility of plastically deforming solids is limited by the nucleation of voids from inclusions and second phase particles. A polynomial-based potential function which first provided a phenomenological description of normal separation was proposed by Needleman (1987). This formulation was used to describe the process of void nucleation by inclusion debonding in an isotropically hardening elastic-viscoplastic matrix from initial debonding through to complete decohesion. The cohesive zone law was embedded in a continuum elastic-plastic description of solids joined at the interface. Computed decohesion occurred either in a ductile or in a brittle manner depending on the ratio of the inclusion radius to the characteristic length. In order to account for larger shear displacements, an exponential-based potential was proposed by Needleman (1990) to analyse the decohesion of a viscoplastic block from a rigid substrate. This exponential form of cohesive law originated from the universal relationship between binding energies and atomic separation of bimetallic interfaces (Rose et al., 1981; Rose et al., 1983). Decohesion initiated in
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a predominantly tensile or shear type separation based on the ratio of the maximum traction to the interface strength. The influence of size scale, interfacial properties and loading rate on defect-dominated decohesion were presented. In a related manuscript, a potential function was implemented to analyse the specific mode of decohesion between a viscoplastic block and rigid substrate (Needleman, 1990b). An exponential function was defined for the normal traction response while a periodic function was utilised to characterise tangential traction. Decohesion was significantly influenced by the ratio of the block size to characteristic length. It was reported that the mode of decohesion changed from a uniform type of separation along the interface to a crack-like propagation as the ratio of block size to characteristic length increased. This potential-based formulation was again implemented for the micromechanical modelling of interface decohesion by Needleman (1992).

Following on from the work of Needleman (1987), a cohesive law was implemented by Tvergaard 1990 to analyse fibre debonding in a whisker-reinforced metal-matrix composite. Failure was predicted to initiate by a process of void formation near the sharp edges at the fibre ends. A periodic exponential-based potential model was developed by Beltz and Rice (1991) to assess the competition between dislocation emission and cleavage decohesion at a crack tip in a crystal. Periodic shear dependence described the transfer of attraction from one atom to another during shearing (dislocation) of atomic planes. In contrast to previous models used to describe nucleation, which were based on elasticity theory for complete dislocations (Mason, 1979; Rice and Thomson, 1974), a Peierls-type stress versus displacement relationship was implemented to describe dislocation nucleation on a slip plane ahead of the crack tip. Mixed-mode loading conditions were considered. It was determined that the tension across the slip plane slightly reduced the critical load for dislocation emission. The influence of loading angle on ductile or brittle decohesion was discussed. Actual crystal slip plane orientation was reported to influence whether the crack emanated from dislocation emission or cleavage decohesion. This result was corroborated by experimental work involving symmetric bicrystals of copper (Wang and
A one-dimensional potential-based model was proposed by Tvergaard and Hutchinson (1993), where the effective displacement was used to account for mode-mixity. This potential was used to assess the influence of plasticity and mixed-mode loading on interface toughness between an elastic-plastic solid and a solid which did not yield plastically. Crack growth resistance was predicted for a range of non-dimensional material parameters and mixed-mode loading conditions. Predicted crack growth patterns were not particularly sensitive to cohesive law parameter changes such as the normal and tangential critical characteristic distances ($\delta_n^C$, $\delta_t^C$). Plasticity was found to enhance interface toughness for all modes of loading but especially for predominantly mode II loading due to plastic deformation outside the fracture process zone.

A potential-based model was implemented by Xu and Needleman (1993), for the micromechanical investigation of void nucleation in a crystal matrix. Constitutive properties were specified independently for the interface, the void-nucleating particles and the matrix. Comparison was made between a continuum crystalline plasticity constitutive model and a constitutive model based on flow theory of plasticity for the matrix. Decohesion was inhibited with the implementation of the crystalline model due to localised strains computed in the matrix and localised shear at the matrix-particle interface. The influence of the type of interface shear behaviour on decohesion was investigated with periodic shear displacement together with a shear response which allowed for complete shear decohesion used. The interface shear displacement definition did not have a significant influence on the course of decohesion in cases where the shear strength was either very high or very low relative to the normal interface strength. However, in intermediate cases, where the normal and shear strengths were similar, the shear traction characterisation was found to have a significant influence on decohesion behaviour. Complete decohesion was computed for the periodic potential depending on the specific parameter sets chosen. The interface strength and imposed stress state dictated whether or not decohesion preceded localisation. Localisation was found to reduce normal separation across the interface, inhibiting decohesion. It was reported however that localisation can itself lead to
decohesion due to large material localised strains or due to local shedding behaviour to nearby particles. Regarding the choice of constitutive model, little difference in void nucleation patterns was computed between models for a weak and compliant interface. This potential-based formulation was also utilised to simulate crack growth in brittle solids (Xu and Needleman, 1994). The cohesive law was capable of capturing crack patterns and crack progression velocities reported experimentally (Washabaugh and Knauss, 1994). The effect of high impact velocity on crack growth was investigated. A zigzag pattern of crack growth was computed prior to crack branching for a range of cohesive surface orientations.

In the research of Rahul-Kumar et al. (1999), a modified form of the Xu and Needleman potential (Xu and Needleman, 1994) and an inverse power law potential model for intermolecular attraction were used together with cohesive elements to describe polymer interfacial behaviour. Three tests were carried out to assess the accuracy of the models. The first simulation involved a t-peel test to determine the adhesion strength between two elastomers. The second test involved the simulation of a compressive shear test to analyse the adhesion between a viscoelastic elastomer and a rigid substrate. The model was capable of describing transition from stable to unstable fracture. The third simulation involved interface failure in a multilayer elasto-plastic polymer system. The modelling framework employed demonstrated the ability to predict crack nucleation and propagation in systems with complex microstructures and multiple layers. The exponential cohesive law of Xu and Needleman (1993) (XN) was implemented by Abdul-Baqi and Van der Giessen (2001), in order to study indentation-induced delamination of a strong film from a ductile substrate. The indentation technique has been adopted as a tool to characterise the properties of thin films and coatings. Delamination was found to be driven by the shear stress at the interface associated with plastic deformation in the substrate. However, interfacial normal stresses were found to have a significant influence on delamination, due to the coupling of the normal and tangential responses inherent in the XN law. The XN law was again adopted by Abdul-Baqi and Van der
Giessen (2002), for the prediction of indentation-induced cracking of hard coatings on ductile substrates. The cohesive zone formulation was used to describe the fracture process at the interface between the coating and the substrate. Through-thickness cracks were also modelled using cohesive surfaces, which had a finite strength and fracture energy. Coating cracks were computed in areas of high tensile radial stress.

A novel exponential form of potential-based cohesive law was developed by Jin et al. (2002) to simulate crack growth in ceramic/metal functionally graded materials using cohesive elements. Although ductile deformation was not accounted for, the transition in fracture mechanisms between metal and ceramic phases was accounted for by six cohesive parameters including peak cohesive tractions of both material phases, the cohesive energy densities and two cohesive gradation parameters. A damage variable was also included to account for irreversible material damage. The novel formulation was used to analyse crack growth in a titanium/titanium monoboride (TiB/Ti) composite. It was determined that the load required to initiate crack formation was similar between the composite material and that of a pure Ti specimen. A potential-based cohesive zone model was proposed by Song et al. (2006), to simulate crack propagation in asphalt concrete. Numerical implementation of the model was performed by means of a subroutine using user element capability in Abaqus/Standard software. The proposed model was validated by comparison to closed form solutions and by the simulation of a double cantilever beam test. Cohesive parameters were calibrated to match experimental observations and mixed-mode crack propagation was simulated by using cohesive elements. The predicted crack propagation patterns were found to compare favourably well with the experimental results.

Thermal barrier coatings are used to protect metallic components from extremely high temperatures in power generation turbines and aircraft industries. These thermal barrier coatings consist of multiple layers. Thermal expansion mismatch between the ceramic layers and the thicker metallic component can produce large compressive stresses in the ceramic layers upon cool-down. In the work of Wei
and Hutchinson (2008), fracture in a thermal barrier composite was considered. The composite consisted of a porous ceramic layer with a low thermal conductivity on top of a fully dense layer of Al₂O₃, which was adhered to a metal (Ni alloy) layer bonded to the component. A potential-based cohesive zone model, based on two previous models (Needleman, 1990; Sun et al., 1993), was utilised to describe the delamination process at the Ni/Al₂O₃ interface in order to assess how interface properties such as the work of separation and normal strength at the ceramic-metal interface affected the toughness at the interface. It was evaluated that plasticity accompanying interface fracture is essential for the adherence of thermal barrier coatings. Even a Mode I loading on the materials induced shear on the interface around the crack tip due to plasticity on one side of the interface and the elastic mismatch between the materials. This work stressed the importance for the inclusion of a mixed-mode (coupled) cohesive zone for simulating this type of delamination process. Recently a polynomial potential-based model for mixed-mode fracture was proposed by Park et al. (2009), to provide additional control in the coupling between normal and tangential tractions when different mode I and mode II fracture energies are defined. This potential accounted for both intrinsic and extrinsic cohesive zone models. The path dependence of the work of separation in the proposed model was assessed while boundary conditions were imposed such that the normal and tangential tractions were set to zero if they exceeded a certain separation. Initial slope indicators were included to control the elastic fracture behaviour and shape parameters were employed to characterise the material softening response. The choice of boundary conditions limited the regions in which repulsive forces were encountered for mixed-mode separation. In contrast to the Xu and Needleman potential-based model (Xu and Needleman, 1993), the boundary conditions defined in this model allowed for the overall work of separation to be dependent on separation path. However, due to the imposed boundary conditions, a discontinuity (kink point) in the work of separation was reported for certain mixed-mode loading conditions. A simulation involving a mixed-mode bending test was carried out to validate the proposed model.
2.3.2.2. Non-Potential-Based Cohesive Zone Models

A number of path-dependent models have been proposed in the literature. The work of separation is dependent on the separation path for these formulations. Examples of these path-dependent models include; rigid-linear fracture models (Camacho and Ortiz, 1996; Ural et al., 2009), piece-wise (trapezoidal) models (Tvergaard and Hutchinson, 1992; Planas and Elices, 1993; Yan and Shang, 2009), bilinear (Geubelle and Baylor, 1998; Yan and Shang, 2009) and exponential fracture models (van den Bosch et al., 2006). An illustration of some of these models is provided in Table 2-1.

A path-dependent trapezoidal form of the traction-separation response was implemented to model the resistance of crack growth following the initiation of a crack at an interface in elastic-plastic solids in the work of Tvergaard and Hutchinson (1992). The cohesive formulation was used to predict material toughness in cases where fracture behaviour is characterised by void growth and coalescence and also highlighted the important role of plasticity in enhancing toughness in dual-phase solids. The governing parameters of this trapezoidal cohesive zone model were the work of fracture, the peak stress, the critical displacement ratio and the shape factors. The shape factors dictated where the peak stress and damage initiation points occurred. The proposed model was capable of simulating ductile fracture where numerous voids interact within the fracture process zone. A piece-wise linear softening function was employed in a study involving the asymptomatic analysis of a cohesive crack by Planas and Elices (1993). This work determined when simplified linear elastic fracture mechanics (LEFM) methods could be applied to a cohesive crack simulation and also provided methods for extracting information on softening behaviour of material from experimental data. It was reported that the effective crack opening prior to peak and the deviation from LEFM predictions could be very closely estimated by the length of the fracture softening curve. In the work of Ortiz and Suresh (1993), the mechanism of fracture in polycrystalline ceramics during cooling obeyed a bilinear cohesive law. This work investigated the residual stresses generated in these ceramics during cooling from fabrication temperature.
A rigid-linear fracture model was employed by Camacho and Ortiz (1996), to propagate numerous cracks along random paths in a brittle material. Radial cracking in axisymmetric simulations was evaluated through a continuum damage model. Following crack initiation, a friction algorithm was implemented to describe multi-body dynamics. Heat conduction, thermal coupling and rate-dependent plasticity were also included in the calculations. Two case studies were presented to validate the predictive capability of the model; spall tests and dynamic crack propagation in a double cantilever beam specimen. Additionally, a simulation involving the subject of alumina plates to impacts from steel pellets at a wide range of velocities was performed. In contrast to previous studies where interface fracture elements were initially applied along potential fracture surfaces (Xu and Needleman, 1994), an adaptive meshing technique was employed in this work by duplicating nodes along previous element boundaries which allowed crack propagation along multiple paths. Radial, conical and lateral crack propagation patterns were computed which correlated well with experimental observations.

A quasi-linear cohesive law was implemented in the research of Geubelle and Baylor (1998), to analyse impact-induced delamination in polymeric matrix fibre reinforced composite laminates. In contrast to metals, polymeric matrix composite structures lack the ability to deform plastically in order to absorb the kinetic energy of an impact. These composite laminates are implemented in many engineering applications where they can be exposed to low velocity impacts. An example is an aircraft structure subjected to impact from runway debris. Cohesive elements were applied along inner layer boundaries and transverse plies to simulate the initiation and propagation of cracking. In contrast to the Xu and Needleman formulation (Xu and Needleman, 1993) where healing of fracture surfaces is possible upon unloading, healing of fracture surfaces for this formulation was inhibited by enforcing an internal residual strength variable. This internal strength variable was prescribed an initial value before loading and vanished upon complete interfacial failure. The model was able to capture the location of damage initiation and the failure processes associated with the
delamination event. Computed crack predictions agreed well with 2D line-impact experiments conducted on a graphite/epoxy doubly clamped composite plate (Choi et al., 1991a; Choi et al., 1991b). Yang and Thouless (2001) implemented a trapezoidal form of cohesive law to simulate mixed-mode fracture of plastically-deforming joints. Excellent predictions were obtained between numerical calculations and the large-scale plastic deformation in T-peel and lap shear tests of aluminium alloy bound by commercial adhesive. It was reported that this was the first time that the failure and deformation of plastically-deforming lap-shear joints had been predicted quantitatively. A bilinear cohesive law was implemented by Zavattieri and Espinosa (2001), to capture crack initiation, propagation, coalescence and branching in ceramic microstructures in a combined numerical and experimental approach. A stochastic model was utilised to describe the microfracture process. The Weibull distribution of interface strength was employed at the grain boundaries to account for chemical impurities, random grain boundary orientation and the glassy phase at grain boundaries. Simulations revealed good agreement between the computed and experimental crack pattern predictions and crack propagation velocities only when certain grain morphology and model parameters were chosen.

In the work of Zhang and Paulino (2005), a bilinear cohesive zone model was used for the analysis of functionally graded and homogenous materials undergoing dynamic failure. The influence of material gradation on mixed-mode and mode I fracture problems were assessed. The bilinear formulation was implemented to alleviate artificial compliance associated with the insertion of cohesive elements by allowing the adjustment of the initial stiffness similar to the formulation of Geubelle and Baylor (1998). In order to account for crack propagation in graded materials, material-dependent parameters were included in the bilinear formulation. These parameters accounted for fracture toughness reduction due to the interaction of material phases. A simulation involving mixed-mode crack growth in steel and functionally graded material plates was performed to demonstrate the applicability of the cohesive zone. Computed crack propagation angles and crack tip velocities were similar to those reported in
previous studies (Kalthoff and Winkler, 1988; Belytschko et al., 2003). A rate-independent bilinear model was employed in the research of Kandula et al. (2005), to model dynamic fracture of composite material. Fracture experiments were performed on composite specimens made of polyester resin with varying amounts of plasticiser to validate the numerical approach. The path-dependent van den Bosch (VB) exponential form of cohesive law was proposed by van den Bosch et al. (2006) to provide an alternative to the widely used Xu and Needleman (XN) law (Xu and Needleman, 1993) for mixed-mode applications. Unphysical mixed-mode behaviour associated with the XN law was demonstrated by assessing the work of separation and traction responses computed for a range of coupling parameters. The alternative formulation involved setting the $q$ coupling parameter, which defines the ratio of the tangential to the normal work of separation, equal to unity and introducing a new parameter which allowed for independent fracture energies in the normal and tangential directions. The VB formulation was used to measure the mixed-mode delamination fracture toughness of unidirectional glass/epoxy composites, through the use of a mixed-mode bending apparatus. It was also used to describe, with reasonable accuracy, the work of separation under mixed-mode loading conditions when compared to previous experimental data (Benzeggagh and Kenane, 1996).

In the work of Shim et al. (2006), a displacement-based bilinear cohesive law based on the formulation of Jin et al. (2002), was employed to assess elastic-plastic crack growth resistance in ceramic/metal functionally graded material. Crack growth resistance was characterised by the $J$-integral approach developed by Rice (1967). Although crack growth was only considered for mode I conditions, the proposed model provided a more accurate prediction of crack growth patterns in the functionally graded composite material than other cohesive laws (Jin et al., 2002; Zhang and Paulino, 2005). During delamination of a polymer coating from a steel substrate, interface fibrillation can frequently occur. This failure mechanism is characterised by large bulk material deformations and large interfacial displacements. In the research of Van den Bosch et al. (2007), a generic cohesive law was introduced to describe uniform and non-uniform
interface fracture involving very large displacements. Polymer coating delamination was first assessed experimentally to validate existence of fibrils. For the large displacement formulation, no distinction was made between normal and tangential loading. Instead, only one constitutive relation was implemented for the interface traction and displacement by coupling the normal and tangential equations through a weighted sum of the tractions using two weight factors. The weight factors were then defined with respect to the total opening displacement. This large displacement formulation was then applied to three cohesive laws used to describe the fibrillation process; an exponential law (van den Bosch et al., 2006), a cohesive law based on experimental observations of soft polymer delamination under mode I loading (Zosel, 1998; O Connor and Willenbacher, 2004) and a bilinear model commonly implemented in the literature (Espinosa et al., 2000; Zhang and Paulino, 2005). Four simulations involving deformation of a laminate structure were performed to assess the macroscopic response, quantified by the force-displacement curves and dissipated energy, for small and large displacement formulations for each cohesive law. No differences were computed between the small and large deformation laws for pure mode I and pure mode II loading. However, significant differences were computed between the two categories for mixed-mode loading conditions.

Ural et al. (2009), employed bilinear damage-based cohesive zone model to simulate crack propagation under cyclic loading of cast aluminium alloy. The model accounted for damage evolution and crack retardation. This was achieved through the use of a damage-dependent traction-separation relation coupled with an equation governing damage evolution in the material. The actual rate of damage in the material was characterized by three material parameters; damage accumulation, crack retardation and stress threshold. A good correlation was obtained between the simulated results and experimental fatigue test results for an aluminium alloy under different load ratios. The ability of the model to predict crack retardation was confirmed by the fact that crack retardation was computed in the lower but not in the higher loading ratio. This pattern was also observed experimentally. Crack retardation was also predicted following a single stress
overload. In this case, computed crack retardation occurred as a result of residual stresses in the plastic region of the material. Another study involved the assessment of the process of interfacial delamination in PZT (piezoelectric) thin films, where exponential, bilinear and trapezoidal models were presented Yan and Shang (2009). The fracture process along the Cr (chromium)/PZT interface was investigated using these models. The cohesive strength and work of separation were found to be the dominant parameters in such a simulation. However, the interface characteristic parameter did not seem to have as great an effect on the fracture response. In this study, it was found that the bilinear model was best suited to describing the delamination process. The results also demonstrated that the critical interfacial stress for crack initiation was lower than the rupturing strength of bulk PZT or Cr material. In recent years, a great interest has been directed towards the improvement of lithium ion batteries for applications such as grid storage and electric vehicles where batteries are subjected to high rates of charge and discharge (Grantab and Shenoy, 2011). The design process would be aided significantly if microstructural battery damage could be predicted. Bower and Guduru (2012) implemented a bilinear cohesive model to simulate fracture in lithium ion insertion electrode materials. Surface and cohesive zone elements were used to model crack nucleation and propagation at the lithium–electrode interface. The tractions were related to displacements using a constitutive equation adapted from Ortiz and Pandolfi (1999). A large compressive stiffness was included to prevent cracks from overlapping during simulation.

2.4. Numerical Methods for Modelling Crack Propagation in Finite Element Analysis

Cohesive surfaces are often aligned with finite element mesh boundaries leading to a predefined crack propagation path. Although denser finite element meshes can capture multiple crack paths (Papoulia et al., 2006), patterns of crack branching are still limited to predefined paths which may influence crack prediction. Additionally, predefined fracture surfaces can affect material stiffness in the vicinity of the crack tip which can also lead to numerical inaccuracies (Remmers et al., 2008). One method of simulating fracture in finite element
software is to implement a user-defined subroutine (UINTER), written in Fortran code, to define specific cohesive zone model equations at an interface. For this method, the failure path or discontinuity is predefined. Another popular method of simulating fracture in which the failure path is predefined involves applying specialised cohesive elements along the fracture interface and defining failure criterion for each cohesive element specified by a constitutive law. When this failure criterion is met, the cohesive elements are deleted and the interface crack proceeds (Ortiz and Pandolfi, 1999; Pandolfi et al., 1999; Ural and Vashisht, 2006; Paulino et al., 2008; Samimi et al., 2011).

Extended finite element methods (XFEM and GFEM) have been presented in recent years to simulate crack path prediction beyond predefined paths (Camacho and Ortiz, 1996; Wells and Sluys, 2001; Moes and Belytschko, 2002; Remmers et al., 2003; Zhang and Paulino, 2005; Remmers, 2006; Yang and Deeks, 2007; Remmers et al., 2008; Ng and Dai, 2012). The partition of unity (PU) method was implemented by Belytschko and Black (1999), in order to minimise remeshing while solving a linear elastic fracture mechanics problem. This method allows for discontinuities to be simulated independent of the mesh in finite element software (Natarajan et al., 2010). This creates greater flexibility in modelling moving boundary problems without actually changing the underlying mesh, while the set of failure criterion evolve with the interface geometry. However, a number of numerical problems have been associated with this technique. In the work of Camacho and Ortiz (1996), initially rigid cohesive surfaces were inserted at inter-element boundaries. Fracture could progress along these new cohesive surfaces if a critical condition was met. This abrupt introduction of alternative crack surfaces can lead to numerical problems however as discussed by Papoulia et al. (2003). In an effort to alleviate dynamic fracture numerical instabilities, a time-dependent cohesive segment method was formulated by Remmers et al. (2008). Three applications (tensile and shear loading of a block and crack growth at a bi-material interface) provided evidence of the ability of the new technique to model fast crack propagation in brittle solids. Special attention must be taken for element numerical integration if the failure approximation becomes discontinuous; in 3D
simulations, problems with continuity in the equations can lead to poor accuracy of the derivatives close to high gradient regions such as crack fronts (Natarajan et al., 2010). To overcome these numerical issues encountered at corner points or crack fronts, a generalised finite element method (GFEM) has been proposed (Strouboulis et al., 2001). The two main capabilities of this method, as outlined by Strouboulis et al. (2001), are that it can deal with overlapping meshes at the crack domain boundary and also can provide a numerical solution to boundary value problems encountered in the region of corner points, voids and cracks.
2.5. References


Inglis, C. E. (1913) Stresses in a cracked plate due to the presence of cracks and sharp corners. Transaction of Naval Architects (London), 60, 213.

Irwin, G. R. (1948) Fracture dynamics. Fracturing of metals, 147, 166.


2.6. Tables and Figures

Figure 2-1: Elliptical hole in a flat plate where the plate is subjected to a tensile stress, $\sigma$. Point $A$ is the location of the crack tip on the major axis of the ellipse. $\rho$ denotes the radius of curvature of the ellipse.

Figure 2-2: Schematic of an element of material located near a crack tip subjected to normal ($\sigma$) and shear ($\tau$) stresses.
Figure 2-3: An infinite plate subjected to remote tensile stress containing a through thickness-crack. The term ‘infinite’ is used to emphasise that the plate width is $\gg 2a$.

Figure 2-4: First order ($r_\gamma$) and second order ($r_p$) approximations of plastic zone size based on the Irwin approach. The hatched area represents the work that must be redistributed to account for plasticity.
Figure 2.5: The strip yield model with (a) plastic zones at each end of the crack highlighted and (b) location of applied closure stresses, $\sigma_{YS}$.

Figure 2.6: Crack tip opening displacement- (a) An initially sharp crack blunts following plastic deformation, resulting in a finite displacement, $\delta$, at the crack tip. (b) Estimation of the crack tip opening displacement from displacement of the effective crack in the Irwin plastic zone correction.

Figure 2.7: Comparison of stress-strain behaviour of nonlinear elastic and elastic-plastic materials.
Figure 2-8: 2-D evaluation of the J-integral. The closed contour, \( C + C_+ + \Gamma + C_- \) encloses a domain, \( A \), that includes the crack tip region.

Figure 2-9: Definition of the local orthogonal Cartesian co-ordinates at the point, \( s \), on the crack front. The crack is in the \( x_1 - x_3 \) plane.
Figure 2-10: (a) Schematic of experimental investigation of $J$-integral where $P$ is applied force and $a$ is crack length. (b) The energy absorbed by a specimen, $U$, as a function of crack length, $a$. $J$ is computed by evaluating the slope to the tangent of each test curve.
### Model Representation

<table>
<thead>
<tr>
<th>Model Type and Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model Type: Exponential. Trigonometric fit for shear traction</strong></td>
</tr>
<tr>
<td>$\phi_n$ and $\phi_t$ are the work of normal and tangential separation respectively. $\sigma_{\text{max}}$ is the peak normal strength. $\delta_n$ is the normal critical displacement. (Needleman, 1990b)</td>
</tr>
<tr>
<td><strong>Model Type: Trapezoidal</strong></td>
</tr>
<tr>
<td>$\Gamma_0$ is the work of separation. $\sigma_{\text{max}}$ is the peak normal strength. $\delta_c$ is the critical displacement. $\delta_1$ and $\delta_2$ are shape factors. (Tvergaard and Hutchinson, 1992)</td>
</tr>
<tr>
<td><strong>Model Type: Exponential</strong></td>
</tr>
<tr>
<td>$\phi_n$ and $\phi_t$ are the work of normal and tangential separation respectively. $\sigma_{\text{max}}$ is the peak normal strength. $\delta_n$ and $\delta_t$ are the normal and tangential critical displacements respectively. (Xu and Needleman, 1993)</td>
</tr>
<tr>
<td><strong>Model Type: Rigid-linear</strong></td>
</tr>
<tr>
<td>$\sigma_0$ and $\tau_0$ are normal and shear stress at fracture initiation respectively. $\delta_{\text{scr}}$ and $\delta_{\text{scr}}$ are normal and shear critical opening displacements respectively. (Camacho and Ortiz, 1996)</td>
</tr>
<tr>
<td><strong>Model Type: Bilinear</strong></td>
</tr>
<tr>
<td>$\sigma_{\text{max}}$ and $\tau_{\text{max}}$ are the peak normal and tangential strengths respectively. $\delta_c$ is the critical opening displacement. (Geubelle and Baylor, 1998)</td>
</tr>
</tbody>
</table>

Table 2-1: Traction-separation relationships and description of commonly adopted cohesive zone models.
3. Theoretical Analysis of Potential-Based and Non-Potential-Based Cohesive Zone Formulations Under Mixed-Mode Separation and Over-closure

3.1. Introduction

In the present chapter, a thorough analysis of potential-based and non-potential-based cohesive zone formulations in mixed-mode over-closure and separation is presented. The focus of the first series of analyses presented in this chapter is the commonly implemented cohesive zone model of Xu-Needleman (Xu and Needleman, 1993) in which traction-separation relationships are obtained from the first derivatives of an interface potential function. This exponential form of cohesive zone law originated from the universal relationship between binding energies and atomic separation of bimetallic interfaces (Rose et al., 1981; Rose et al., 1983). The Xu-Needleman (XN) law has been used to describe many mixed-mode decohesion processes, including: interfacial delamination in piezoelectric thin films (Yan and Shang, 2009); coating failure evaluations of diamond-coated tools (Hu et al., 2008); the effect of bond strength and loading rate on the conditions governing the attainment of intersonic crack growth along interfaces (Needleman and Rosakis, 1999); the analysis of crack growth and crack-tip plasticity in ductile materials (Li and Chandra, 2003) and the analysis of crack propagation in porous materials (Nakamura and Wang, 2001).

In the Xu-Needleman (XN) model, normal and tangential behaviour is coupled via exponentially decaying functions of normal and tangential separation. The ratio of the work of tangential separation($\Phi_t$) to the work of normal separation($\Phi_n$), conventionally denoted using the symbol “$q$”, determines the relative strength of the interface under mode I and mode II separation. A similar potential-based model was also proposed by Beltz and Rice (1992), in which a sinusoidal
tangential traction-separation relationship is coupled with an XN type normal traction-separation relationship. Again, the ratio of work of tangential separation to the work of normal separation provides a critical coupling parameter in this model. Several experimental studies have reported that the work of normal and tangential separation required for interfacial fracture are different (Dollhofer et al., 2000; Warrior et al., 2003; Yang et al., 2001). Mode II interface toughness has been reported to be stronger than mode I strength in numerous experimental studies involving ductile material (Cao and Evans, 1989; Chai and Liechti, 1992; Thouless, 1990; O'Dowd et al., 1992). However, the ratio of tangential to normal work, \( q \), is arbitrarily set to unity for many mixed-mode implementations of the XN cohesive zone model (Rahulkumar et al., 2000; Yuan and Chen, 2003; Zavattieri et al., 2008). It should also be noted that a number of previous studies adopt a value of \( q \approx 0.43 \) so that both the normal and tangential maximum tractions have the same value when the normal and tangential interface characteristic distances are assumed to be equal (Abdul-Baqi and Van der Giessen, 2002; Hattiangadi and Siegmund, 2005; Hopkins et al., 2010). A range of values of \( q \) ranging from 0.025 to 10 were considered in the original application of the XN model to debonding of spherical inclusions in a metal matrix composite (Xu and Needleman, 1993). In the study of thin film delamination, values of \( q \) ranging from 0.086 to 0.7 were considered by Abdul-Baqi and Van der Giessen (2001), while most recently a value of \( q = 0.5 \) was used by Yan and Shang (2009).

A second coupling parameter used in the XN model is the traction free normal separation following complete shear separation (commonly denoted using the symbol “\( r \)” in the XN potential function). It was noted by Abdul-Baqi and Van der Giessen (2001) that physically realistic penalisation of normal over-closure was computed only if \( r \geq q \). However, the majority of studies that use the XN model set \( r = 0 \) (Rahulkumar et al., 2000; Xu and Needleman, 1993; Zavattieri et al., 2008). Furthermore, a study by van den Bosch et al. (2006) suggested that physically realistic coupling is implemented by the XN model only when \( q = 1 \). An alternative non-potential cohesive zone formulation was proposed by the
authors, based on the XN traction-separation equations with $q = 1$, for cases where normal and tangential interface strengths differ.

To date, no comprehensive analysis of the XN CZM has been published in which the complete range of diverse interface behaviour under mixed-mode separation and mixed-mode over-closure has been characterised. In Section 3.2 of this chapter (Model Development) a comprehensive and rigorous analysis of the XN CZM is presented, significantly expanding on the initial analyses of Abdul-Baqi and Van der Giessen (2001) and van den Bosch et al. (2006). It is demonstrated in this chapter, for the first time, that no combination of model parameters exist to provide physically realistic behaviour under both mixed-mode separation and mixed-mode over-closure for the XN potential-based model. A modified potential-based (MP) model was proposed by McGarry et al. (2012) as an alternative to the XN model. In this chapter, a theoretical analysis of the performance of this modified model under mixed-mode conditions is presented, for the first time. Specifically, it is established in Section 3.2.1.6 that this modified potential-based model can significantly improve upon the XN model under mixed-mode conditions. In particular, improved coupling is demonstrated both for mixed-mode separation and over-closure.

While it is demonstrated in Section 3.2.1 that the MP model provides a significant improvement on the XN model, it should be noted that unphysical interface behaviour, uncovered in Sections 3.2.1.1-3.2.1.6, cannot be fully eliminated if a CZM is derived from a potential function. Therefore, non-potential-based CZMs are subsequently considered in Section 3.2.2. Firstly, it is demonstrated that the non-potential CZM proposed by van den Bosch et al. (2006) (VB) fails to provide physically realistic behaviour under mixed-mode over-closure. Two non-potential models (NP1, NP2) proposed by McGarry et al. (2012) as an alternative to the VB formulation are then analysed. It is demonstrated that both of these alternative formulations provide physically reasonable coupling under both mixed-mode separation and over-closure. Finally, a formulation that relies on separation magnitude for coupling of normal and tangential behaviour (SMC model) is
considered. This model possesses the ability to provide mode-independent work of separation, but it does not provide any penalisation of over-closure due the reliance of the coupling terms of the equations on separation magnitude.
3.2. Model Development

3.2.1. Potential-Based Formulations

3.2.1.1. Xu-Needleman Formulation

The XN cohesive zone law has frequently been used to model numerous fracture mechanics problems. This law is based on the definition of an interface potential, $\phi$, representing the work done when two opposing surfaces at an interface undergo a relative separation, $\Delta$ (Xu and Needleman, 1993). The resulting tractions are given by:

$$ T(\Delta) = \frac{\partial \phi(\Delta)}{\partial \Delta} $$

(3.1)

The interface potential is given by:

$$ \phi(\Delta_n, \Delta_t) = \phi_n + \phi_n \exp\left(\frac{-\Delta_n}{\delta_n}\right) $$

$$ \left[ \left(1 - r + \frac{\Delta_n}{\delta_n}\right) \left(\frac{1 - q}{r - 1}\right) - \left\{ q + \left(\frac{r - q}{r - 1}\right) \frac{\Delta_n}{\delta_n}\right\} \exp\left(-\frac{\Delta_t^2}{\delta_t^2}\right) \right] $$

(3.2)

Coupling in this model is controlled through the parameters $q$ and $r$:

where, $q = \phi_t / \phi_n$, $r = \Delta_n^* / \delta_n$

$\phi_n$ and $\phi_t$ are the work of normal and tangential separation respectively. The normal and tangential components of the interface separation vector, $\Delta$, are $\Delta_n$ and $\Delta_t$ respectively. The normal and tangential interface characteristic lengths are $\delta_n$ and $\delta_t$ respectively and $\Delta_n^*$ is the value of $\Delta_n$ after complete tangential separation takes place under the condition of normal tension being zero ($T_n = 0$).
Using Equations (3.1) and (3.2), the interfacial tractions are obtained as follows;

\[
T_n = \frac{\partial \phi}{\partial \Delta_n} = \left(\frac{\phi_n}{\delta_n}\right) \exp\left(-\frac{\Delta_n}{\delta_n}\right) \left[\frac{\Delta_n}{\delta_n} \exp\left(-\frac{\Delta_t^2}{\delta_t^2}\right) \right] \\
+ \frac{1-q}{r-1} \left[1 - \exp\left(-\frac{\Delta_t^2}{\delta_t^2}\right)\right] \left[r - \frac{\Delta_n}{\delta_n}\right] \\
(3.3)
\]

\[
T_t = \frac{\partial \phi}{\partial \Delta_t} = 2 \left(\frac{\phi_n}{\delta_n}\right) \left(\frac{\delta_t}{\delta_t}\right) \frac{\Delta_t}{\delta_t} \left\{q + \left(\frac{r-q}{r-1}\right) \frac{\Delta_n}{\delta_n}\right\} \\
\times \exp\left(-\frac{\Delta_n}{\delta_n}\right) \exp\left(-\frac{\Delta_t^2}{\delta_t^2}\right) \\
(3.4)
\]

The characteristic lengths \(\delta_n\) and \(\delta_t\) are given by;

\[
\delta_n = \frac{\phi_n}{\sigma_{\text{max}} \exp(1)} \\
(3.5)
\]

\[
\delta_t = \frac{\phi_t}{\tau_{\text{max}} \left(0.5 \exp(1)^{0.5}\right)} \\
(3.6)
\]

where \(\sigma_{\text{max}}\) is the maximum normal traction without tangential separation and \(\tau_{\text{max}}\) is the maximum tangential traction without normal separation.

### 3.2.1.2. Work of Separation in Xu-Needleman Cohesive Zone Law

Figure 3-1(a) shows the work of separation as a function of both normal and tangential separations for \(q > 1\). Two paths are compared to obtain the same final mixed-mode interface separation configuration. Undergoing interface separation along the path indicated by the green arrows from the unseparated configuration \((\Delta_n/\delta_n = \Delta_t/\delta_t = 0)\) to the final fully separated mixed-mode configuration \((\Delta_n/\delta_n = \Delta_t/\delta_t = 5)\), it is clear that the work done during initial normal separation is \(\phi_n\) (in accordance with Equation (3.2)). As is also clear from Equation (3.2), the work done for full mixed-mode separation is also \(\phi_n\). Therefore no subsequent work is done for tangential separation following initial normal separation. In contrast to the path indicated by the green arrows, the red arrows outline a path in which tangential separation is followed by normal separation. For \(q > 1\), clearly the work done during the initial tangential separation is greater than \(\phi_n\). However, the work of full mixed-mode separation
must be $\phi_n$, in accordance with Equation (3.2). Therefore, following initial tangential separation, negative work (red arrow) must be performed to achieve full mixed-mode separation. This negative work gradient results in negative (repulsive) normal tractions for mixed-mode separation conditions.

Figure 3-1(b) shows the work of separation as a function of both normal and tangential separations for $q < 1$. Considering the path outlined by the green arrows, the work done during initial normal separation is again $\phi_n$ and no subsequent work is done for tangential separation following normal separation. However, considering the path outlined by the red arrows, when $q < 1$, the work done during the initial tangential separation is less than $\phi_n$. Therefore, in the case where $q < 1$, following initial tangential separation, normal work is still required to reach full interface separation configuration as the value of work at full mixed-mode separation must be $\phi_n$. Therefore, positive normal tractions are computed following full tangential separation when $q < 1$. A more physical coupling of normal and tangential behaviour should ensure that, following complete tangential separation at the interface, zero work (and consequently zero traction) should be required for normal separation and vice versa. Tractions which exist following complete interface separation in either the tangential or normal component directions are hereafter referred to as residual tractions.

Figure 3-1 (c) shows the maximum normal traction $T_{n,\text{max}}$ as a function of tangential separation. Residual normal tractions for mixed-mode interface separation are evident. The value of maximum normal traction, $T_{n,\text{max}}$ after complete tangential separation can be expressed as:

$$T_{n,\text{max}} = -\sigma_{\text{max}} \exp(-r) \left( \frac{1-q}{r-1} \right) \quad (3.7)$$

Therefore, when $r = q$,

$$T_{n,\text{max}} / \sigma_{\text{max}} = \exp(-r) \quad (3.8)$$

($T_{n,\text{max}}$ refers to the maximum normal traction encountered during normal separation for a given tangential separation $\Delta_t$. For example, if $\Delta_t=0$, $T_{n,\text{max}}=\sigma_{\text{max}}$. $T_{t,\text{max}}$ is defined in a similar fashion.)
A coupling parameter set which has been widely chosen in literature is $q = 0.43$ and $r = 0$ (Abdul-Baqi and Van der Giessen, 2002; Hattiangadi and Siegmund, 2005; Hopkins et al., 2010) as this results in $\tau_{\max} = \sigma_{\max}$ for $\delta_n = \delta_t$. However, Figure 3-1(c) shows that positive residual normal tractions are computed as $\Delta_t / \delta_t \to \infty$ for $q = 0.43$ and $r = 0$. This phenomena occurs for all $q < 1$, as illustrated in Figure 3-1(b). When $q = 2$ and $r = 0$, negative residual normal tractions develop following increasing tangential separations. These unphysical residual tractions are an artefact of the path-independency of $\phi(\Delta)$, as illustrated in Figure 3-1((a),(b)). Residual normal tractions can be avoided only if $q = 1$ (in which case the parameter $r$ is redundant—see Equations (3.3),(3.4)).

The residual normal tractions developed for $r \neq 0$ are analysed next. Residual normal tractions are computed when $r = q$ ($q \neq 1$) (Figure 3-1(c)). Figure 3-1(d) shows how a non-zero $r$ value affects the normal traction-separation response. An ideal response is obtained for pure mode I separation as expected. Following initial tangential separation ($\Delta_t / \delta_t = 5$), with $q = 2$, the normal traction-separation response flips. The reason for this has been outlined in Figure 3-1(a). However, for $r = q = 2$ the normal traction-separation response is shifted to the right leading to unphysical repulsive normal tractions. This is an important point as previous researchers have used a coupling parameter set of $r = q = 0.5$ (Abdul-Baqi and Van der Giessen, 2001). The normal separation at which the maximum or minimum normal traction occurs for a range of tangential separations is given as:

$$
\frac{(\Delta_n / \delta_n)_{\text{max, min}}}{(A + 1) \exp \left( \frac{-\Delta^2_t}{\delta^2_t} \right) - A} = \frac{(Ar + A + 1) \exp \left( \frac{-\Delta^2_t}{\delta^2_t} \right) - Ar - A}{(A + 1) \exp \left( \frac{-\Delta^2_t}{\delta^2_t} \right) - A}
$$

(3.9)

where,

$$A = \frac{1 - q}{r - 1}$$
Therefore if \( \Delta_t/\delta_t = 0 \), then \( (\Delta_n/\delta_n)^{\text{max,min}} \) occurs at 1. However, if \( \Delta_t/\delta_t \to \infty \) then \( (\Delta_n/\delta_n)^{\text{max,min}} \) occurs at \( r + 1 \). This can clearly be seen in Figure 3-1(d). When \( r = q \ (q \neq 1) \), negative normal tractions are computed for \( \Delta_n/\delta_n < r \) due to the shifting of the normal traction-separation response. The occurrence of residual positive normal tractions was considered by van den Bosch et al. (2006). However, the traction at \( \Delta_n/\delta_n = 1 \) was incorrectly reported as the peak traction for all values of \( \Delta_t/\delta_t \). This is considered further in the Discussion section.

### 3.2.1.3. Residual Tangential Tractions in Xu-Needleman Cohesive Zone Law

The normal separation at which local maxima/minima tangential tractions occur is given as:

\[
(\Delta_n/\delta_n)_{T_{t,\text{max}}/T_{\text{max}}^{\text{max,min}}} = r(1 - q)/(r - q)
\]  

(3.10)

Figure 3-2 (a) shows that the maximum tangential traction response can be greatly affected, according to the specific parameter set chosen. Several previous studies have assumed \( q = 1 \) when implementing the XN model (Rahulkumar et al., 2000; Yuan and Chen, 2003; Zavattieri et al., 2008). For this specific case clearly the parameter \( r \) is redundant. However, for \( q = 1 \), unphysical tangential behaviour will be computed in cases of mixed-mode over-closure. Specifically, as illustrated in Figure 3-2(a), maximum tangential tractions reduce as the magnitude of normal over-closure increases for \( q = 1 \). In fact for large magnitudes of normal over-closure\( (\Delta_n/\delta_n < -1) \), negative maximum tangential tractions are computed. In addition to the specific case where \( q = 1 \), this problem also occurs for all values of \( q \) when \( r = 0 \). As previously mentioned, several studies have assumed that \( q = 0.43 \) and \( r = 0 \). However, inaccuracies computed due to over-closure have not previously been investigated. A previous study by van den Bosch et al. (2006) (VB) suggests that penalisation of mode I normal over-closure will prevent the computation of reduced tangential traction in over-closure. In Chapter 4 of this thesis, a case study is presented that illustrates that this is not the case.
Also shown in Figure 3-2(a), repulsive tangential tractions develop during mixed-mode over-closure when \( r < q \) as highlighted by van den Bosch et al. (2006). It is only when \( r = q \) \( (q \neq 1) \) that a realistic physical response is obtained; maximum tangential tractions increase during mixed-mode over-closure and maximum tangential tractions decrease gradually with increasing normal separation. However, it has been demonstrated in the previous section (Figure 3-1(c-d)) that negative normal tractions are computed for mixed-mode separation when \( r = q \) \( (q \neq 1) \) for \( \Delta_n / \delta_n < r \) and residual normal tractions as \( \Delta_t / \delta_t \to \infty \).

The evolution of repulsive tractions during mixed-mode over-closure for \( q = 1 \) is further illustrated by considering the interface potential \( \Phi \) (Figure 3-2(b)). For zero normal separation, \( \partial \phi / \partial \Delta_t > 0 \). This results in the expected form of pure mode II separation. However, normal over-closure leads to a decrease in \( \partial \phi / \partial \Delta_t \). At \( \Delta_n / \delta_n = -1 \), \( \partial \phi / \partial \Delta_t = 0 \). This results in the unphysical behaviour whereby there is no resistance to tangential separation, despite compression of the interface. Further over-closure leads to \( \partial \phi / \partial \Delta_t < 0 \), resulting in repulsive tangential traction. While this may be appropriate at an atomic length scale, it is unphysical at the length scales of most engineering applications.

3.2.1.4. The Effect of Coupling Parameters on Maximum Normal and Tangential Tractions

In a study by Abdul-Baqi and Van der Giessen (2001), film delamination during indentation was simulated using the XN CZM. A number of parameter sets were considered in this study whereby \( r \neq 0 \) and \( q \neq 1 \). In order to further illustrate the unphysical behaviour that can be computed by the XN model one of the parameter sets implemented by Abdul-Baqi and Van der Giessen (2001), namely \( r = 0.5 \) and \( q = 0.3 \) is considered. Again, two separation paths are considered (Figure 3-3 (c)): Partial normal separation followed by shear separation (green arrows); partial tangential separation followed by normal separation (red arrows). It has been demonstrated in Figure 3-1(a),(b) that only the latter (red) path leads to
unphysical behaviour if \( r = 0 \). However, when \( r \neq 0 \), unphysical behaviour is computed for both paths.

Considering the green path, following initial normal separation, negative tangential work is computed during subsequent tangential separation \((\partial \phi / \partial \Delta_t < 0)\). Resultant repulsive tangential tractions are illustrated in Figure 3-3(b) following initial normal separations of \( \Delta_n / \delta_n = 2 \) and \( \Delta_n / \delta_n = 3 \). The tangential response for pure mode II separation \((\Delta_n / \delta_n = 0)\) is also shown in Figure 3-3(b) for comparison. The unphysical repulsive forces computed under mixed-mode conditions are characterised by a change in sign of the computed tractions. As \( \Delta_n / \delta_n \to \infty \) the magnitude of negative tangential traction reduces.

Next, considering the red path: following initial tangential separation, negative normal work is computed during subsequent normal separation \((\partial \phi / \partial \Delta_n < 0)\). This response is shown in terms of normal traction in Figure 3-3(a) \((\Delta_t / \delta_t = 2)\). The normal traction-separation response is shifted and the maximum normal traction occurs at \( r + 1 \) as discussed in Section 3.2.1.2. The traction-separation curve for pure mode I separation \((\Delta_t / \delta_t = 0)\) is also shown in Figure 3-3(a) for comparison.

### 3.2.1.5. Summary of the XN Cohesive Zone Model

- Due to the fact that the net tractions for this model are derived from an interface potential function, residual normal tractions are computed for mixed-mode conditions at the interface when \( \Phi_t > \Phi_n \) or \( \Phi_n > \Phi_t \), when the normal traction is expected to reduce to zero as \( \Delta_t / \delta_t \to \infty \) (Figure 3-1(c)). Repulsive (negative) normal tractions develop when \( \Phi_t > \Phi_n \) for mixed-mode conditions.

- Maximum normal traction \((T_{n,\text{max}})\) occurs when \( \Delta_n / \delta_n = r + 1 \) as \( \Delta_t / \delta_t \to \infty \). Therefore the addition of the \( r \) coupling parameter leads to the development of repulsive normal tractions as \( \Delta_t / \delta_t \to \infty \) (Figure 3-1(d)).

- When \( q = 1 \) \((\Phi_t = \Phi_n)\), maximum tangential tractions \((T_{t,\text{max}})\) reduce as the magnitude of normal over-closure increases (Figure 3-2). For a certain
magnitude of normal over-closure \((\Delta_n / \delta_n < -1)\), repulsive tangential tractions develop.

### 3.2.1.6. Modified Potential Model (MP)

In an effort to overcome the problems uncovered above for the Xu-Needleman (XN) model, a modified form of the XN potential function is presented:

\[
\phi(\Delta_n, \Delta_t) = \phi_n \left[ 1 + \exp \left( -\frac{f(\Delta_t) \Delta_n}{\delta_n} \right) \left( 1 - r + \frac{f(\Delta_t) \Delta_n}{\delta_n} \right) \left( \frac{1 - q}{r - 1} \right) 
- \exp \left( -\frac{\Delta_t^2}{\delta_t^2} \right) \left( q + \frac{f(\Delta_t) \Delta_n}{\delta_n} \left( \frac{r - q}{r - 1} \right) \right) \right]
\]  

(3.11)

where:

\[f(\Delta_t) = 1 + m - m \exp \left( -\frac{\Delta_t^2}{\delta_t^2} \right)\]

The new interface parameter, \(m\), provides additional coupling between normal and tangential tractions. All other variables and parameters have the same meaning as defined for the XN model.

Once again, interface traction-separation relationships are obtained from

\[T(\Delta) = \partial \phi(\Delta) / \partial \Delta,\]

giving the following expressions:
\[ T_n = \frac{\partial \phi}{\partial \Delta_n} = \phi_n \left[ \frac{(1 - q)(f(\Delta_n)) - (r - q)\exp\left(-\frac{\Delta_n^2}{\delta_n^2}\right)(f(\Delta_n))}{(r - 1)\delta_n} \right] \exp\left(-\frac{\Delta_n f(\Delta_n)}{\delta_n}\right) \]

\[ (f(\Delta_n)) \left( \frac{(1 - q)\left(\frac{\Delta_n f(\Delta_n)}{\delta_n} - r + 1\right)}{r - 1} \right) \exp\left(-\frac{f(\Delta_n)\Delta_n}{\delta_n}\right) \]

\[ = \phi_n \left( \frac{2\Delta_n \exp\left(-\frac{\Delta_n^2}{\delta_n^2}\right)}{\delta_n^2} \left(\frac{(r - q)\Delta_n f(\Delta_n)}{(r - 1)\delta_n}\right) \right) \exp\left(-\frac{f(\Delta_n)\Delta_n}{\delta_n}\right) \]

\[ T_r = \frac{\partial \phi}{\partial \Delta_t} \]

\[ 2m(r - q)\Delta_t \Delta_n \exp\left(-\Delta_t^2\delta_n^2\right) + 2m(1 - q)\Delta_t \Delta_n \exp\left(-\Delta_t^2\delta_n^2\right) \exp\left(-\frac{f(\Delta_n)\Delta_n}{\delta_n}\right)\]

\[ = \phi_n \left( \frac{(1 - q)\left(\frac{\Delta_n f(\Delta_n)}{\delta_n} - r + 1\right)}{(r - 1)\delta_n} \right) \exp\left(-\frac{\Delta_n f(\Delta_n)}{\delta_n}\right) \]

\[ = \phi_n \left( \frac{2m\Delta_t \Delta_n \exp\left(-\Delta_t^2\delta_n^2\right)}{\delta_n \delta_n^2} \left(\frac{(r - q)\Delta_n f(\Delta_n)}{(r - 1)\delta_n}\right) \right) \exp\left(-\frac{f(\Delta_n)\Delta_n}{\delta_n}\right) \]

\[ \frac{\Delta_n f(\Delta_n)}{\delta_n} \]
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As with the XN model, the parameter, $q$, represents the ratio of work of pure mode II separation to the work of pure mode I separation. The parameter $m$ controls the zone of influence of mode II behaviour for mixed-mode conditions. If $m = 0$, the potential function collapses to the XN model. An increasing value of $m$ leads to a decreasing region in which mode II behaviour dominates. To illustrate this point, Figure 3-4 considers the case where $q = 2$. Three cases are considered, $m = 0$ (the XN model), $m = 1$, and $m = 5$. All three potential functions are identical for pure mode I separation and also for pure mode II separation. Clearly, when $m = 5$ the transition from mode II behaviour to mode I behaviour is confined to a narrow region near the mode II axis. In contrast, when $m = 0$ (XN model) the transition from mode II to mode I behaviour is very gradual. The implications of reducing the transition zone become clear when one considers a separation path that follows a line at a shallow angle to the mode II axis followed by normal separation, as shown in Figure 3-4. For the case of $m = 0$ (XN model), following the initial phase of the interface deformation, in which the separation is predominantly in the tangential direction, negative work of separation occurs during the second phase of the deformation in the normal direction. This results in repulsive normal tractions, as outlined in the XN section of this study. However, as the parameter $m$ is increased, the region in which repulsive normal tractions occur is reduced. Considering the case of $m = 1$ (Figure 3-4 (b)), following the initial mixed-mode separation the negative gradient of $\emptyset$ encountered during the subsequent normal separation is significantly reduced from that computed for the XN model ($m = 0$) shown in Figure 3-4(a). Hence, the magnitude of repulsive normal tractions is reduced when $m > 0$. For $m = 5$, as shown in Figure 3-4(c), no significant repulsive normal tractions are computed for the same path. In this case the transition zone from mode II to mode I separation is sufficiently small such that the illustrated path does not encounter any negative gradients of $\emptyset$ during the second normal phase of the separation. It is important to note, however, that the possibility of computing repulsive normal tractions cannot be fully eliminated for any potential-based model where the mode II work of separation exceeds the mode I work of separation ($q > 1$). This is very clearly illustrated in Figure 3-4(c) ($m = 5$): despite the significantly reduced zone
in which repulsive normal tractions are computed, a pure mode II separation will necessarily lead to the computation of repulsive normal tractions. In fact for a given value of \( q \), the magnitude of repulsive normal tractions computed following a pure mode II separation will be highest for potential surfaces with smaller transition zones between mode II and mode I separation.

Figure 3-5 (a) shows the tangential traction-separation curves for a mixed-mode separation at 20° to the mode II axis for the XN model and for the MP model with \( m = 1, 2 \) and 5. The initial slope is identical for all models. Additionally, the peak traction is not strongly affected by the value of \( m \) in the MP model. It can be noted, however, that larger values of \( m \) lead to a more rapid decrease in tangential traction for increasing separation post peak. When this mixed-mode separation is followed by an increase in normal separation (with tangential separation held constant at \( \Delta t/\delta t = 5 \), a repulsive normal traction of \( T_n/\sigma_{\text{max}} = -0.8 \) is computed at \( \Delta n/\delta n = 2 \) for the XN model, as shown in Figure 3-5(b). Repulsive normal tractions reduce as normal separation increases, but in the case of the XN model, repulsive normal tractions are still evident at a normal separation of \( \Delta n/\delta n = 8 \). For the MP model with \( m = 1 \), the magnitude of repulsive normal tractions are significantly reduced from the XN case. Additionally, repulsive normal tractions are negligible when \( \Delta n/\delta n \geq 4 \). A further reduction is evident when \( m = 2 \), with no significant repulsive normal tractions being computed when \( \Delta n/\delta n \geq 3 \). Finally, it is demonstrated in Figure 3-5(b) that no repulsive normal tractions are computed during the normal separation phase when \( m = 5 \). Again, this corresponds to the potential plot of Figure 3-4(c), in which the reduced zone in which repulsive normal tractions are computed does not coincide with the separation path.

MP model potential surfaces for the case of \( q < 1 \) (work of mode II separation less than work of mode I separation) are presented in Figure 3-6. Specifically, it is assumed that \( q = 0.43 \), as is commonly implemented for the XN model. The case of \( m = 0 \) (the XN model) is presented in Figure 3-6(a). Once again a separation path is illustrated in which a mixed-mode separation is followed by a normal
separation. As detailed in the XN section of the current study, residual normal tractions must be overcome during the second (normal) phase of the separation despite the preceding full mixed-mode separation. As illustrated in Figure 3-6(b) and (c) for \( m = 1 \) and \( m = 5 \) respectively, the zone in which residual normal tractions are computed is reduced as the parameter \( m \) is increased. Hence, for \( m = 5 \) no residual normal tractions are computed during the second (normal) phase of the separation. Once again it is worth mentioning that the MP model is identical to the XN model in pure mode I and mode II separation.

Figure 3-7 (a) shows, for \( q = 0.43 \), the tangential traction-separation curves for mixed-mode separation (20° to the mode II axis) for the XN model and for the MP model with \( m = 1, 2 \) and 5. For all cases the tangential tractions reduce to zero at a tangential separation of \( \Delta_t / \delta_t = 3 \). However, it should be noted that an increase in the parameter \( m \) leads to an increase in the computed peak tangential traction beyond the peak mode II traction (\( \tau_{\text{max}} \)). For the case of \( m = 5 \), a peak tangential traction of \( T_t / \tau_{\text{max}} \approx 1.7 \) is computed during the first (mixed-mode) phase of the deformation. The reduction of the residual normal traction zone for high values of \( m \) results in a strong influence of the normal work of separation \( \phi_n \) on mixed-mode separations, even when the mode angle is tending towards mode II. Figure 3-7(b) shows the normal traction-separation curves during the second (normal) phase of the separation path, when tangential separation is held constant at a value of \( \Delta_t / \delta_t = 5 \). No residual tractions are computed for the MP model for \( m = 5 \), as the mixed-mode path followed during the first phase of the deformation extends beyond the residual normal traction zone of the potential surface. However, as \( m \) is reduced, the magnitude and region of residual normal tractions is increased. For \( m = 1 \) a residual normal traction of \( T_n / \sigma_{\text{max}} = 0.3 \) is computed at \( \Delta_n / \delta_n = 2 \). When \( \Delta_n / \delta_n \geq 4 \), computed residual normal tractions are not significant. However, for the XN model (\( m = 0 \)), residual normal tractions are still evident when the normal separation is increased to \( \Delta_n / \delta_n = 6 \).

Figure 3-8 shows the potential surface for the MP model (\( m = 1 \)) for the case of \( q = 1 \). It should be recalled that the XN model fails to correctly penalise mixed-
mode over-closure for $q = 1$ (see Figure 3-2(b)), with a negative gradient of $\emptyset$ in the tangential direction leading to repulsive tangential tractions. In contrast to the XN model, increasing over-closure in the MP model is accompanied by increasing gradients of $\emptyset$ in the tangential direction. This leads to an increasing penalisation of tangential separation with increasing normal over-closure, resulting in a physically realistic penalisation of mixed-mode over-closure. It should be noted however, that for $\Delta_t/\delta_t > 1$ the gradient of $\emptyset$ in the tangential direction becomes negative, leading to reduced penalisation of tangential separation, and repulsive tangential tractions at high values of $\Delta_t/\delta_t$. Despite this limitation, the MP model represents an improvement on the XN model where resistance to tangential separation is reduced for the entire over-closure regime. The relationship between tangential traction and normal separation for the MP model for $q = 1$ is further examined in Figure 3-8(b). The XN model ($m = 0$) is included for comparison, again highlighting the unphysical reduction in maximum tangential traction, $T_{t,max}$, with increasing normal over-closure ($\Delta_n < 0$). In contrast to the XN model, the MP model correctly penalises mixed-mode over-closure, with maximum tangential traction increasing with increasing normal over-closure for all cases considered. An increase in the coupling parameter, $m$, results in an increased penalisation of mixed-mode over-closure. In separation ($\Delta_n > 0$), the MP relationship between $T_{t,max}$ and $\Delta_n$ is very similar to the XN model. However, as highlighted in Figure 3-8(c) for $m = 5$ a slight increase in $T_{t,max}/\tau_{max}$ to a value of 1.11 can be observed for $0 < \Delta_n/\delta_n < 0.35$. This affect is less pronounced for $m = 2$ and is not significant for $m = 1$. 
3.2.2. Non-Potential-Based Formulations

3.2.2.1. Van den Bosch (VB) Formulation

A recent study has proposed an improved cohesive zone model for mixed-mode conditions (van den Bosch et al., 2006). Essentially this model uses the traction-separation equations for the XN CZM for \( q = 1 \) and then applies independent scaling factors in the normal and tangential directions to prescribe the peak tractions. The resultant traction-separation relationships are given as:

\[
T_n = \frac{\Phi_n}{\delta_n} \frac{\Delta_n}{\delta_n} \exp \left( -\frac{\Delta_n}{\delta_n} \right) \exp \left( -\frac{\Delta_t^2}{\delta_t^2} \right) \tag{3.14}
\]

\[
T_t = 2 \left( \frac{\Phi_t}{\delta_t} \frac{\Delta_t}{\delta_t} \left( 1 + \frac{\Delta_n}{\delta_n} \right) \exp \left( -\frac{\Delta_n}{\delta_n} \right) \exp \left( -\frac{\Delta_t^2}{\delta_t^2} \right) \right) \tag{3.15}
\]

\( \Phi_n \) and \( \Phi_t \) (the work of mode I and mode II separation, respectively) are independent model parameters. Traction-separation relationships are not derived from a potential function, so the work done during mixed-mode separation is path-dependent, in contrast to the XN CZM. Such a non-potential CZM eliminates several problems associated with mixed-mode separation (as described in the previous section). However, given that this model is based on XN traction-separation relationships for \( q = 1 \), unphysical behaviour is similarly computed in mixed-mode over-closure. This is illustrated in Figure 3-9(a), which shows the work done when a normal displacement of \( \Delta_{n,\text{max}} \) is followed by a complete tangential separation, whereby \( \Delta_t \) increases from 0 to \( \infty \). In addition to total work, the work of normal separation and the work of tangential separation are plotted and both normal separation and over-closure are considered. Model parameters are chosen such that \( \Phi_t = 0.34\Phi_n \) so that \( \tau_{\text{max}} = 0.8\sigma_{\text{max}} \). Firstly, as shown in Figure 3-9(a), this model provides a monotonic increase in total work with increasing \( \Delta_{n,\text{max}} \) as reported previously by van den Bosch et al. (2006). However, focusing on the over-closure regime, the work of tangential separation
reduces with increasing normal over-closure. In fact, for large values of normal over-closure \( (\Delta_n/\delta_n < -1) \) negative tangential work is computed, resulting in repulsive tangential forces. A case study is presented in Chapter 4 of this thesis to demonstrate that this unphysical behaviour in mixed-mode over-closure can lead to inaccurate simulation of coating buckling from a stent surface.

3.2.2.2. Non-Potential-Based (NP1) Formulation

In order to correct the unphysical behaviour of the VB CZM in mixed-mode over-closure, a modified form of the tangential traction-separation relationship, proposed by McGarry et al. (2012), is presented in this section. The term \( (1 + \frac{\Delta_n}{\delta_n}) \) in Equation (3.15) is removed, thus eliminating reductions in peak tangential traction during mixed-mode over-closure. The resultant traction-separation relationships are expressed as:

\[
T_n = \sigma_{max} \exp(1) \left( \frac{\Delta_n}{\delta_n} \right) \exp \left( -\frac{\Delta_n}{\delta_n} \right) \exp \left( -\frac{\Delta^2_t}{\delta^2_t} \right) \tag{3.16}
\]

\[
T_t = \tau_{max} \sqrt{2} \exp(1) \left( \frac{\Delta_t}{\delta_t} \right) \exp \left( -\frac{\Delta_n}{\delta_n} \right) \exp \left( -\frac{\Delta^2_t}{\delta^2_t} \right) \tag{3.17}
\]

where \( \sigma_{max} \) and \( \tau_{max} \) are the peak tractions for mode I and mode II separation, respectively.

Figure 3-9 (b) shows the work done when a normal displacement of \( \Delta_{n,max} \) is followed by a complete tangential separation again with \( \tau_{max} = 0.8 \sigma_{max} \). The tangential work, \( W_t \), increases with increasing normal over-closure, providing a physically realistic representation of mixed-mode over-closure, in contrast to the VB model. However, it should be noted that a slight reduction in \( W_{total} \) is computed as \( \Delta_{n,max} \) initially increases from 0. This is due to a rapid decrease in tangential work as \( \Delta_{n,max} \) increases from 0. This is in contrast to the monotonic increase in \( W_{total} \) computed by the VB model (Figure 3-9 (a)).
3.2.2.3. Non-Potential-Based (NP2) Formulation

It should be noted that the three CZMs presented thus far (XN, VB and NP1) have different forms for mode I and mode II separation. In all three cases normal tractions for mode I separation are of the form \( \left( \frac{\Delta_n}{\delta_n} \right) \exp \left( - \frac{\Delta_n}{\delta_n} \right) \) while tangential tractions for mode II separation are of the form \( \left( \frac{\Delta_t}{\delta_t} \right) \exp \left( - \frac{\Delta_t^2}{\delta_t^2} \right) \). Therefore, no model parameters can be chosen so that identical mode I and mode II traction-separation relationships are obtained for these three models. In order to overcome this limitation, a non-potential-based formulation (NP2) is presented:

\[
T_n = \sigma_{\text{max}} \exp(1) \left( \frac{\Delta_n}{\delta_n} \right) \exp \left( - \frac{\Delta_n}{\delta_n} \right) \exp \left( - \frac{\Delta_t^2}{\delta_t^2} \left( \sqrt{2} - 1 \right) \right) \quad (3.18)
\]

\[
T_t = \tau_{\text{max}} \exp(1) \left( \frac{\Delta_t}{\delta_t} \right) \exp \left( - \frac{\Delta_t^2}{\delta_t^2} \right) \exp \left( - \frac{\Delta_n}{\delta_n} \left( \sqrt{2} - 1 \right) \right) \quad (3.19)
\]

This model provides identical behaviour in mode I and mode II separation when \( \sigma_{\text{max}} = \tau_{\text{max}} \) and \( \delta_n = \delta_t \). Additionally, it can easily be demonstrated that identical normal and tangential components of the traction vector are obtained for 45° mixed-mode separation (\( \Delta_n = \Delta_t \)).

In order to assess the mixed-mode behaviour of NP2 when \( \tau_{\text{max}} \neq \sigma_{\text{max}} \), Figure 3-9(c) shows the work done when a normal displacement of \( \Delta_{n,\text{max}} \) is followed by a complete tangential separation when \( \tau_{\text{max}} = 0.8 \sigma_{\text{max}} \). Firstly, in contrast to the VB model (Figure 3-9(a)) and to NP1 (Figure 3-9(b)), it should be noted that the ratio the of work of mode I separation to the work of mode II separation is identical to the ratio of \( \sigma_{\text{max}} \) to \( \tau_{\text{max}} \), as expected given the identical forms of mode I and mode II traction-separation. A drawback of NP2 is that a monotonic increase in \( W_{\text{total}} \) is not obtained for increasing \( \Delta_{n,\text{max}} \) with a maximum value of
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$W_{total}$ being computed at $\frac{\Delta_{n,\text{max}}}{\delta_n} \approx 4.4$. Next, considering NP2 in over-closure, tangential work increases with increasing normal over-closure, providing physically realistic mixed-mode over-closure similar to that of NP1.

### 3.2.2.4. Separation Magnitude Coupling (SMC) Formulation

Finally, a third non-potential-based model is considered (SMC) in which the effective separation $(\frac{\Delta^2_n}{\delta^2_n} + \frac{\Delta^2_t}{\delta^2_t})$ is used to couple the normal and tangential interface tractions, as shown in Equations (3.20) and (3.21):

$$T_n = \sigma_{\text{max}} \exp(1) \left( \frac{\Delta_n}{\delta_n} \right) \exp \left( -\sqrt{\frac{\Delta_n^2}{\delta_n^2} + \frac{\Delta_t^2}{\delta_t^2}} \right)$$  \hspace{1cm} (3.20)

$$T_t = \tau_{\text{max}} \exp(1) \left( \frac{\Delta_t}{\delta_t} \right) \exp \left( -\sqrt{\frac{\Delta_n^2}{\delta_n^2} + \frac{\Delta_t^2}{\delta_t^2}} \right)$$  \hspace{1cm} (3.21)

This model provides identical behaviour in mode I and mode II separation when $\sigma_{\text{max}} = \tau_{\text{max}}$ and $\delta_n = \delta_t$. Additionally, it is clear that the traction magnitude $\sqrt{T_n^2 + T_t^2}$ is independent of the mode mixity, depending only on the effective separation. Considering the mixed-mode behaviour of SMC when $\tau_{\text{max}} \neq \sigma_{\text{max}}$, Figure 3-9(d) shows the work done when a normal displacement of $\Delta_{n,\text{max}}$ is followed by a complete tangential separation when $\tau_{\text{max}}=0.8 \sigma_{\text{max}}$. In contrast to the NP2 formulation, SMC provides a monotonic increase in $W_{total}$ for increasing $\Delta_{n,\text{max}}$. However, it is clear from Equations (3.20, 3.21) and from Figure 3-9(d) that the SMC formulation provides identical traction-separation behaviour in over-closure and in separation. Therefore, as over-closure is not penalised in a physically realistic fashion it is suggested that the SMC model should be used for separation ($\Delta_n \geq 0$) only. In cases where both separation and over-closure may be encountered the SMC model could be used in separation with the NP2 formulation being used in over-closure. Such a scheme is computationally feasible.
as the NP2 and SMC CZMs have an identical mode II traction-separation relationship.

3.2.2.5. Comparison of NP1, NP2 and SMC Formulations

In summary, three non-potential-based cohesive zone formulations have been presented in order to achieve physically realistic coupling between normal and tangential tractions in mixed-mode separation and mixed-mode over-closure. Figure 3-10(a) demonstrates that maximum normal traction, $T_{n,max}$ reduces with increasing tangential separation for all models (NP1, NP2, SMC). The details of the coupling differ between models with the steeper coupling terms ($\exp - (\Delta_t^2/\delta_t^2)$) of NP1 leading to the disappearance of normal tractions at a low tangential separation ($\Delta_t/\delta_t \approx 3$) in contrast to NP2 and SMC. Figure 3-10(b) demonstrates that maximum tangential traction, $T_{t,max}$, reduces with increasing normal separation ($\Delta_n/\delta_n > 0$) for all models (NP1, NP2, SMC). However, as previously stated, only NP1 and NP2 provide a physically realistic penalisation of mixed-mode over-closure.

3.2.3. Mixed-Mode Comparison of Cohesive Zone Formulations for All Separation Angles

Finally, the ability of each model to provide mode-independent interface behaviour is considered. Again, model parameters are chosen such that $\sigma_{max} = \tau_{max}$ with separations at peak traction being identical for mode I and mode II separation. In Figure 3-11(a) the maximum traction magnitude ($|T|_{max} = \max(\sqrt{T_n^2 + T_t^2})$) is plotted as a function of separation mode angle, $\theta$, where $\theta = Tan^{-1}(\Delta_n/\Delta_t)$. A plot of the separation magnitude at which $|T|_{max}$ occurs ($|\Delta|_{max}$) is shown in Figure 3-11(b). As specified in Equations (3.20-3.21), the SMC formulation provides a mode-independent response. For NP2, identical behaviour is obtained for mode I, mode II and pure mixed-mode ($\theta = \pi/4$) separation. For NP1, the VB and XN models, the peak traction is highly mode-dependent, as is the separation magnitude at which it occurs. It should again be noted that while in Figure 3-11 model parameters are chosen so that $|T|_{max}^{\theta=0} =$
$|T|_{\text{max}}^{\theta=\pi/2}$ and $|\Delta|_{\text{max}}^{\theta=0} = |\Delta|_{\text{max}}^{\theta=\pi/2}$, the form of the traction-separation curve is different for mode I and mode II separation for NP1, VB and XN models.

### 3.3. Results and Discussion

In this chapter a thorough analysis of the potential-based XN CZM in mixed-mode separation and over-closure is performed. It is demonstrated that derivation of traction-separation relationships from a potential function results in non-physical behaviour under mixed-mode conditions. Specifically, repulsive normal tractions can be computed by potential-based CZMs during mixed-mode separation if $\Theta_t > \Theta_n$. Similarly, positive/adhesive residual normal tractions can be computed by potential-based CZMs following mode II or mixed-mode separation if $\Theta_t < \Theta_n$. In the present chapter, a modified potential-based (MP) cohesive zone model is presented in which the zone in which repulsive ($\Theta_t > \Theta_n$) or residual ($\Theta_t < \Theta_n$) normal tractions occur is reduced. It is demonstrated that the MP model can eliminate the computation of repulsive normal tractions following full mixed-mode separation when $\Theta_t > \Theta_n$, without significantly altering the maximum tangential traction from the prescribed value, during mixed-mode separation. Considering that several experimental studies report that $\Theta_t > \Theta_n$ (Dollhofer et al., 2000; Warrior et al., 2003; Yang et al., 2001), the MP model provides a significant improvement on the XN model for mixed-mode applications. While the MP model has the ability to eliminate residual normal tractions for mixed-mode separations when $\Theta_t < \Theta_n$, it suffers from the drawback that maximum tangential traction are altered from the prescribed value. While the MP model offers significant improvements on the XN model for mixed-mode separation, it is very important to note that no potential-based model can avoid the computation of repulsive normal tractions following pure mode II separation if $\Theta_t > \Theta_n$. Previous studies of potential-based models have set the normal traction if the normal traction exceeds a certain value (Park et al., 2009) to overcome this problem. However, non-potential CZMs such as those presented in this study must be used to fully eliminate the possible computation of repulsive normal tractions during mixed-mode separation.
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The XN model provides physically realistic coupling under mixed-mode separation only if the work of mode I and mode II separation are equal \((q = 1)\). Based on this observation van den Bosch et al. (2006) proposed a coupled non-potential CZM (the VB model) that provides physically realistic coupling during mixed-mode separation. Using the XN traction-separation equations for \(q = 1\), independent scaling factors were applied to the expressions for normal and tangential tractions in order to simulate cases where \(\phi_t \neq \phi_n\). However, similar to the XN model for \(q = 1\), the VB model does not provide correct penalisation of mixed-mode over-closure, with peak tangential tractions decreasing with increasing over-closure, becoming repulsive when the normal over-closure exceeds the characteristic distance. An alternative model (NP1) that is identical to the XN and VB models in pure mode I and pure mode II separation is presented, again with physically realistic coupling in mixed-mode separation. However, in contrast to the VB model, NP1 provides a physically realistic coupling in mixed-mode over-closure, i.e. the peak tangential traction increases with normal over-closure and repulsive tangential tractions are never computed. In a follow on case study in Chapter 4 of this thesis, it is demonstrated that excessive mixed-mode over-closure is computed at a stent-coating interface by the VB model, leading to an erroneous prediction of coating stress and buckling.

A potential limitation of the XN, MP, VB and NP1 formulations is that identical traction-separation relationships cannot be specified for mode I and mode II separation. Even if peak mode I and mode II tractions are equal \((\sigma_{max} = \tau_{max})\) and occur at the same effective separation \((\sqrt{\sum \delta_n} = \delta_t)\) the work of tangential separation will be lower than the work of normal separation \((q \approx 0.607)\). Therefore, an additional formulation (NP2) is presented in this chapter that provides identical “effective traction”-“effective separation” relationships for 90° (mode I), 0° (mode II) and 45° (pure mixed-mode) separation in addition to providing physically realistic behaviour in mixed-mode over-closure. A formulation (SMC) is also considered in which the effective separation is used for mixed-mode coupling, following from the work of Tvergaard and Hutchinson (1993), providing mode-independent behaviour in separation but no penalisation.
of over-closure. It is demonstrated that NP2 provides a closer approximation to the mode-independent separation behaviour of SMC than the XN, VB or NP1 formulations. Given that NP2 is identical to SMC for 90° (mode I), 0° (mode II) and 45° (pure mixed-mode) separation, a framework can be readily implemented in which NP2 is applied if $\Delta_n < 0$ and SMC is applied if $\Delta_n \geq 0$.

The present study presents for the first time a complete characterisation of the well established XN model under conditions of mixed-mode separation and over-closure. The study by van den Bosch et al. (2006) provides a partial characterisation of the problems associated with the XN model, focusing on mixed-mode tractions when $q \leq 1$ ($\phi_t \leq \phi_n$). It was correctly reported that residual positive normal tractions can be computed following complete tangential separation. However, an incorrect expression for maximum residual normal traction was reported as it was assumed that the peak normal traction occurs at $\Delta_n/\delta_n = 1$ when $\Delta_t/\delta_t \rightarrow \infty$. In the present study it is demonstrated that peak normal tractions occur at $\Delta_n/\delta_n = r + 1$ when $\Delta_t/\delta_t \rightarrow \infty$ and that the maximum residual traction is given as

$$\frac{T_{n,max}}{\sigma_{max}} = -\exp(-r)(1 - q/r - 1).$$

Importantly, it is also demonstrated that negative (repulsive) normal tractions are computed when $\Delta_n/\delta_n < r$, when $r = q$ ($q \neq 1$). It can therefore be concluded that a large value for the $r$ parameter of the XN model should not be adopted in an effort to minimise residual normal tractions when $\Delta_t/\delta_t \rightarrow \infty$. In the present study it is shown that both repulsive normal and repulsive tangential forces can be computed during mixed-mode separation when $q < r$. 
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3.4. Conclusion

In conclusion, a rigorous analysis of potential-based and non-potential-based cohesive zone formulations in mixed-mode over-closure and separation is presented in this chapter. The presented analyses provide valuable guidance for future implementation of the Xu-Needleman (XN) model and related potential-based CZMs for problems involving mixed-mode separation and over-closure. Repulsive normal tractions are computed for the XN model during mixed-mode separation if the work of tangential separation exceeds the work of normal separation ($\phi_t > \phi_n$) while positive residual normal tractions are computed following mode II or mixed-mode separation if $\phi_t < \phi_n$. Additionally, the XN model fails to provide correct penalisation of mixed-mode over-closure when the work of normal and tangential separation are equal ($q = 1$), with peak tangential tractions decreasing with increasing over-closure, becoming repulsive when the normal over-closure exceeds the characteristic distance. An alternative potential-based CZM (the MP model) is presented that improves upon the performance of the XN model under mixed-mode conditions. However, residual tractions cannot be fully eliminated for all mixed-mode separation paths using a potential-based formulation unless the work of normal and tangential separation are equal ($\phi_t = \phi_n$). A non-potential-based model (NP1) is presented which improves upon the performance of the VB model (van den Bosch et al., 2006) under conditions of mixed-mode over-closure. Finally, two non-potential-based models are presented that provide the option of achieving identical mode I and mode II behaviour, while providing reasonable coupling under mixed-mode conditions.

Further assessment of the performance of each CZM during mixed-mode interface separation and mixed-mode interface compression is presented in Chapter 4 using computational (finite element) analyses. A mode sensitive finite element case study is used to uncover any inherent bias towards mode I or mode II separation in CZMs. A second finite element case study is implemented to further assess the ability of CZMs to correctly penalise mixed-mode over-closure.
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Figure 3-1: Normalised work of separation ($\phi/\phi_n$) as a function of normalised normal ($\Delta_n/\delta_n$) and normalised tangential ($\Delta_t/\delta_t$) components of the interface separation vector for the XN model: (a) $q = 2$, $r = 0$; (b) $q = 0.43$, $r = 0$. (c) Normalised maximum normal traction ($T_{n,max}/\sigma_{max}$) as a function of normalised tangential separation. (d) Normalised normal traction ($T_n/\sigma_{max}$) as a function of normalised normal separation ($\Delta_n/\delta_n$).
Figure 3-2: (a) Normalised maximum tangential traction ($T_{t,max} / T_{max}$) as a function of normalised normal separation ($\Delta_n / \delta_n$) for a range of $r$ and $q$ coupling parameters. (b) Normalised work of separation ($\phi / \phi_n$) as a function of normalised normal ($\Delta_n / \delta_n$) and normalised tangential ($\Delta_t / \delta_t$) components of the interface separation vector for $q = 1$. 
Figure 3-3: (a) Normalised normal traction ($T_n/\sigma_{\text{max}}$) as a function of normalised normal separation ($\Delta_n/\delta_n$) for increasing tangential separations (b) Normalised tangential traction ($T_t/\tau_{\text{max}}$) as a function of tangential separation ($\Delta_t/\delta_t$) for increasing normal separations (c) Work of Separation as a function of normal ($\Delta_n/\delta_n$) and tangential ($\Delta_t/\delta_t$) separations. In all cases $q=0.3, r=0.5$. 
Figure 3-4: Normalised work of separation ($\Phi/\Phi_n$) as a function of normalised normal ($\Delta_n/\delta_n$) and normalised tangential ($\Delta_t/\delta_t$) components of the interface separation vector for the MP model with $q=2$ and $r=0$: (a) $m=0$ (XN mode); (b) $m = 1$; (c) $m=5$. Dotted line indicates a path comprising of mixed-mode separation followed by normal separation.

Figure 3-5: (a) Normalised tangential traction ($T_t/T_{max}$) as a function of normalised tangential displacement ($\Delta_t/\delta_t$) for $q=2$ and $r=0$ during a mixed-mode separation where $Tan^{-1}(\Delta_n/\Delta_t) = 20^\circ$. (b) Normalised normal traction ($T_n/T_{max}$) as a function of normalised normal displacement ($\Delta_n/\delta_n$) representing a normal separation subsequent to the mixed-mode separation shown in (a). Curves are shown for the XN model and the MP model ($m=1$, 2 and 5).
Figure 3-6: Normalised work of separation ($\phi_1/\phi_n$) as a function of normalised normal ($\Delta_n/\delta_n$) and normalised tangential ($\Delta_t/\delta_t$) components of the interface separation vector for the MP model with $q=0.43$ and $r=0$: (a) $m=0$ (XN model); (b) $m=1$; (c) $m=5$. Dotted line indicates a path comprising of mixed-mode separation followed by normal separation.

Figure 3-7: (a) Normalised tangential traction ($T_t/\tau_{max}$) as a function of normalised tangential displacement ($\Delta_t/\delta_t$) for $q=0.43$ and $r=0$ during a mixed-mode separation where $\tan^{-1}(\Delta_n/\Delta_t) = 20^\circ$. (b) Normalised normal traction ($T_n/\sigma_{max}$) as a function of normalised normal displacement ($\Delta_n/\delta_n$) representing a normal separation subsequent to the mixed-mode separation shown in (a). Curves are shown for the XN model and the MP model ($m=1, 2$ and $5$).
Figure 3-8: (a) Normalised work of separation ($\bar{\phi}/\bar{\phi}_n$) as a function of normalised normal ($\Delta_n/\delta_n$) and normalised tangential ($\Delta_t/\delta_t$) components of the interface separation vector for the MP model with $m=1$, $q=1$ and $r=0$. Green arrow highlights the positive gradient of $\bar{\phi}$ w.r.t. $\Delta_n$. Red arrow highlights the positive gradient of $\bar{\phi}$ w.r.t. $\Delta_t$ indicating correct penalisation of mixed-mode over-closure, with resistance to tangential separation increasing with increasing normal over-closure. (b) Normalised maximum tangential traction ($T_{t,max}/\tau_{max}$) as a function of normalised normal separation ($\Delta_n/\delta_n$) for the MP model with $q=1$ and $r=0$. Curves are shown in both separation and over-closure for $m=0$ (XN model), $m=1$, $m=2$ and $m=5$. (c) Zoomed-in plot of behaviour for low values of $\Delta_n/\delta_n$ in separation.
Figure 3.9: Normalised work performed where an interface first undergoes pure normal separation until $\Delta_n = \Delta_{n,max}$ followed by a complete tangential separation for (a) VB model: $\tau_{\text{max}} = 0.8 \sigma_{\text{max}}$, $\delta_n = \delta_t = 1$. (b) NP1 model: $\tau_{\text{max}} = 0.8 \sigma_{\text{max}}, \delta_n = \delta_t = 1$ (c) NP2 model: $\tau_{\text{max}} = 0.8 \sigma_{\text{max}}, \delta_n = \delta_t = 1$ (d) SMC model: $\tau_{\text{max}} = 0.8 \sigma_{\text{max}}, \delta_n = \delta_t = 1$

Figure 3.10: (a) Maximum normal traction, $T_{n,max}$, normalised by $\sigma_{\text{max}}$, as a function of normalised tangential separation ($\Delta_t / \delta_t$). (b) Maximum tangential traction, $T_{t,max}$, normalised by $\tau_{\text{max}}$, as a function of normalised normal separation ($\Delta_n / \delta_n$). NP1: $\delta_n = 1; \delta_t = \sqrt{2} \delta_n$, NP2: $\delta_n = \delta_t = 1$, SMC: $\delta_n = \delta_t = 1$
Figure 3-11: (a) Comparison of maximum effective traction ($|T|_{\text{max}}/\sigma_{\text{max}}$) as a function of mode angle for all CZMs. (b) Comparison of separation magnitudes at which maximum effective traction occurs ($|\Delta|_{\text{max}}/\delta_n$) as a function of mode angle for all CZMs. For all models $\sigma_{\text{max}} = r_{\text{max}}$. For XN, VB and NP1 models $\delta_\iota = \sqrt{2}\delta_n$. For NP2 and SMC models $\delta_n = \delta_\iota$. 
4. Computational Assessment of Cohesive Zone Performance in Mixed-Mode Over-closure and Separation

4.1. Introduction

While cohesive zone models have been used extensively for a wide array of applications and loading conditions, few studies have rigorously investigated the effect of coupling terms on predicted behaviour during mixed-mode interface separation and over-closure. In Chapter 3, a thorough theoretical analysis of potential-based and non-potential-based cohesive zone models (CZMs) under conditions of mixed-mode separation and mixed-mode over-closure is presented. Problems are identified with the well established potential-based Xu-Needleman (XN) model (Xu and Needleman, 1993). A modified potential-based formulation and a number of non-potential-based models are also considered. A non-potential-based formulation has previously been proposed by van den Bosch et al. (2006) (VB model) in order to provide improved coupling under mixed-mode separation. However, in Chapter 3, it is shown that the VB model does not provide correct penalisation of mixed-mode over-closure. A new non-potential-based formulation (NP1) is presented and theoretical analyses demonstrate that correct coupling in both mixed-mode separation and in mixed-mode over-closure is provided by this formulation. Noting that it is not possible to prescribe identical mode I and mode II separation behaviour for the XN, VB and NP1 formulations, a second non-potential-based formulation (NP2) is investigated. Identical traction-separation relationships in mode I, mode II and in pure mixed-mode (45°) separation are achieved for this formulation. Theoretical analyses of Chapter 3 demonstrated that this formulation also provides correct penalisation of mixed-mode over-closure. Finally, following from the work of Tvergaard and Hutchinson (1993), a model in which the coupling terms are based on the separation magnitude (SMC model)
was considered in Chapter 3 in order to provide mode-independent behaviour under displacement controlled conditions.

This chapter extends on the theoretical analysis presented in Chapter 3 by providing a finite element computational assessment of the mixed-mode behaviour of potential and non-potential-based CZMs in separation and over-closure. In the first case study, a bi-layered arch is used to assess the influence of coupling parameters on computed interface tractions. A recently developed analytical solution for the stress state at the arch interface (Parry and McGarry, 2012) is briefly described, demonstrating symmetry between shear and normal tractions, with the traction magnitude being constant along the interface. The ability of the potential and non-potential-based cohesive zone models presented in Chapter 3 to replicate the analytical solution is then analysed. It is demonstrated that the normal-tangential coupling terms in a cohesive zone formulation can significantly affect computed traction and debonding patterns at the arch interface. Proportional mixed-mode separation is computed by the SMC formulation at all points along the interface, in accordance with the analytical solution. All other formulations considered deviate from the analytical solution, displaying a bias towards either mode I or mode II separation. Hence, the bi-layered arch is used to determine the most suitable cohesive zone for the highly mode sensitive application presented in Chapter 6 (stent coating delamination).

In the second case study, a finite element assessment of CZM performance under conditions of mixed-mode over-closure is presented. Specifically, the behaviour of a coating on the compressive region of a cardiovascular stent during expansion of the stent is considered. It is demonstrated that the non-potential-based VB model fails to correctly penalise mixed-mode over-closure of the coating into the stent surface, leading to an under-prediction of coating buckling on the compressive surface of the stent. In contrast, the non-potential-based formulations presented in Chapter 3 correctly penalise mixed-mode over-closure, leading to the simulation of significant coating buckling. It’s important to emphasise that the behaviour of a coating on the compressive region of a stent is used as a test case
in order to assess of performance of CZMs under conditions of mixed-mode over-
closure. This case study, which simply challenges the ability of CZMs to penalise mixed-mode over-closure, should be distinguished from the extensive study of stent-coating delamination presented in Chapter 6, where the focus is on the tensile region of the stent hinge. The two case studies in the present chapter simply serve to select appropriate CZMs for separation and over-closure for the extensive applied studies of Chapters 6 and 7.

4.2. Methods

4.2.1. Cohesive Zone Model Formulations

In this study, mixed-mode coating behaviour is computed necessitating the use of coupled cohesive zone formulations such as those presented in Chapter 3. 2-D cohesive zone formulations are implemented in the commercial finite element software Abaqus/Standard via a user defined interface subroutine (UINTER), where traction-separation relationships and the Jacobian are defined. In the first case study, the Xu-Needleman (XN), VB, NP1, NP2 and SMC formulations are used to model the interface of a bi-layered arch. In the second case study, three non-potential-based formulations are used to predict coating buckling: the VB formulation, the NP1 formulation and finally the SMC formulation, where the NP2 formulation is implemented during coating compression(Δn < 0).

4.2.2. Finite Element Model- Case Study I- Bi-layered Arch

The bi-layered arch is shown in Figure 4-1. A 2D idealisation is implemented and horizontal displacement is applied to the base of the arch. The entire semi-circular arch is modelled to avoid computational problems which occur when a quarter-circular model is implemented; a normal traction singularity is computed at the top of the arch (θ = 0). Additionally, a multi point constraint slider boundary condition is implemented in the region at the bottom of the arch (θ = π/2) in an effort to avoid associated computational problems in this region. Specifically, the slider boundary condition is enforced to ensure that the bottom coating node,
located at the interface, moves along a line defined by two nodes on the surface of the arch. A polar coordinate system \((r, \theta)\) is used. The interface is located at \(r = R\) and the symmetry axis is also highlighted. The coating and substrate materials are identified as layers 1 and 2, of thickness \(h_1\) and \(h_2\) respectively. Elastic properties are assumed for the arch and coating materials where \(\mu_1\) and \(\mu_2\) are the shear moduli of layers 1 and 2, respectively with \(\mu_2/\mu_1 = 2.5\). A Poisson’s ratio of 0.3 is assumed. Unless otherwise stated, cohesive zone parameters are chosen so that peak mode I traction and peak mode II tractions are equal \((\sigma_{max}/E_c = \tau_{max}/E_c = 0.0001)\) with the peak occurring at the same effective separation in mode I and mode II separation \((|T|_{\theta=0}^{\theta=\pi/2} = |T|_{\theta=\pi/2}^{\theta=\pi/2}; |\Delta|_{\theta=0}^{\theta=\pi/2} = |\Delta|_{\theta=\pi/2}^{\theta=\pi/2})\).

### 4.2.3. Finite Element Model- Case Study II-Stent Coating Buckling

The associated stent and coating geometry for case study II is shown in Figure 4-2. A 2D unit cell idealisation is utilised based on a commercially available stent design (McGarry et al., 2004) and stent deployment is simulated by imposing displacement boundary conditions on the strut ends. 316L stainless steel elastic-plastic material properties are assumed for the stent (Young’s modulus 200GPa; Yield stress 264MPa; Ultimate tensile strength 595MPa; \(\nu=0.3\)) (McGarry et al., 2007). A porous titanium alloy coating (TiNOx) is simulated with properties assigned based on the literature (Young’s modulus 92GPa; Yield stress 702.5MPa; Ultimate tensile strength 756.5MPa, \(\nu=0.35\)) (Asaoka et al., 1985). An interface strength of \(\tau_{max} = \sigma_{max} = 50MPa\) is used for each cohesive zone model and interface characteristic distances are chosen so that peak tractions occur at a separation of 25nm in both mode I and mode II separation.
4.3. Results and Discussion

4.3.1. Case Study I - Bi-layered Arch

Laminated composite circular arches are used in numerous applications. As structural members in the aerospace and marine sectors, they are appreciated for their high strength to weight ratio. This structural element is also typical of stents. The problem of multilayer circular arch deformation has been investigated within the framework of beams (Chandrashekhara and Rao, 1996; Matsunaga, 2003; Malekzadeh, 2009), using different kinematic models in order to estimate the stress distribution in the structure. An exact solution derived in the framework of two dimensional linear elasticity has been recently established (Parry and McGarry, 2012). Such a solution is of great importance to describe the normal and shear stress components at the interface between the two materials of the arch. The analytical solution provides the interface tractions prior to delamination. The different CZMs presented in Chapter 3 are examined for the case of the semi-circular arch subjected to a prescribed displacement at its base.

An analytical solution for the stress state in the arch has been developed by Parry and McGarry (2012). Tractions along the interface \( (T_n, T_t) \) can be obtained from the analytical solution:

\[
\frac{T_n(\theta)}{\mu_1} = -A \sin(\theta) \frac{U}{R} \quad (4.1)
\]

\[
\frac{T_t(\theta)}{\mu_1} = A \cos(\theta) \frac{U}{R} \quad (4.2)
\]

where the constant, \( A \), is a function of the geometric and material parameters of the bi-layered arch. \( \mu_1 \) and \( \mu_2 \) are the shear moduli of layers 1 and 2, respectively while \( R \) is the distance to the arch interface. It is worth noting that the traction magnitude \( T_{mag} = \sqrt{T_n^2 + T_t^2} \) is constant along the interface. In order to
predict the delamination of the structure, finite element calculations are carried out with the different cohesive zone models. Firstly, in order to confirm the ability of the finite element model to replicate the analytical solution, a set of calculations is carried out, for which a very small prescribed displacement, $U$, is applied, so that the decohesion remains negligible. Cohesive zone parameters are chosen so that interface tractions are an order of magnitude lower than the interface strength, i.e. the interface behaviour is in the elastic regime and no debonding occurs. Additionally, interface characteristic lengths are chosen so that the interface stiffness is several orders of magnitude stiffer than the arch materials. Contour plots of the radial stress $\sigma_r(r, \theta)$, shear stress $\sigma_{r\theta}(r, \theta)$ and the hoop stress $\sigma_{\theta\theta}(r, \theta)$ are shown in Figure 4-3. This plot shows how stresses are distributed inside the coating prior to delamination. The finite element calculation shows very good agreement with the analytical solution, except for a small region around a singularity at the base of the arch between the arch and coating materials ($r = R, \theta = \pi/2$) (Figure 4-3 (a)).

4.3.1.1. Debonding Simulations

Next, the XN, VB, NP1, NP2, and SMC cohesive zone models (CZMs) are used to predict debonding of the bi-layered arch. The elastic solution suggests that the interface provides a traction-dependent mode mixity. The mode angle depends on the coordinate along the interface, varying sinusoidally from pure mode II at the base of the arch to pure mode I at the top of the arch. The symmetry between normal and tangential tractions along the interface and the constant traction magnitude along the interface suggest that debonding patterns computed using a CZM at the interface will be highly sensitive to the normal-tangential coupling. Unless otherwise stated, cohesive zone parameters are chosen for the following analyses so that peak mode I traction and peak mode II tractions are equal ($\sigma_{max} = \tau_{max}$), with the peak occurring at the same effective separation in mode I and mode II separation. The variations of $T_n$ and $T_\ell$ along the interface at the onset of debonding are reported in Figure 4-4 (a)-(d) for the different CZMs, in addition to the analytical solution as a reference.
The traction distribution in the different models follow the general pattern of the analytical solution, namely a tensile normal traction $T_n$ increasing from $T_n = 0$ at the bottom ($\theta = \pi/2$) to a maximum value at top ($\theta = 0$). Also, as expected, the absolute value of the shear traction, $T_{\tau}$, is maximum at the bottom of the arch and decreases with increasing $\theta$, vanishing at the top. The XN model is examined in Figure 4-4 (a). The results indicate that the analytical solution is not exactly reproduced, except for pure mode I ($\theta = 0$) and pure mode II ($\theta = \pi/2$) separation. The largest gap to the analytical result is computed at $\theta = \pi/4$, where the analytical solution predicts that $|T_n| = |T_{\tau}|$. Results for the VB model presented in Figure 4-4 (b) show similar characteristics, although the discrepancy between the numerical and analytical results are slightly lower than for the XN model. Results for NP2 ($\alpha = \beta = (\sqrt{2} - 1)$) are depicted in Figure 4-4 (c). This model matches exactly the analytical solution for $\theta = 0$, $\theta = \pi/4$ and $\theta = \pi/2$. However, a clear difference with the analytical model is computed for the intermediate values of $\theta$. Finally, Figure 4-4(d) reveals that the SMC formulation accurately reproduces the analytical solution for all points along the interface.

Figure 4-5 shows the normal ($\Delta_n$) and tangential ($\Delta_{\tau}$) displacements computed at 21 equally distributed nodes along the bi-layered arch interface during arch deployment. The lines coincident with the x and y-axis are the computed displacement at the bottom ($\theta = \pi/2$) and top ($\theta = 0$) of the arch respectively. Lines indicating proportional separation at $\theta = \pi/8$, $\pi/4$ and $3\pi/8$ are shown in order to compare with computed displacements at these points along the interface. In accordance with the analytical solution, displacements at the interface occur in such a way as to maintain a constant traction ratio($T_n/T_{\tau}$) until the peak traction magnitude ($|T|_{max} = \max(\sqrt{T_n^2 + T_{\tau}^2})$) is reached.

CZM model parameters are chosen so that the peak mode I and mode II tractions are equal (i.e. $|T|_{\theta=0}^\theta=\pi/2 = |T|_{\theta=\pi/2}$) and the separation magnitude at which these peak tractions occur are also equal (i.e. $|\Delta|_{\theta=0}^\theta=\pi/2 = |\Delta|_{\theta=\pi/2}$). However, as discussed in Chapter 3, the form of the traction-separation curves are different for
mode I and mode II separation for NP1, VB and XN models. Considering firstly
the XN CZM (Figure 4-5 (a)), in order to maintain a constant traction ratio, the
form of the equations dictate that the interface displacements tend toward a mode
I type separation for $0 \leq \theta \leq \pi/4$. A reasonable agreement is computed at
$\theta = \pi/8$ between the computed displacement ratio and the displacement ratio
required for proportional loading. However, it is worth noting that there is a slight
tendency towards mode II type separation for $\theta \geq 3\pi/8$. The VB CZM predicts a
slight tendency toward mode I separation for all points along the interface (Figure
4-5 (b)). In the case of the NP2 model (Figure 4-5 (c)), separation paths tend
toward mode I for $0 \leq \theta < \pi/4$ and towards mode II type separation for
$\theta > \pi/4$. Proportional displacement is computed a $\theta = \pi/4$ as expected. Using
the SMC CZM (Figure 4-5 (d)), proportional displacement is computed at all
points along the interface. Finally, for the NP1 model (Figure 4-5 (e)), mixed-
mode separation paths tend towards the mode II axis. The peak traction magnitude
is initially reached at $\theta \approx 0.3\pi$, followed by mode II dominated debonding
characterised by increasing tangential separation.

The normal traction computed at the top of the arch ($\theta = 0$) and the tangential
traction computed at the base of the arch ($\theta = \pi/2$) are shown in Figure 4-6 for
the XN, VB, NP2 and SMC CZMs. With the exception of the SMC model, the
normal traction exceeds the tangential traction as arch displacement is increased,
with a peak normal traction being computed at $U/R \approx 2.4 \times 10^{-3}$, followed by
interface delamination. In the case of the SMC model, the normal and tangential
tractions are equal up to and beyond the peak, which occurs at a higher arch
displacement of $U/R \approx 2.6 \times 10^{-3}$. Corresponding interface separations are
shown in Figure 4-7 (normal separation at $\theta = 0$ and tangential separation at
$\theta = \pi/2$). In the case of the XN and VB models (Figure 4-7(a) and (b)) the
normal separation is initially lower than the tangential separation. However, as
arch displacement increases the normal separation at the top of the arch exceeds
the tangential separation at the bottom of the arch as the peak traction is
approached. This results from the different forms of the mode I and mode II
traction-separation relationships in the case of the XN and VB CZMs. Following
the peak traction at \( U/R \approx 2.4 \times 10^{-3} \), the normal separation at the top of the arch increases rapidly. In the case of the NP2 CZM (Figure 4-7(c)), as the form of the mode I and mode II traction-separation relationships are identical, the normal separation is equal to the tangential separation during initial arch displacement. However, similar to the XN and VB simulations, the normal separation increases rapidly following the peak traction at \( U/R \approx 2.4 \times 10^{-3} \), again leading to a mode I delamination of the arch. In the case of the SMC model (Figure 4-7(d)), normal and tangential separations are identical up to and beyond the peak (\( U/R \approx 2.6 \times 10^{-3} \)). At \( U/R \approx 2.8 \times 10^{-3} \) a bifurcation point is reached and tangential separations increase rapidly.

Figure 4-8(a) and (b) show the deformed shape of the arch with contour plots of von Mises stress for SMC and XN models prior to the initiation of debonding (\( U/R \approx 2.4 \times 10^{-3} \)). Displacement fields are amplified by a factor 100 for better visualization. Similar stress fields are computed in both layers (substrate and coating) of the arch. It should also be noted that the magnitude of mode I separation at the top of the arch and mode II separation at the bottom of the arch are similar (as revealed in Figure 4-7). However, following the initiation of debonding (\( U/R \approx 2.8 \times 10^{-3} \)) the coating is strained very differently in the case of the XN and SMC CZMs (Figure 4-8 (c) and (d)). Mode I separation at the top of the arch dominates when the XN CZM is used (and indeed when the VB and NP2 CZMs are used, as shown in Figure 4-7). In contrast, the SMC model predicts a gradual transition from mode I at the top of the arch to mode II at the bottom of the arch.

At a glance, the mode I dominance of the XN and VB simulations is somewhat surprising, given that the work of mode I separation (\( \Phi_n \)) is greater that the work of mode II separation (\( \Phi_t \)) when \( \sigma_{max} = \tau_{max} \) for these formulations. However, the analytical solution of Parry and McGarry (2012) demonstrates that the arch interface provides traction controlled mode mixity, with \( \theta = tan^{-1}(T_n/T_t) \). Finite element predictions of separation paths along the arch interface for the XN model are shown in Figure 4-9(a). Following initiation of debonding the stress in
the arch deviates from the analytical elastic solution so that traction controlled mode mixity is no longer enforced. At this point, tangential separations near the bottom of the arch are reversed as normal debonding dominates. A similar pattern is predicted using the NP2 CZM at the arch interface (Figure 4-9(b)).

A final pair of simulations is presented in Figure 4-10 where \( \theta_t = 4\theta_n \) for both the XN (Figure 4-10 (a)) and SMC (Figure 4-10 (b)) models. As expected, mode I delamination at the top of the arch dominates in both cases. However, the mode mixity along the interface is quite different for both models, with the XN predicting separation paths that lie much closer to the pure mode I axis.

### 4.3.2. Case Study II-Stent Coating Buckling

Using the VB formulation at the stent-coating interface, Figure 4-11(a) shows the computed normal and tangential separation of a point B at the coating-stent interface (see Figure 4-2) during stent deployment. The level of deployment is characterised as the circumferential strain of the stent, simply calculated as \( (L - L_0)/L_0 \), as shown in Figure 4-2. At the curved section in the region of point B the coating is compressed into the stent surface during deployment. Using the VB model this results in the computation of mixed-mode coating over-closure characterised by negative normal separations and non-zero tangential separations, as shown in Figure 4-11 (a). It can be seen that normal over-closure reaches very unrealistic levels \( \Delta_n/\delta_n \approx 60 \) during the simulation. Figure 4-11(b) shows the corresponding tangential traction-separation relationship. Initially, tangential tractions increase during over-closure at the interface. However, a peak value of tangential traction that is lower than \( \tau_{max} \) is reached, demonstrating the weakened resistance of the interface to tangential separation during mixed-mode over-closure. Following the peak, tangential traction reduces and becomes negative, despite the tangential separation being positive. This means that, instead of penalising the movement of nodes during mixed-mode over-closure, repulsive tangential tractions encourage increasing tangential separation, despite the coating being overclosed into the substrate. Figure 4-11 (c) shows the corresponding normal traction-separation behaviour at point B during stent deployment. Initially,
normal over-closure is correctly penalised. However, the computation of negative (repulsive) tangential tractions (Figure 4-11 (b)) reduces the penalisation of normal over-closure at the interface. Therefore, further over-closure at the stent-coating interface is predicted. This unphysical behaviour occurs because repulsive tangential tractions are computed by the VB model for significant mixed-mode over-closure \((\Delta_n/\delta_n < -1)\) as discussed in Chapter 3. Such repulsive tangential tractions lead to excessive tangential separations at the interface, which in turn reduce the penalisation of normal over-closure, leading to excessive mixed-mode over-closure. As demonstrated in Chapter 3, similar problems occur for the XN model during mixed-mode over-closure.

Results computed using the NP1 model at the stent-coating interface are shown in Figure 4-12. During initial stages of stent deployment, mixed-mode over-closure is computed at point B (Figure 4-2) during stent deployment with negative normal separation and non-zero tangential separation (highlighted in the insert of Figure 4-12(a)). However, in contrast to the VB model, significant normal over-closure is prevented due to the ability of the NP1 model to penalise mixed-mode over-closure. The correct penalisation of mixed-mode over-closure in the compressive region of the stent results in buckling of the coating. This buckling initiates to the right of point B. Further stent deployment leads to an increase in the buckling region. When a circumferential strain of 1.25 is reached point B is incorporated into the buckling region, as characterised by a change from normal over-closure to normal separation. The prediction of such buckling is dependent on the correct treatment of tangential traction during over-closure. The tangential traction-separation plot during stent deployment is shown in Figure 4-12(b). As coating over-closure increases during the initial stages of stent deployment, an increase in tangential separation is penalised by a sharp increase in tangential traction. When normal over-closure begins to decrease due to coating buckling a peak in tangential traction of \(T_t/\tau_{max} \approx 2.2\) is computed. As point B enters the regime of normal separation following extensive buckling the tangential movement of the node changes direction, with debonding occurring following a peak traction of \(T_t/\tau_{max} \approx -0.3\) at a tangential separation of \(\Delta_t/\delta_t \approx -0.2\), as illustrated by the
broken line in Figure 4-12(b). The increase in resistance to tangential separation during normal over-closure and the decrease in resistance to tangential separation during normal separation that is provided by the NP1 model is physically realistic and is critical for the prediction of coating buckling. For completeness, the normal traction-separation plot during stent deployment is shown in Figure 4-12(c). Again this illustrates that NP1 correctly penalises mixed-mode over-closure during initial stages of stent deployment and then correctly predicts mixed-mode separation as the coating buckles during higher deployment, with a reduced peak normal traction of $T_n/\sigma_{\text{max}} \approx 0.75$ being computed.

A similar pattern of mixed-mode behaviour at point B is predicted when the SMC model is implemented during coating separation($\Delta_n > 0$) and the NP2 formulation is utilised during coating compression($\Delta_n < 0$) (the SMC formulation is not suitable for use during interface compression as discussed in Chapter 3), as shown in Figure 4-13. Again, mixed-mode over-closure is computed at point B during early stages of stent deployment (Figure 4-13 (a)). Similar to the NP1 model, tangential traction increases during mixed-mode over-closure, increasing the resistance to tangential separation. When normal over-closure reduces with the onset of coating buckling a peak tangential traction of $T_t/\tau_{\text{max}} \approx 1.25$ is computed (Figure 4-13 (b)). While this value is lower than the peak tangential traction computed by the NP1 model, mixed-mode over-closure is successfully penalised and coating buckling is predicted at higher stent deployment, as is evident in the normal traction-separation plot of Figure 4-13(c).

Figure 4-14 shows the von Mises stress distribution on the deformed stent-coating geometry at a circumferential strain of 0.6 computed using NP1 and VB formulations (Figure 4-14 (a) and (b) respectively). Figure inserts show details of the deformed stent and coating geometry in the region of point B. Using the NP1 model, mixed-mode over-closure of the coating is correctly penalised in the compressive region of the stent. The prevention of mixed-mode over-closure results in the computation of a highly stressed region in the coating to the right of point B which results in buckling of the coating from the stent surface. As
deployment continues, the buckled region of the coating extends to point B and it separates from the stent surface, as discussed in relation to Figure 4-12. In contrast to the NP1 model, the VB model computes excessive mixed-mode over-closure at point B. As a result stresses in the coating are significantly reduced and buckling of the coating is not correctly predicted by the model as shown in Figure 4-14(b).

As shown in Figure 4-15(a), buckling of the coating from the stent surface becomes very pronounced at high levels of stent deployment (circumferential strain of 7.0) for the NP1 model. Such coating buckling during stent deployment has been observed experimentally (Basalus and von Birgelen, 2010). As demonstrated in Figure 4-11-Figure 4-14, the ability of a CZM to predict such buckling is dependent on correct treatment of mixed-mode over-closure. Figure 4-15(b) demonstrates that a similar pattern of buckling is computed by the SMC model (with the NP2 formulation is utilised during coating compression(Δn < 0)). Simulations were also performed using the NP2 formulation to describe coating separation and over-closure with predicted results very similar to those shown in Figure 4-15 (a) and (b).

4.4. Conclusion

This chapter extends on the theoretical analysis presented in Chapter 3 by providing a computational assessment of cohesive zone performance under conditions of mixed-mode separation (case study 1) and mixed-mode over-closure (case study 2). The first case study entails the simulation of the delamination of a bi-layered arch when a horizontal displacement is applied to the arch base. The previously developed analytical solution of Parry and McGarry (2012) demonstrates that in the elastic regime, prior to debonding, the arch interface enforces traction controlled mode mixity, with the ratio of normal to tangential traction depending exclusively on position along the interface. Finite element simulations reveal that the XN, VB and NP2 models provide a significant bias towards mode I delamination when σmax = τmax. The NP1 model provides a very weak resistance to mixed-mode delamination, ultimately resulting in mode II delamination of the arch. Only the SMC model provides mode-independent
behaviour up to and beyond the initiation of debonding. This case study demonstrates the importance of normal-tangential coupling terms in CZMs for mode-sensitive traction controlled conditions, as suggested by the theoretical analyses presented in Chapter 3.

In the second case study, the behaviour of a coating on the compressive region of a stent is used as a test case in order to assess of performance of CZMs under conditions of mixed-mode over-closure. The previously proposed VB CZM fails to correctly penalise mixed-mode over-closure at the compressive region of the stent surface, predicting an unphysical penetration of coating into the stent surface. Such over-closure has a pronounced influence on computed stresses in the coating and extensive coating buckling is not predicted. In contrast, the NP1 and NP2 CZMs correctly penalise mixed-mode over-closure, leading to the prediction of coating buckling patterns similar to those observed experimentally (Basalus and von Birgelen, 2010; Regar et al., 2001). This case study clearly demonstrates that a CZM must correctly penalise mixed-mode over-closure in order to predict coating buckling. The two case studies presented in this chapter are used to assess the suitability of CZMs for the highly mode-sensitive application in Chapter 6, where the stress-state at the stent-coating interface is presented as a function of the stent design parameters. Based on the theoretical analyses presented in Chapter 3 and the computational analyses presented in the present chapter, the NP2 formulation is implemented for over-closure ($\Delta_n < 0$) and the SMC formulation is implemented for separation ($\Delta_n > 0$) for the cardiovascular application studies of Chapter 6 (stent coating delamination) and Chapter 7 (aneurysm dissection). For the final cardiovascular application study presented in Chapter 8 (cyclic debonding of an endothelial cell) the potential-based XN and MP models are primarily implemented.
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Figure 4-1: Geometry of the arch and coating. Boundary conditions and applied displacements are highlighted. A polar co-ordinate system is used where $R$ is the distance to the interface. Interface tractions and displacements are computed along the interface from $\theta = 0$ to $\theta = \pi/2$.

Figure 4-2: Geometry of the stent and stent coating. Boundary conditions and applied displacement are highlighted. Point B indicates a node at the stent-coating interface in the compressive region of the stent. The initial circumferential strain ($L_o$) is also indicated.
Figure 4-3: Stress distribution plotted on the deformed geometry prior to coating delamination \((U/R = 1.014E-3)\). Comparison is made between analytical (Parry and McGarry, 2012) and finite element predictions for (a) normal stress \((\sigma_{rr})\); (b) shear stress \((\sigma_{r\theta})\) and (c) hoop stress \((\sigma_{\theta\theta})\). \(h_2/R = 1, \kappa_1 = 1.8, \kappa_2 = 1.8, \mu_2/\mu_1 = 2.5\).
Figure 4-4: Normalised traction ($T/T_{n,\text{max}}$) computed at the bi-layered arch interface for (a) XN model; (b) VB model; (c) NP2 model and (d) SMC model at arch deployment where $T_n = T_{n,\text{max}}$ at $\theta = 0$. Computational curves are solid lines whereas analytical curves are dotted lines. The normal ($T_n$) and tangential ($T_t$) traction responses are indicated in (a).
Figure 4-5: Separation paths \([\Delta_n/\delta_n] versus \Delta_r/\delta_r\) for 21 equally spaced nodes along the bi-layered arch interface for (a) XN model (b) VB model; (c) NP2 model; (d) SMC model and (e) NP1 model at an arch deployment where the peak traction magnitude \(|T|_{\text{max}}\) is reached. Proportional loading paths at \(\theta = \pi/8, \pi/4\) and \(3\pi/8\) are indicated by dotted lines. The lines coincident with the x and y-axis are the computed displacement at the bottom \((\theta = \pi/2)\) and top \((\theta = 0)\) of the arch respectively.
Figure 4-6: Normalised normal traction ($T_n/\sigma_{\text{max}}$) and normalised tangential traction ($T_t/\sigma_{\text{max}}$) computed at the bi-layered arch interface as a function of normalised arch deployment ($U/R$) for (a) XN model; (b) VB model; (c) NP2 model and (d) SMC model. Normal traction is computed at the top of the arch ($\theta = 0$) and tangential traction is computed at the bottom of the arch ($\theta = \pi/2$). The deployment at which maximum normal traction ($T_{n,\text{max}}$) is computed at the top of the arch ($\theta = 0$) is also indicated.
Figure 4-7: Normalised normal displacement ($\Delta_n/\delta_n$) and normalised tangential displacement ($\Delta_t/\delta_n$) computed at the bi-layered arch interface as a function of normalised arch deployment ($U/R$) for (a) XN model; (b) VB model; (c) NP2 model and (d) SMC model. Normal displacement is computed at the top of the arch ($\theta = 0$) and tangential displacement is computed at the bottom of the arch ($\theta = \pi/2$). The deployment at which maximum normal traction ($T_{n,max}$) is computed at the top of the arch ($\theta = 0$) is also indicated.
Figure 4-8: von Mises stress distribution ($\bar{\sigma}$) plotted on the deformed geometry at arch deployment where $T_n = T_{n,max}$ at $\theta = 0$ for (a) SMC model and (b) XN model. Computed von Mises stress distribution at arch deployment following the initiation of debonding at $\theta = 0$; $T_n < T_{n,max}$; ($U/R = 2.814E-3$) for (c) SMC model and (d) XN model. Scale 1:100.

Figure 4-9: Separation paths [($\Delta_n/\delta_n$) versus $\Delta_{\ell}/\delta_n$] for 21 equally spaced nodes along the bi-layered arch interface for (a) XN model (b) NP2 model. ($\sigma_{max} = \tau_{max} = 20MPa$).
Figure 4-10: Separation paths \([\Delta_{n}/\delta_{n}] \) versus \(\Delta_{t}/\delta_{n}\) for 21 equally spaced nodes along the bi-layered arch interface for (a) XN model (b) SMC model. \((\theta_{t} = 4\theta_{n})\).
Figure 4-11: Interface behaviour computed at point B during stent deployment using the VB model: (a) Normalised normal ($\Delta_n/\delta_n$) and tangential ($\Delta_t/\delta_t$) separation as a function of circumferential strain. (b) Normalised tangential traction ($T_t/\tau_{max}$) as a function of normalised tangential separation ($\Delta_t/\delta_t$). (c) Normalised normal traction ($T_n/\sigma_{max}$) as a function of normalised normal separation ($\Delta_n/\delta_n$).
Figure 4-12: Interface behaviour computed at point B during stent deployment using NP1: (a) Normalised normal ($\Delta_n/\delta_n$) and tangential ($\Delta_t/\delta_t$) separation as a function of circumferential strain. (b) Normalised tangential traction ($T_t/\tau_{max}$) as a function of normalised tangential separation ($\Delta_t/\delta_t$). (c) Normalised normal traction ($T_n/\sigma_{max}$) as a function of normalised normal separation ($\Delta_n/\delta_n$).
Figure 4-13: Interface behaviour computed at point B during stent deployment using SMC($\Delta_n > 0$) and NP2 ($\Delta_n < 0$): (a) Normalised normal ($\Delta_n / \delta_n$) and tangential ($\Delta_t / \delta_t$) separation as a function of circumferential strain (b) Normalised tangential traction ($T_t / T_{\text{max}}$) as a function of normalised tangential separation ($\Delta_t / \delta_t$) and (c) Normalised normal traction ($T_n / \sigma_{\text{max}}$) as a function of normalised normal separation ($\Delta_n / \delta_n$).
Figure 4-14: Coating stress distribution plotted on the deformed geometry at a stent circumferential strain of 0.6: (a) NP1 model; (b) VB model. Inserts illustrate that significant over-closure is computed by the VB model resulting in decreased coating stress and decreased buckling of the coating.
Figure 4-15: Stent stress distribution plotted on the deformed geometry at a stent circumferential strain of 7 for (a) NP1; (b) SMC (NP2 for $\Delta n < 0$). Significant buckling of the coating from the stent geometry is computed for both models similar to that observed experimentally (Basalus and von Birgelen, 2010).
5 Cardiovascular Stenting Literature Review

5.1 Introduction

Significant progress has been made in the field of interventional cardiology in the past few decades with the development of devices for atherectomy, transluminal angioplasty and stents. However, restenosis, defined as a reduction in vessel patency by 50% or more following surgery, occurs following 30-50% of bare metal stenting procedures within the first six months of stent implantation (Moses et al., 2003; Weintraub, 2007; Newsome et al., 2008). This wound-healing response is characterised by a proliferation of smooth muscle cells into the lumen of an artery following the stenting procedure. Restenosis consists of an inflammatory phase, a granulation phase and a remodelling phase. In the inflammatory phase, platelets and growth factors are activated. Neointimal formation is triggered by arterial injury caused by the stenting procedure which leads to a loss of contractility in the tunica media (Zargham, 2008). This loss of smooth muscle cell contractility facilitates the migration of smooth muscle cells into the lumen. This is defined as the granulation phase. The remodelling phase is characterised by proteoglycan and collagen synthesis. Ultimately, this narrows the previously enlarged lumen. The degree of restenosis depends on a number of patient-specific and lesion-specific factors such as, but not limited to, genetics, general patient health, lesion length and plaque burden (Regar et al., 2001). Procedure-specific factors such as stenting technique and stent design characteristics also have a significant influence on clinical outcome.

Prior to 1990 numerous researchers had experimented with the concept of implementing steel coils and meshes for maintaining vessel patency (Judkins, 1964; Rousseau et al., 1987; Dotter et al., 1983). The concept of balloon mounted stents for use in peripheral arteries was introduced by Palmaz et al. (1985). The first coronary stents were deployed in humans following percutaneous transluminal coronary angioplasty (PTCA) in France by Sigwart et al. (1987). Bare metal stents were approved for use in the United States in 1993 as an
alternative option following failed PTCA (Roubin et al., 1992; Ruygrok and Serruys, 1996). Elective coronary stent implantation was reported to significantly reduce restenosis when compared to PTCA treatment rates in two clinical trials (Serruys et al., 1994; Fischman et al., 1994) which led to the subsequent approval of bare metal stents for elective use by the Food and Drug Administration (FDA, 2012). Despite, these advancements, severe stent thrombosis was still reported following bare metal stent implantation in numerous trials (Ruygrok and Serruys, 1996; Coolong and Mauri, 2006; Serruys et al., 1991). Various anticoagulation treatments were administered to alleviate thrombosis rates including warfarin, heparin, aspirin and dextran (Fischman et al., 1994). Overall rates of stent thrombosis and death were higher following bare metal stent procedures than PTCA alone (Serruys et al., 1994; Fischman et al., 1994). The replacement of anticoagulation treatment with dual antiplatelet therapy (aspirin and Clopidogrel) and the use of high balloon pressures to improve stent apposition led to a significant reduction in bare metal stent thrombosis rates. However, mortality rates as high as 9.5% due to bare metal stent thrombosis have been recently been reported (Chen et al., 2006).

5.2 Surface Treatments

It is understood that bare metal surface properties can trigger the adherence of inflammatory cells which eventually leads to intimal hyperplasia and restenosis (Tepe et al., 2006). A number of manufacturing methods have been developed in order to enhance stent surface quality including electropolishing, sandblasting, photochemical etching, waterjet cutting and radioactivity in an effort to inhibit restenosis (DeScheerder et al., 1997; Thierry et al., 2000; Albiero et al., 2000; Tepe et al., 2006). In the study of DeScheerder et al. (1997), electrochemical polishing was used to enhance the surface characteristics of stainless steel stents. A rat model was implemented and thrombogenicity rates were assessed using Cr-labelled and fibrinogen platelets. Significantly lower thrombogenicity was reported for the polished stents when compared to controls. Decreased neointimal hyperplasia was also reported in a porcine model. The majority of coronary stents are fabricated by laser cutting from tubing (Stoeckel et al., 2002; Mariano and
Sangiorgi, 2009). However, the laser cutting process produces a heat-affected zone at the cutting edge which must be subsequently removed. In contrast, waterjet cutting does not produce a heat-affected zone. Instead, a focused jet of water containing abrasive additives is used to cut the material. Photochemical etching has also been used to produce commercially available stents by machining away specific locations through a corrosion process (Stoeckel et al., 2002). Sterilisation techniques including ethylene oxide, acid and steam treatments have also been used in an effort to enhance the surface finish of nitinol stents (Thierry et al., 2000). Radioactive stents work by continuously delivering ionizing radiation at very low uniform dosages according to the half-life of the specific radioisotopes being implemented. They have been shown to inhibit smooth muscle cell proliferation and neo-intima formation (Fischell and Hehrlein, 1998; Carter Do and Fischell 1998; Rubin et al., 1998). However, clinical trials have shown restenosis occurring at the edge of these stents (Albiero et al., 2000). Surface processing has also been performed on stents to create porous surfaces to accommodate anti-proliferative drugs (Tsujino et al., 2007). This can be done through laser cutting (Serruys et al., 2005), stent sculpturing (Tsujino et al., 2007) and surface modification by sandblasting and (Wessely et al., 2005).

5.3 Stent Manufacturing and Design

A large number of stents are produced by laser-cutting from a tube configuration. Balloon expandable stents are typically cut in the crimped position. Wires can be formed into stents by using a range of techniques including braiding, coiling and knitting (Stoeckel et al., 2002). Closed-cell designs are fabricated by welding at specific points along the stent. Stoeckel et al. (2002) described a closed cell design as one where all internal inflection points are connected by bridging elements. In contrast, in an open cell design not all inflection points are joined by connecting elements. A range of stent designs including helical spiral (Meng et al., 2006) and woven designs (Maetani et al., 2007) are commercially available.

A number of key design properties are required to ensure stent functionality including good radiopacity, low profile, high radial strength, flexibility, strength,
biocompatibility and corrosion resistance (Gunn and Cumberland, 1999; Regar et al., 2001; Stoeckel et al., 2002). One of the key requirements of good stent design is trackability or the ease with which the device can be guided to the target vessel site. The implementation of thinner struts leads to more flexible device with reduced cross-sectional area or low profile. Stent struts impose deep vascular trauma when compared to the more uniform deformation of the arterial wall caused by balloon angioplasty. It was reported in a clinical trial investigation that thinner struts lead to reduced restenosis rates (Kastrati et al., 2001). This finding was also suggested by Briguori et al. (2002). However, some studies have reported no significant differences in restenosis rates for thin or thick strut designs at follow up (Moreno et al., 2004). There are limits to the design criteria however. The use of thinner struts requires the need for high strength materials. However, high elastic recoil is associated with high strength materials as it is more difficult to produce plastic deformation at acceptable balloon expansion pressures (O’Brien and Carroll, 2009). The choice of strut thickness has also been shown to affect the wall shear stress distribution inside a stented coronary artery in a recent computational study (Balossino et al., 2008). The influence of stent coating thickness on delamination was demonstrated in a recent computational study where thicker stiff coatings were shown to debond at lower levels of stent deployment (Hopkins et al., 2010). An analytical study has demonstrated that strut length is an important design parameter in controlling the ratio between peak normal and shear tractions along a stent-coating interface (Parry and McGarry, 2012).

### 5.4 Stent Materials

Low material yield stress and high elastic moduli are required so that stents are plastically deformed at manageable balloon pressures and produce minimum recoil respectively (Stoeckel et al., 2002). Recoil has been identified as one of the contributory factors of the restenosis response (Lafont et al., 1995). Significantly greater thrombosis rates have been associated with copper stents when compared to steel stents (Wilczek et al., 1996a), leading to the adoption of steel for stenting application. Stainless steel (316L alloy) is the most common material used for
stents due to its low carbon content and good corrosion resistance due to a chromium oxide layer (Hara et al., 2006). It is easily deformable in its fully annealed condition and therefore ideal for balloon expansion (Stoeckel et al., 2002). Due to its high iron content (60-65 wt % pure Fe) and low density, it is a poorly visible fluoroscopic material and is not MRI compatible. The release of nickel, molybdenum and chromate ions from stainless steel has been reported to induce intimal hyperplasia (Koster et al., 2000).

Cobalt chromium (Co-Cr) has also been implemented for stenting applications. It exhibits excellent radial strength due to its high elastic modulus (Stoeckel et al., 2002). The strength of the material is attractive from a design perspective as it is desirable to use thinner stent struts for low profile designs. Co-Cr is also radiopaque and MRI-compatible (Kereiakes et al., 2003; Klocke et al., 2005). A Cobalt-Chromium-Molybdenum alloy, MP35N, has been developed exhibiting increased strength, density and radiopacity in comparison to stainless steel (Sketch et al., 2005). This has allowed for very thin strut design (0.0036 inches).

Nickel-Titanium, also known as Nitinol, is commonly chosen for both coronary and peripheral stenting procedures. It constitutes 49-58% nickel and the remaining portion is titanium (Sumita and Teoh, 2004). Its corrosion resistance and biocompatibility is attributed to a homogenous oxide layer mainly composed of TiO$_2$ (Thierry et al., 2000). It is the most widely used material for self-expanding stents and can recover elastic deformations of about 10%. This large elastic range of deformation, known as superelasticity is the result of thermo-elastic martensitic transformation (Stoeckel et al., 2002). It exhibits shape memory properties as well as good biocompatibility and radial force. However, the release of nickel ions and their associated toxicity affects have been reported in cardiovascular and orthopaedic applications (Heintz et al., 2001; Berger-Gorbet et al., 1996).

Titanium oxide surface treatments have been carried out to inhibit these toxicity affects (Maitz and Shevchenko, 2006). Nitinol visualisation is possible under MRI but most stent deployment is conducted under fluoroscopy. Platinum-iridium (Pt-Ir) alloy is also used for stent applications. This alloy exhibits excellent radiopacity and it is possible to capture 3-D images of the lumen of the stent using
MRI (Trost et al., 2004). Although this material exhibits good corrosion resistance, it has very poor mechanical properties (Park and Kim, 1995) which make it unsuitable for most stenting applications.

Tantalum exhibits good radiopacity due to high density as well as excellent corrosion resistance due to a highly stable surface oxide layer. It is MRI compatible due to its non-ferromagnetic properties. However, it demonstrates inferior radial force and poor yield stress in comparison to other stent materials and is therefore susceptible to fracture (Zitter and Plenk Jr, 1987; Lau et al., 2004). This necessitates the use of lower balloon pressures which can lead to recoil. Tantalum stents are commercially available in Canada, Europe and Japan although they are not approved for use in the United States (Ozaki et al., 1995). Polyethylene terephthalate (PET) has also been proposed as a stent material due to its high radial strength and suitable material properties. In the study of Murphy et al. (1992), PET was implanted in the coronary arteries of a porcine model. However, follow up showed a chronic inflammatory response with intense neointimal hyperplasia that resulted in complete vessel occlusion. Another concern with PET stents is poor radiopacity (Wilczek et al., 1996b).

Biodegradable stents have received much attention in recent years. These stents allow for vessel accessibility for further intervention, if required, providing an attractive alternative to permanent stent implantation. Additionally, it is believed that permanent stent implantation could promote long-term complications such as inflammatory reactions and thrombus formation. The first biodegradable stent made from poly-l-lactic acid (PLLA) was implanted in a canine model by Stack et al. (1988). The first generation of biodegradable stents were produced using poly-L-lactate (Tanguay et al., 1994; Colombo and Karvouni, 2000). As well as having sufficient radial strength, animal models suggested that these stents produce less neointimal thickening and less inflammatory responses. In the study of Tamai et al. (2000), a high molecular weight PLLA stent was deployed in 15 human patients with no major cardiac events observed. In the study of Heublein et al. (2003), a magnesium AE21 alloy biodegradable stent was deployed in porcine models. It was reported that struts endothelialised readily, stent corrosion occurred
within the endothelium and neointimal growth significantly abated as strut thickness reduced. A clinical study was conducted by Waksman et al. (2009) to assess the performance of a WE43 alloy magnesium bioabsorbable stent. The stents were deployed in 63 patients with coronary artery disease. The median lumen diameter was increased by 0.3mm at 4 month follow up along with complete stent degradation.

Iron has also been used for biodegradable stent applications. In the study of Peuster et al. (2001), pure iron stents were deployed in rabbit aortas with no major adverse events occurring during 6-8 month follow up. However, major sections of the struts still remained at 18 months due to very slow corrosion rates. In the study of Peuster et al. (2006), corroible iron stents were implanted into the descending aortas of 29 pigs. One year follow up showed no significant difference in the degree of neointimal proliferation between 316L stainless steel stents and iron stents. There were no signs of local or systemic toxicity but large portions of the stent were still visible after one year. Although, initial investigations are promising, complete control of degradation rates still needs to be demonstrated for these biodegradable stents and is a crucial design requirement in order to control the arterial remodelling response. Furthermore, the degradation rate must not be too quick as this could lead to fragment embolisation (Peuster et al., 2006).

5.5 Stent Coatings and Drug-Eluting Stents

The biocompatibility of metallic stents surfaces in the body remains a serious issue in interventional cardiology since the specific mechanisms underlying the restenosis response are poorly understood. In recent years, stents have been coated with inert metallic or polymeric coatings which serve as biocompatible barriers or delivery vehicles for drug elution into the surrounding arterial tissue in an attempt to alleviate this inflammatory response. It has been demonstrated that coating the stent with a biocompatible material can reduce surface energy, improve surface smoothness and improve the stability of the surface oxide layer (Mani et al., 2007). While coatings were initially employed to improve surface biocompatibility, they are now also utilised as a means of delivering a controlled
dose of anti-proliferative drugs to alleviate restenosis. This approach to local drug-delivery has allowed for drug administration following stent deployment, when vessel wall damage is greatest. Localised drug delivery also minimises toxic affects. A number of methods have been adopted to apply coatings including: plasma-based depositions (Huang et al., 2006), galvanisation (Hehrlein et al., 1995), arc ion plating (Liu et al., 2006), dipping (Nakayama et al., 2001) and spraying (Huang et al., 2002).

5.5.1 **Immunosuppressive Drugs**

Immunosuppressive drugs such as heparin, sirolimus (also known as rapamycin) and paclitaxel have commonly been used to inhibit restenosis. Heparin has been widely used to reduce thrombosis and neointimal proliferation while sirolimus and paclitaxel are predominantly used to inhibit neointimal hyperplasia. Numerous methods are used to bind heparin to the stent surface such as physical adsorption, copolymerisation, polymer encapsulation and ionic bonding. In order to improve stability, heparin is copolymerised with a range of polymers including poly(vinyl alcohol), polyurethane, poly(methyl-methacrylate), PLGA, PLLGA and PLLA (Labarre et al., 1977; Goosen and Sefton, 1983; Mazid et al., 1991). The copolymerisation techniques must be carefully performed as it can alter the chemical properties of heparin which are essential for its therapeutic functionality. A number of methods have been used to control heparin delivery. PLGA microspheres have been implemented to promote uniform drug delivery. In order to control drug delivery from biodegradable polymers, polyethylene glycol, known as a plasticizer is added to the copolymer coating. Copolymer ratio has also been shown to be significant in controlling the delivery release profile (Mani et al., 2007). Heparin was first coated on a stent for use in canine coronary arteries by Bonan et al. (1991). The absence of in-stent thrombosis and neointimal proliferation has been demonstrated in numerous clinical and animal studies (ShethVishva, 1995; Serruys et al., 1998; Stone et al., 1998; Dzavik et al., 2001; Matsumoto et al., 2002). However, some studies have shown no significant difference between restenosis rates and stent thrombosis between bare metal stents and heparin-coated stents (Haude et al., 2003). Sirolimus works by binding to
intracellular receptor proteins and inducing cell cycle arrest and smooth muscle cell proliferation (Marx et al., 1995). Polyethylene-co-vinyl acetate (PEVA) and poly-n-butyl methacrylate (PMBA) can be applied in a separate coating on top of the sirolimus layer to control drug elution rate (Virmani et al., 2004). Multiple collagen and sirolimus layers were alternately coated on a stainless steel stent in the work of Chen et al. (2005). Collagen was utilised to control the sirolimus elution rate and to ensure that there was no burst effect. The capabilities of sirolimus in reducing smooth muscle cell proliferation and migration has been reported in numerous studies (Schofer et al., 2003; Morice et al., 2004; Schampaert et al., 2004). Paclitaxel binds with proteins in cell microtubules to promote cell death (Liistro and Bolognese, 2003). This drug can be applied to stent surfaces through polymer-based or non polymer-based coatings. Paclitaxel was dip coated onto a stent using ethanolic solution and evaporation by Heldman et al. (2001). The disadvantage with the dip coating process is that a significant amount of drug can be lost during stent deployment. However, using this technique means that there are no possible thrombosis complications induced by polymer-based drug delivery vehicles. Numerous clinical studies have shown that paclitaxel can significantly reduce restenosis rates when compared to bare metal stent designs (Katuza et al., 2004; Gershlick et al., 2004; Lansky et al., 2004). A low profile, thin strut design is usually preferred for successful stent delivery. However, the use of a thin strut design together with the dip coating technique, limits the quantity of drug can be deposited on the stent surface. In contrast, the use of copolymers to deliver the paclitaxel drug enables higher drug dosage. A poly(styrene-b-isobutylene-b-styrene) triblock copolymer was used as a delivery vehicle for paclitaxel in a commercially available stent design (Ranade et al., 2004). However, miscibility was problematic in this delivery approach and the paclitaxel was not properly dissolved in the copolymer matrix which led to a burst effect during drug release (Ranade et al., 2004).
5.5.2 Polymer-Based Coatings

A number of polymer coatings have been applied to the stent surface to inhibit restenosis. Phosphorylcholine-based coatings have been implemented due to their similarity in composition to the phospholipids present on the outer surface of red blood cells (Cumberland et al., 1998). However, it was reported that significant reductions in restenosis were not evident following the application of this material (Babapulle and Eisenberg, 2002). Despite these concerns, phosphorylcholine has been shown to be safe (Garcia-Touchard et al., 2006), stable (Lewis et al., 2002) and capable of drug delivery (Lewis et al., 2001). Some polymer coatings such as polyaprolactone and ethylvinylacetate have been associated with inflammation. More inert polymers such as polytetrafluoroethane and polyurethane have also been coated on stent material. The research of Tepe et al. (2006) reported a reduction in thrombogenic markers following the use of a polyurethane coating when compared to heparin coatings in an in-vitro blood flow model.

Much research has been undertaken with respect to coating durability and controlling drug elution profile. Such coatings are often composite structures with each layer providing a specific function (Virmani et al., 2004; Sheiban et al., 2008). For example, some commercially available stents have three separate coating layers. A commercially available composite coating was discussed by Virmani et al. (2004). A parylene tie-layer was first applied to the stent surface. A mixture of polyethylene-co-vinyl acetate (PEVA) and poly-n-butyl methacrylate (PMBA), containing the Sirolimus drug was included in the middle layer. Finally, a top coat consisting of PEVA or PMBA specifically designed to control drug elution rate was applied. Other commercially available devices consist of a single polymer/paclitaxel mixture layer (Ellis et al., 2007). While short term safety of these devices has been reported, the long term effects of using these devices are still unclear. The fact that non-degradable polymer material still remains following full drug elution is still a matter of some concern and it is not certain what influence that this material could have on late stent thrombosis. Therefore, a number of biodegradable polymer drug carriers including polylactic acid (PLA), polyglycolic acid (PGA) and polylactic-co-glycolic acid (PLGA) have been
implemented. Biodegradation of these polymers is dependent on an arbitrary hydrolysis of their ester bonds. These materials usually contain polymer processing substances such as catalysts, solvents and initiators which also must be biocompatible. A number of commercially available devices currently use this technology; biolimus A9 is eluted with PLA degradation in a stainless steel stent while rapamycin is released from PLGA material in a nitinol stent system (Grube and Buellesfeld, 2006; Abizaid et al., 2007).

5.5.3 Metal-Based/Inorganic Coatings

It has been shown in many studies that polymer-based drug-eluting stents significantly reduce restenosis. However, some studies have suggested that the indefinite presence of non-biodegradable polymer matrix following drug elution could initiate inflammation and late stent thrombosis (McFadden et al., 2004; Virmani et al., 2004; Bhargava et al., 2006). Therefore it has been hypothesised that the replacement of non-biodegradable polymer coating matrix with a non-inflamatory vehicle (such as biocompatible metal) which could be used for drug delivery could produce superior long term results (Bhargava et al., 2006). The ability of pyrolytic carbon and diamond-like carbon (DLC) coatings to reduce restenosis rates has been investigated in numerous studies (Antoniucci et al., 2001; Tomai et al., 2003). A significant reduction in platelet activation levels was reported in an in vitro study following application of a DLC coating when compared to an uncoated stent design (Gutensohn et al., 2000). However, improvement in long term vessel patency was not supported by subsequent studies (Airoldi et al., 2004; Meireles et al., 2007). The ability of these coatings to reduce metal ion release when compared to bare metal stents has meant that DLC coated stents were still recently available on the market (O’Brien and Carroll, 2009). A study conducted by Antoniucci et al. (2001) involved the implantation of pyrolytic carbon-coated stents in 112 high risk patients (>75 years old). A restenosis rate of 25% was reported, which compares similarly to restenosis rates reported for bare-metal stents. These studies suggest that carbon coated coatings do not provide significant improvements in restenosis rates.
Coating stents with gold coatings was another option explored to address the issue of stent restenosis due to its attractive properties including high radiopacity and chemical inertness. However, a number of studies have reported higher restenosis rates for gold-coated stents when compared to their bare metal counterparts (Kastrati et al., 2000; Reifart et al., 2004). Silicon carbide has also been proposed as an alternative coating material. It was hypothesised that restenosis could be controlled by utilising the electronic properties of semiconducting, phosphorous-doped silicon carbide to promote a passive blood response (Rzany and Schaldach, 2001). However, numerous studies and randomised trials showed no significant reduction in restenosis rates using silicon carbide surfaces when compared to bare-metal stents (Heublein et al., 1998; Tanajura et al., 2003; Unverdorben et al., 2003).

Titanium renders the stent surface biologically inert, reducing fibrinogen and platelet binding. A randomised trial conducted by Windecker et al. (2005) reported an 18% reduction in restenosis rates for titanium-nitride-oxide coated stents when compared to stainless steel bare metal stents of identical design. In a subsequent clinical study of high risk patients, no stent thrombosis was observed following 270 day follow-up (Karjalainen et al., 2006). Following corrosion of some metals (zinc, nickel, copper, silver, cobalt, chromium), hydrogen peroxide, a strong oxidising agent, is produced on the metal surface (Zhao et al., 1998). Hydrogen peroxide can cause inflammatory reactions in the artery. However, iridium oxide is known to convert hydrogen peroxide into water and oxygen and it was therefore hypothesised that coating stents with iridium oxide could promote endothelialisation and inhibit the inflammatory response. In a clinical trial conducted by Di Mario et al. (2004), it was reported that iridium oxide promoted fast endothelialisation due to its ability to prevent the formation of free oxygen radicals which can affect the activity of endothelial cells. The overall angiographic restenosis rate was reported to be 13.8%. Another study deployed iridium-coated stents in a porcine model (Seliger et al., 2000). A significant reduction in neointimal thickness from 188μm for bare stainless steel stents to 55μm for iridium-coated stents was reported.
Porous metallic coatings have been used as delivery vehicles for immunosuppressive drugs. Nanoporous aluminium oxide has been implemented as a delivery vehicle for drug elution. The application procedure involves the vapour deposition of aluminium onto the stent material followed by anodising the coated stent to create porous aluminium oxide. However, clinical studies involving an aluminium–oxide coated, tacrolimus-eluting stent have reported poor performance (Grube, 2003). Porous carbon-carbon paclitaxel-eluting coatings have also been implemented (Bhargava et al., 2006), showing acceptable performance characteristics in terms of endothelialisation, neointimal hyperplasia, inflammatory response and fibrin deposition. Porosity is controlled by the carbon particle size and degree of pyrolysis (O'Brien and Carroll, 2009). Studies have shown that porous titanium-nitride-oxide (TiNOX) coated on stainless steel stents significantly reduces neointimal hyperplasia (Windecker et al., 2001). In a study involving 1,607 patients, the performance of TiNOX coated stents to paclitaxel and sirolimus (rapamycin)-eluting stents (PES,SES) was compared. Similar clinical outcomes were observed for all groups three years post-operatively in terms of target vessel revascularisation and myocardial infarction (Limacher et al., 2011). However, long term dual antiplatelet therapy is required for patients who receive drug-eluting stents. This type of long term therapy is unsuitable for some patients, suggesting that the TiNOX coated stents could provide a possible alternative for these patients. Porous ceramic coatings such as hydroxyapatite have also been investigated for drug-eluting capability. Electrochemical deposition can be used to produce an outer hydroxyapatite porous layer for drug delivery and some studies have reported promising results (Rajtar et al., 2006; Costa et al., 2008). In the study of Costa et al. (2008), 15 patients with lesions in coronary arteries received hydroxyapatite sirolimus-eluting coated stents. No in-hospital complications were reported and no major cardiac events were observed at 6 month follow-up. Other stent designs involve the storage and elution of drugs from laser cut reservoirs where drug elution is controlled by degradation kinetics of a biodegradable polymer on top of the therapeutic drug (Krucoff et al., 2008).
Another interesting approach has been the direct application of drugs to microtextured stainless steel surfaces. A clinical study has shown that a roughened stent surface is safe for use and can actually lower restenosis rates when compared to smooth stent surfaces (Dibra et al., 2005). The surface can be roughened through a grit-blasting process and recent in vitro and animal studies have shown that the textured stent surface can hold onto and elute drugs over time (Wessely et al., 2005). However, many questions still remain regarding the use of roughened stent surfaces such as possible balloon damage during deployment, long term thrombogenicity affects and accurate control of the degree of surface roughness.

5.5.4 Endothelial Cell Coating

It is known that endothelial cell damage triggers the inflammatory response which promotes restenosis (Kipshidze et al., 2004). It was hypothesised that endothelial cells seeded onto a stent surface before implantation would differentiate and proliferate and subsequently alleviate thrombosis. A stainless steel, self-expandable stent was seeded with human umbilical vein derived endothelial cells in vitro in a study conducted by Van der Giessen et al. (1988). Stent implantations in porcine femoral arteries exhibited complete covering of the stent by endothelium after 1 week. Numerous other attempts have been made to successfully seed endothelial cells onto stent surfaces following implantation but it has proved challenging due to difficulties in maintaining cell adhesion during blood flow and cell damage upon implantation (Consigny, 2000; Kipshidze et al., 2004).

5.6 Coating Delamination and Associated Clinical Implications

A number of studies have highlighted that late stent thrombosis can occur following the use of drug-eluting stents (Wang et al., 2002; Iakovou et al., 2005; Luscher et al., 2007; Daemen et al., 2007). The specific reasons for this are still undetermined. Possible explanations include late endothelialisation (McFadden et al., 2004), inflammatory affects of polymer coatings, discontinuation of dual antiplatelet therapy or a combination of these factors. Neointimal growth in bare metal stents has been reported to reach a peak at approximately 6 months, whereas
neointimal proliferation can continue up to 4 years in drug-eluting stents (Ong et al., 2005; Ong and Serruys, 2005). Several studies have suggested that coating damage plays a significant role in the development of clinical complications such as thrombosis, micro-embolism formation and impaired drug delivery (Hoffmann et al., 2002; Otsuka et al., 2007; Levy et al., 2009; Balakrishnan et al., 2005).

Several recent experimental examinations of drug-eluting stents using scanning electron microscopy have reported delamination of polymer coatings from the stent surface during deployment. The study of Regar et al. (2001) reported significant coating delamination in the hinge region of a commercially available stent (Figure 5-1). The coating morphology of three commercially available polymer-coated stents following balloon expansion and withdrawal were investigated by Otsuka et al. (2007). Polymer delamination following stent expansion was reported for all stent designs. An example of such delamination is shown in Figure 5-2. Numerous studies have reported webbing defects of polymer coatings which can lead to extensive coating delamination (Basalus and von Birgelen, 2010; Wiemer et al., 2010). A study by Levy et al. (2009) reported extensive coating defects including flaking, peeling and cracking in an in vitro coating durability test following 30 day stent incubation in accelerated conditions (Figure 5-3). Drug releases rates, measured by high performance liquid chromatography, were significantly affected following coating damage. A study by Wiemer et al. (2010) investigated the morphology of polymer-coated stents following failed implantation in calcified and tortuous lesions. Scanning electron microscopy was used to assess coating damage for both crimped and expanded stents. Evidence of polymer peeling exposing the underlying stent surface was reported (Figure 5-4). Regions of polymer bridging across stent struts were found for a stent in a crimped morphology. It was reported that these regions were likely to induce polymer damage following stent expansion. Areas of coating spalling and erosion were found in another stent in an expanded state. Localised regions of incomplete re-endothelialisation in drug-eluting stents have been identified in autopsy and optical coherence tomography examinations (Joner et al., 2006). A possible explanation for this clinical outcome is the delamination of the polymer.
coating from localised regions of the stent, leading to non-uniform drug delivery to the vessel wall. Webbing, wrinkling, peeling and fragmentation of stent coatings has recently been reported by Basalus and von Birgelen (2010) in a series of rigorous bench-side testing experiments conducted on commercially available drug-eluting stents. Coating irregularities were apparent for thin and thick coating geometries. In vivo evidence of coating damage and associated clinical complications has been reported in numerous animal and human trials. Virmani et al. (2004) reported fragments of polymer surrounded by giant cells and eosinophils within an artery section where late stent thrombosis was the cause of death. It was reported in the study of Kollum et al. (2005) that debris from a nanoporous aluminium oxide coating was surrounded by arterial inflammation post stent placement in a porcine restenosis model. Histomorphometric analysis revealed particle debris in the media and neointima promoting vascular inflammation. In the study of Sydow-Plum and Tabrizian (2008) thrombotic vascular occlusion was attributed to the adhesion of blood constituents governed by the coating surface characteristics including the surface chemical composition, surface morphology, presence of charge, surface wettability and surface roughness.

Accurate drug delivery is essential for controlling neointimal hyperplasia. This was demonstrated in the work of Heldman et al. (2001) where three different dosages of paclitaxel were coated onto a stent before implantation in a porcine model. The degree of intimal hyperplasia was highly sensitive to drug dosage with the highest dosage significantly reducing hyperplasia. In the research of Gershlick et al. (2004), it was reported that a paclitaxel drug dosage density of 2.7μg/mm² significantly reduced in-stent restenosis but slightly lower dosage densities of 0.7 and 1.4 μg/mm² exhibited minimal therapeutic effects. Therefore, it is reasonable to suggest that delamination, cracking and fragmentation of the coating have the potential to contribute to thrombus formation. A clinical review of the performance of coated stents was conducted by Hara et al. (2006). It was stressed that toxic levels of drug delivery may occur in an arterial wall if the coated stent is deployed incorrectly. Furthermore, it is pointed out that incorrect coating delivery
could lead to unintended drug delivery into the bloodstream. This further signifies the importance of eliminating coating delamination between the stent and the coating during deployment. A clinical study by Brodie et al. (2008) revealed that polymer coated drug-eluting stents are used in an off-label manner in 59% of cases with higher rates of myocardial infarction and stent thrombosis for the these devices. Stent thrombosis was reported to occur at 9 months for off-label use compared with 2 years for on-label implantation. Off-label use included stenting of bifurcations and chronic total occlusions. It is reasonable to suggest that the occurrence of extensive delamination or webbing, of a polymer coating at a bifurcation could result in a significant disruption of the flow through the stent struts to the unstented branch of the bifurcation. Additionally, the use of polymer coated stents at sites of chronic total occlusion could lead to significant abrasion during the positioning of the stent, increasing the risk of delamination during stent deployment (Wiemer et al., 2010). It was suggested by Basalus and von Birgelen (2010) that drug-eluting stents should be subjected to extreme loading conditions in benchtop testing in order to identify the performance limits of coated stent designs.

5.7 Computational Modelling

A plethora of computational models have been developed to predict stent behaviour with the aim of improving stent design. A brief outline of some of these studies is presented in this section. In the work of Brauer et al. (1999), a test rig was constructed to assess the dilation characteristics and properties of stents of various materials. Numerical simulations of the dilation process were also performed. Agreement between experimental dilation and computational predictions was observed. Interestingly, titanium was found to exhibit superior dilation behaviour when compared to stainless steel stents. A computational investigation into the mechanical behaviour of the Palmaz stent was carried out by Dumoulin and Cochelin (2000). Specifically, the degree of recoil, foreshortening and integrity of the structure following deployment was analysed. The ability of the stent to withstand fatigue loading was also investigated. A perfectly plastic material constitutive theory (Salencon, 1983) was utilised to investigate the
resistance of the structure to collapse under external pressure. Numerical simulations were employed by Etave et al. (2001) to model two commonly implemented stent designs in interventional cardiology—tubular and coil stents. Mathematical modelling was used to determine a number of stent characteristics such as deployment pressure, elastic recoil, radial force, foreshortening, stent coverage, flexibility and stress distribution. The degree of recoil was computed to be significantly higher in tubular stent designs when compared to coiled stents. Localised regions of stress were computed at link points. The influence of geometrical parameters on stent performance was carried out in the computational analysis of Migliavacca et al. (2002). The response of commercially available stent designs to internal pressure was also assessed. Computations revealed that a stent with a low metal to artery surface ratio produced greater recoil but a lower dogboning effect. A 2D crystal plasticity model was used by Savage et al. (2004) to investigate the tensile ductility of individual stent struts. A computational micromechanics approach was taken to represent the grain structure in the struts together with crystal plasticity theory to describe the constitutive behaviour of individual grains. Computations revealed a significant reduction in ductility with a decrease in strut thickness. This pattern was observed experimentally by Murphy et al. (2003).

Computational micromechanics modelling was carried out by McGarry et al. (2004) in order to analyse the mechanical behaviour of a balloon expandable stainless steel stent. Specifically, microscale mechanical phenomena were investigated. Two different descriptions of plastic deformation in the stent material were applied; crystal plasticity theory and classical von Mises plasticity theory ($J_2$ flow theory). Simulations were carried out using both constitutive theories to determine critical post-deployment behaviours including foreshortening and recoil. Computations using the crystal plasticity model revealed a closer agreement to published performance data. Crystal plasticity theory predicted non-uniform and localised stresses in the stent microstructure as seen experimentally (van Beusekom et al., 1998; Brauer et al., 1999). In contrast, smoothly varying strain fields were predicted by the $J_2$ flow theory model. In the study of Murphy et al. (2006), a combination of experimental tests and micro-
scale crystal plasticity finite element models was used to investigate the influence of grain structure on ductility in stainless steel stent struts. It was concluded that the ductility of the micro-scale steel struts could be improved by reducing the size of the individual grains. At the microscopic scale, tensile failure strain in stent struts is size dependent. In the study of Harewood and McHugh (2007), polycrystalline computational models incorporating material fracture were used to investigate size effects for stent strut geometries typical of commercially available stent designs. The computational models yielded an excellent quantitative agreement with experimentally observed size effects in tension. Furthermore, additional size effects were revealed when stent struts were subjected to different loading conditions. The findings of this study provide useful insight on the possible origins of strut failure. Useful insights involving the failure risks for a range of stent implantation scenarios were presented in the study of Harewood et al. (2010), where a multiscale modelling approach was used to determine the likelihood of stent fracture. Fully 3D simulations of a stent microstructure were performed by McGarry et al. (2007) where the role of microstructural inhomogeneity on initiation of necking was investigated. Xia et al. (2007) performed a computational assessment of V and S shaped NIR stent link designs. The unit cell method was used to evaluate the stress distributions in these designs. Computations revealed that less pressure was required to expand both NIR stent designs than the Palmaz stent. However, a significant degree of foreshortening was computed for the NIR stents.

Several different strategies to model stent expansion have been reported in the literature. In the work of De Beule et al. (2008), different methodologies were used to model the expansion of a balloon-expandable stent. The free expansion of a stent is governed by the unfolding and expansion of a balloon. In this study, a trifolded balloon methodology was shown to provide very good qualitative and quantitative agreement with both experiments and stent manufacturer data. In the work of Gervaso et al. (2008), three different stent expansion techniques were simulated for a commercially available stent geometry and showed significant differences in overall stent profile and stress distribution depending on expansion technique employed. The changes in stress profile on an arterial wall based on the
expansion technique were also quantified. A widely used constitutive model was used to model the artery (Holzapfel et al., 2005). This paper highlighted the importance of expansion technique and controlled balloon expansion in influencing arterial wall damage. A computational framework in which the commercially available Cypher© Stent was combined with a realistic trifoldsed balloon geometry was presented by Mortier et al. (2008). The influence of balloon length, balloon folding pattern and the relative position of the stent with respect to the balloon catheter on free stent expansion were investigated. It was demonstrated that small positioning inaccuracies influenced the expansion behaviour of the stent. Various techniques have been applied in the medical field regarding the stenting of bifurcation lesions. In the computational study of Mortier et al. (2009), the influence of implementing different balloon sizes and stent designs on vessel patency was investigated. Specifically, two commercially available stent designs were considered; the Cypher © Stent and the MULTI-LINK Vision© Stent. Simulations revealed interesting changes in the stent cell geometries following balloon dilation at the bifurcated lesion. Restenosis remains a serious issue following the deployment of drug-eluting stents (DESs) in stented coronary bifurcations. The study of Mortier et al. (2010) provided novel insight into changes in the mechanical environment of a patient-specific coronary bifurcation following the implantation of three second generation DESs. The computed wall stress distributions were found to be highly dependent on stent design. Alternative stent design modifications were suggested by the authors to reduce the computed wall stresses.

Higher restenosis rates have been reported in peripheral arteries when compared to coronary arteries (Matsi et al., 1995; Mukherjee and Yadav, 2001). In the research of Early et al. (2009), it was hypothesised that the stresses enforced on the arteries as a result of the mechanical environment such as a region of joint flexion could explain high restenosis rates. Numerical simulations of a stent-artery model were performed to investigate this hypothesis. Computations revealed a significant variation in stresses caused by the dynamic loading environment which could be a contributor to vessel wall injury. An insight into critical factors affecting stent coating delamination was conducted in the study of Hopkins et al.
A cohesive zone model formulation was used to simulate delamination and buckling of compliant polymer coatings during deployment. Critical factors influencing coating delamination included; coating thickness and stiffness, stent-coating interface strength and hinge curvature. One of the major concerns associated with endovascular aneurysm repair (EVAR) is device migration. In the research of Prasad et al. (2011), a coupled computational solid mechanics and fluid dynamics approach was undertaken to predict endograft migration. Device stability was found to be strongly influenced by proximal graft fixation and increased vessel tortuosity. In the study conducted by Auricchio et al. (2011), finite element analysis was used to simulate the deployment of three self-expanding stents in different sizes and configurations (laser-cut open-cell, laser-cut closed-cell and braided closed cell). Patient-specific coronary artery models were implemented. The stress induced on the vessel wall along with vessel straightening and lumen gain were chosen as measures of stenting impact on vessel anatomy. Highest lumen gain was achieved by the laser-cut closed-cell design while simulations also revealed that stent configuration and size had limited impact on vessel straightening. A computational assessment of the influence of three different stent designs on aneurysmal hemodynamics using particle image velocimetry was carried out by Babiker et al. (2012). In vitro experiments were also performed for each stent design and a close agreement was found for flow velocity and distribution between the experimental and computational results. Simulations revealed that alterations in fluid dynamic distributions for the different designs were predominantly due to protruding struts in the bifurcation region. The influence of stent design and vessel geometry on the mechanics of stent deployment in an intracranial aneurysm was recently investigated by De Bock et al. (2012), where three nitinol stent designs were deployed in three patient-specific aneurysmatic vessels. An open cell stent design was reported to provide optimal cover of the aneurysm neck post-deployment.

5.8 Summary and Future Considerations

An overview of the evolution of stent design, latest stent technology, clinical complications and computational predictive frameworks has been provided in this
chapter. Improved clinical outcomes resulting from stenting procedures when compared to alternative cardiovascular interventional approaches has led to the development of a plethora of stent designs each with competing claims of advancement. The need for the quantity of commercially available stents is questionable, as suggested by Regar et al. (2001). It has been suggested that the drive for new stents has largely been motivated by patent and marketing issues rather than scientific considerations (Stoeckel et al., 2002).

Restenosis, defined as a reduction in patency following surgery, remains a significant challenge associated with stenting. A gold standard has not been determined as of yet for preventing this inflammatory response. The elution of immunosuppressive drugs such as heparin, paclitaxel and sirolimus into the damaged arterial wall following stenting, applied either directly to the stent surface or indirectly by means of a coating, have led to significant improvements in restenosis rates (Serruys et al., 1998; Schofer et al., 2003; Stone et al., 1998; Morice et al., 2004; Schampaert et al., 2004; Liistro and Bolognese, 2003; Gershlick et al., 2004; Lansky et al., 2004). These immunosuppressive drugs can be delivered by utilising polymer-based coatings such as phosphorylcholine or polylactic-co-glycolic acid (PLGA) or porous metallic coatings such as TiNOX. However, a number of studies have highlighted that late stent thrombosis can occur following the use of drug-eluting stents (Wang et al., 2002; Iakovou et al., 2005; Luscher et al., 2007; Daemen et al., 2007). The specific mechanisms leading to late stent thrombosis associated with drug-eluting coatings are still unclear. Possible explanations include patient-specific factors such as genetics, general patient health, lesion length and plaque burden (Regar et al., 2001) and procedure-specific factors such as stenting technique, stent design characteristics and off-label stent use, inflammatory affects of polymer coatings, late endothelialisation (McFadden et al., 2004), discontinuation of dual antiplatelet therapy or a combination of these factors. A series of rigorous bench-side testing experiments have recently been conducted on commercially available drug-eluting stent designs (Basalus and von Birgelen, 2010). Coating irregularities such as webbing, wrinkling, peeling and fragmentation were reported. Numerous other studies have reported coating delamination and damage of commercially available
stent designs with numerous studies suggesting that coating damage plays a significant role in the development of clinical complications such as thrombosis, micro-embolism formation and impaired drug delivery (Hoffmann et al., 2002; Otsuka et al., 2007; Levy et al., 2009; Balakrishnan et al., 2005).

New stent technologies must provide more effective long-term treatment and eliminate restenosis. A number of design issues still remain. Patients who receive certain polymer-based drug-eluting stents must receive dual antiplatelet therapy (Clopidogrel and aspirin) with all patients with coronary stents requiring life-long aspirin therapy (McFadden et al., 2004). Clearly, a combination of computational and experimental methods are required to prevent coating delamination in order to ensure uniform drug delivery, avoid toxicity effects and control drug dosage and drug elution profiles (Gershlick et al., 2004; Joner et al., 2006; Hara et al., 2006). Biodegradable stents could provide a suitable alternative to metallic stent designs but degradation rates must be controllable in order to ensure adequate vessel remodelling. The ability to access artery side branches through stent struts has become an important design consideration in certain circumstances (Mariano and Sangiorgi, 2009). Magnesium stents offer some promise with degradation rates getting closer to design requirements (O'Brien and Carroll, 2009). The need for radiopaque materials is reducing with significant technological advances in X-ray fluoroscopy images possible with flat-panel detector technology (Spahn, 2005). Local gene therapy has also been proposed as a method for inhibiting neointimal hyperplasia (Regar et al., 2001; Walter et al., 2004).
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Figure 5-1: SEM image of stent coating delamination in the region of the hinge (Regar et al., 2001).

Figure 5-2: SEM evidence of stent coating delamination in the region of the hinge in the commercially available Cypher© stent (Otsuka et al., 2007).

Removed due to copyright
Figure 5-3: SEM image of stent coating peeling in the region of the stent hinge (Levy et al., 2009).

Figure 5-4: SEM image of polymer coating peeling in the region of the stent hinge of the Cypher\textsuperscript{\textcopyright} stent (Wiemer et al., 2010)
6. Computational Investigation of Stent Coating Debonding

6.1. Introduction

An in depth discussion concerning coating delamination and associated clinical implications has been provided in Chapter 5, Section 5.6. Despite enormous global investment in new generation coated stents, with an annual market volume of approximately $15 billion for vascular stents (Uurto et al., 2011), and the importance of the clinical implications of coating delamination, currently the Food and Drug Administration does not provide guidelines on computational analysis and design techniques for coated stents (FDA, 2012).

Numerous studies have reported that the use of a thinner strut leads to a significant reduction in restenosis post operatively (Kastrati et al., 2001; Hara et al., 2006; Turco et al., 2008). The choice of strut thickness has been shown to affect the wall shear stress distribution inside a stented coronary artery in a recent computational study (Balossino et al., 2008). The influence of coating thickness on delamination was reported in a recent computational study where thicker stiff coatings were shown to debond at lower levels of stent deployment (Hopkins et al., 2010). Additionally, it has been demonstrated that strut length is an important design parameter in controlling the ratio between peak normal and shear tractions along the stent-coating interface (Parry and McGarry, 2012). However, no comprehensive computational analysis has been conducted concerning the influence of stent geometry and material properties on the distribution of shear and normal tractions at the stent-coating interface. While the study of Hopkins et al. (2010) simulated delamination and buckling of compliant polymer coatings from a metallic stent, only mode I delamination was considered and the full range of mixed-mode delamination patterns at the stent-coating interface were not uncovered. Additionally, finite element analyses have not previously been provided for coatings that are of a comparable stiffness to the stent substrate,
despite the use of metallic and ceramic coatings on stents (Babapulle and Eisenberg, 2002; Edelman et al., 2001; Windecker et al., 2001; Karjalainen et al., 2010).

In this chapter, a novel and in-depth study of the mechanisms of stent-coating delamination is presented. Firstly, in order to gain an in-depth understanding of the mechanics of coating delamination, elastic coatings on elastic stent substrates are simulated in Section 6.3.1. Specifically, the influence of stent geometry (strut length, strut thickness and coating thickness) on interface tractions and coating delamination is analysed. Additionally, the influence of prescribed stent-coating interaction strength on the mechanism of coating debonding is demonstrated. The influence of stent plasticity on interface tractions and coating delamination is investigated in Section 6.3.2. The findings of this chapter provide valuable insight into the stress-state at the stent-coating interface as a function of the stent design parameters, allowing for a more reliable assessment of the limits relating to safe implantation of coated stents.

6.2. Methods

6.2.1. Finite Element Model

Many stent architectures are roughly based on the same design concept. The stent geometry consists of a series of interconnected repeating units, as shown in Figure 6-1, with each repeating unit consisting of an arch connected to straight struts (Parry and McGarry, 2012). The reference configuration of the stent and coating geometry utilised in the present study is depicted in Figure 6-2(a). A 2D unit cell idealisation is utilised and stent and coating dimensions are chosen based on commercially available stent designs (Regar et al., 2001). Similar to the presented finite element model for a bi-layered arch in Section 4.2.2, a polar coordinate system \((r, \theta)\) is utilised with the stent-coating interface located at \(r = R\). A displacement boundary condition is applied on the bottom edge of the strut to simulate stent deployment. The coating material and the stent materials are identified as layers 1 and 2, of thickness \(h_1\) and \(h_2\) respectively. The arch and strut sections are also clearly indicated in Figure 6-2(a) along with the strut length, \(L\).
The distance along the stent-coating interface, \( x \), originating at the top of the arch \( (x/R = 0) \) is also indicated.

As the arch deformation is the critical determinant of the interface tractions (Parry and McGarry, 2012), non-dimensional arch deformation is defined as;

\[
\Sigma_a = (D - D_0)/D_0
\]  

where \( D_0 \) and \( D \) are the initial and final arch deployments respectively, as depicted in Figure 6-2. \( \Sigma_a \) is referred to as the deployment level for the remainder of this chapter.

The circumferential strain \( (\varepsilon_{circumf}) \) is also defined in Figure 6-2(b) as;

\[
\varepsilon_{circumf} = (\varepsilon - \varepsilon_0)/\varepsilon_0
\]  

Based on the earlier theoretical (Chapter 3) and computational (Chapter 4) analyses of mixed-mode CZM behaviour, the NP2 formulation is implemented during coating compression \( (\Delta_\pi < 0) \) and the SMC formulation is applied during coating separation \( (\Delta_\pi > 0) \). The cohesive zone models are implemented in Abaqus/Standard software (V.6.8-1, Abaqus Inc., RI, USA) via a user-defined interface subroutine (UINTER).

6.3. Results

6.3.1. Elastic Stent

In this section, elastic material properties are utilised to describe both the coating and stent materials. The stent stiffness (Young’s modulus), \( E_s \), and the coating stiffness, \( E_c \), are chosen so that \( E_s/E_c = 2.5 \) \( (E_s = 500 GPa, E_c = 200 GPa) \), unless otherwise stated. The choice of a relatively stiff coating is supported by the fact that diamond like carbon coatings (Kim et al., 2007) and aluminium coatings (Kollum et al., 2005) have frequently been coated on stents. In this section the influence of strut length \( (L) \), coating thickness \( (h_1) \) and stent thickness \( (h_2) \) on computed interface tractions is considered. Unless otherwise stated, cohesive zone
parameters are chosen so that peak mode I traction and peak mode II tractions are equal \( \sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 2 \) with the peak occurring at the same effective separation in mode I and mode II separation \( |T|^{\theta=0}_{\text{max}} = |T|^{\theta=\pi/2}_{\text{max}}, |\Delta|^{\theta=0}_{\text{max}} = |\Delta|^{\theta=\pi/2}_{\text{max}} \). A characteristic distance of \( \delta_n = \delta_t = 0.04\mu m \) was chosen based on the parameter sensitivity and mesh sensitivity analyses (see Appendix B for details). A Poisson’s ratio of 0.3 is assumed for both the stent and coating materials.

6.3.1.1. Effect of Strut Length

In this section the effect of strut length on stent-coating interface tractions is investigated, assuming a constant stent thickness, coating thickness and stent-coating stiffness ratio for all simulations. Assuming parameters of \( h_1/R = 0.2, h_2/R = 1 \) and \( E_s/E_c = 2.5 \), three strut length are considered; \( L/R = 0.5, L/R = 2, \) and \( L/R = 10 \), representing stent designs with very short, typical and very long struts respectively.

Figure 6-3 shows the computed normal \( (T_n) \) and tangential \( (T_t) \) tractions at the stent-coating interface for a range of strut lengths. A line indicating the location of the bottom of the arch \((x/R = \pi/2)\) is clearly shown in Figure 6-3. It is important to note that tractions computed at \( x/R > \pi/2 \) are referred to as tractions computed along the stent strut for all results presented in this chapter. A high interface strength is assumed for all simulations presented in Figure 6-3 so that the distribution of tangential and normal tractions can be examined in the absence of interface debonding. Additionally, a high interface stiffness is assumed so that the infinitesimal strain analytical elastic solution of Parry and McGarry (2012) is reproduced when the strut is removed from the geometry (as discussed in Chapter 4). Results are presented at three stent deployment levels: Low deployment \( (\Sigma_d = 0.024) \) results are shown in Figure 6-3(a), where the solution is in the infinitesimal strain regime; Medium deployment \( (\Sigma_d = 0.134) \) is shown in Figure 6-3(b), where the solution is in the finite strain regime; High deployment \( (\Sigma_d = 0.608) \) is shown in Figure 6-3(c), again with the solution in the finite strain regime. It should be noted that tractions are presented for a specified arch
deformation ($\Sigma_a$) defined in Figure 6-2(b). For this specified value of $\Sigma_a$, the radial expansion of the stent will depend also on the strut length. This is clearly evident from Figure 6-4 where stress distributions and deformed geometries for the three deployment levels ($\Sigma_a = 0.024, 0.134, 0.608$) are shown for a strut length of $L/R = 2$ in Figure 6-4(a-c) and for a strut length of $L/R = 10$ in Figure 6-4(d-f). For example, for the high deployment level ($\Sigma_a = 0.608$) a strut length of $L/R = 2$ provides an 87% increase in stent radius, representing a moderate radial expansion (as shown in Figure 6-4(c)) whereas a strut length of $L/R = 10$ provides a 466% increase in stent radius, representing a significant radial overexpansion (as shown in Figure 6-4(f)).

An examination of the computed tractions for the shortest strut length ($L/R = 0.5$) at a low deployment ($\Sigma_a = 0.024$) in Figure 6-3(a) reveals that the peak normal traction at the top of the arch ($x/R = 0$) is greater than the peak tangential traction at the bottom of the arch ($x/R = \pi/2$). A sinusoidal distribution of normal and shear traction can be observed at the interface along the arch ($0 \leq x/R \leq \pi/2$), whereby the tangential traction reduces to 0 at the top of the arch (as required by symmetry) and the normal traction reduces to a non-zero value at the bottom of the arch ($x/R = \pi/2$). It is worth noting that the range of tangential and normal tractions is approximately equal over the arch interface ($T_n(x/R = 0)-T_n(x/R = \pi/2) \approx T_t(x/R = \pi/2)$). These observations are closely aligned with the traction distribution determined by the pseudo-analytical approach of Parry and McGarry (2012), where the incorporation of a strut simply effects an increased rotation of the base of the arch, reducing the tangential traction and increasing the normal traction.

A sinusoidal traction distribution is not computed along the arch interface ($0 \leq x/R \leq \pi/2$) for longer strut lengths at infinitesimal deformations ($\Sigma_a = 0.024$). As shown in Figure 6-3(a), for a strut of length $L/R = 10$ the computed normal traction exhibits a flatter profile for $x/R < 1$. Tangential tractions are extremely low for $x/R < 1$, but increase significantly in the bottom part of the arch, reaching a peak at ($x/R = \pi/2$), where the curvature of the stent interface
changes between the arch and the strut. While results are presented for $x/R < 3$ in Figure 6-3 (omitting computed tractions towards the bottom of the longer struts ($L/R = 2,10$), it is clear that normal tractions reduce to zero in the strut, whereas tangential tractions reduce to a non-zero near constant value along the strut, with shorter struts providing higher tangential traction in the strut. The key observations for low deployment (infinitesimal strain) are as follows: (i) Peak normal traction occurs at the top of the arch; (ii) Peak tangential traction occurs at the bottom of the arch and is lower than the peak normal traction at the top of the arch for the range of strut lengths considered ($L/R \leq 10$); (iii) Sinusoidal distributions are computed in the arch only for a very short strut length ($L/R \leq 0.5$); (iv) Traction in the strut are lower than those in the arch, with normal tractions reducing to zero and tangential tractions reducing to a constant non-zero value that depends on strut length.

The patterns of computed traction for a medium deployment level ($\Sigma_a = 0.134$), Figure 6-3(b)) are reasonably similar to those presented for a low deployment level. However, for the highest deployment level ($\Sigma_a = 0.608$), Figure 6-3(c)) significantly different trends can be observed. The peak tangential traction at the bottom of the arch is greater in magnitude than the peak normal traction for all strut lengths. Shorter struts lead to the greatest increase in tangential traction. Additionally, a further increase in tangential traction (and reduction in normal traction) is computed when the strut is omitted ($L/R = 0$). The normal traction is constant for all points on the interface where $x/R < 0.5$ for all strut lengths. Additionally, it can be observed that compressive normal tractions are computed along the strut, highlighting the importance of the cohesive zone behaviour under conditions of mixed-mode over-closure, as previously investigated in Chapters 3 and 4.

Finally, it should be noted that rotational constraints are not imposed on the strut ends for all simulations presented in this chapter, as this is representative of the majority of commercially available stent designs (McGarry et al., 2004; Hopkins et al., 2010). However, certain stent designs may result in a rotational constraint at
the bottom of the struts, e.g. a repeating diamond arrangement of struts (see Figure C-1 in the Appendix). This constraint essentially results in a significant increase in tangential traction for all deployment levels and also results in a normal compression at the stent–coating interface at the bottom of the arch (see Appendix C for details).

### 6.3.1.2. Influence of Prescribed Interface Strength on the Initial Debonding Mechanism

The interface strength dramatically influences the initial delamination mechanism at the stent-coating interface. Figure 6-5-Figure 6-7 show the initial coating delamination patterns for a strut length of $L/R = 2$ when differing interaction strengths are chosen. When a low interface strength of $\sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 0.0019$ is prescribed (Figure 6-5), mode I coating delamination initiates at the top of the arch ($x/R = 0$) at a moderate stent deployment ($\Sigma_a = 0.025$). Following delamination, a significant reduction in coating stress is computed, whereas an increase in tensile stress is computed on the stent surface in the delamination region (Figure 6-5 (b)).

A markedly different pattern of coating delamination is observed if a stronger interface strength ($\sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 0.026$) is prescribed. As the interface strength is high, delamination does not occur until a high level of stent deployment is reached ($\Sigma_a = 0.47$)(Figure 6-6(b)). As demonstrated in Figure 6-6(a), prior to the initiation of debonding ($\Sigma_a = 0.43$) tangential tractions at the bottom of the arch become greater in magnitude than normal tractions at the top of the arch when high stent deployment levels are imposed. Again, it should be noted that this effect is particularly dominant for stents with shorter struts. Hence, predominantly mode II coating delamination initiates in the region of the bottom of the arch ($x/R = \pi/2$). Following initiation of predominantly mode II debonding, a reduction of both tangential and normal tractions is observed at the bottom of the arch in Figure 6-6(b), demonstrating the importance of correct coupling in the cohesive zone formulations. The predominantly tangential separation of the interface at the bottom of the arch ($x/R = \pi/2$) is shown in
Figure 6-7(b). Following mode II initiation, mixed-mode delamination propagates from the bottom of the arch towards the top of the arch, as shown in Figure 6-7(c). The coating remains attached to the stent at the top of the arch as mode I delamination is not achieved until further deployment.

In summary, these debonding simulations demonstrate that the location and mode of debonding at the stent-coating interface is highly dependent on the interface strength. Assuming that the normal and tangential strength of the interface are equal, if the interface is very weak, mode I debonding will initiate at the top of the arch. However, if the interface strength is very high, debonding will initiate at the bottom of the arch and will be predominantly mode II in nature. As a successful stent design requires high deployment levels, mode II initiation at the bottom of the arch should be carefully considered.

### 6.3.1.3. Effect of Stent-Coating Stiffness Ratio

The effect of stent-coating stiffness ratio on stent-coating interface tractions is investigated in this section for the reference stent geometry \((h_1/R = 0.2, h_2/R = 1, L/R = 2)\). Three stent-coating stiffness ratios are considered \((E_s/E_c = 1.5, 2.5 \text{ and } 10000)\), noting that the stent is stiffer than the coating in all simulations. The lower stiffness ratios are representative of a polymer coating on a polymer stent whereas the highest stiffness ratio is representative of a polymer coating on a metallic stent. The Interface strength is sufficiently high so that debonding is not computed and the interface stiffness is several orders of magnitude higher than the stent stiffness in all simulations. The interface is assumed to be equally strong and stiff in the tangential and normal direction.

Figure 6-8 reveals that for a typical stent geometry \((h_1/R = 0.2, h_2/R = 1, L/R = 2)\), the stent-coating stiffness ratio has a relatively weak influence on computed interface tractions, particularly at a high level of stent deployment \((\Sigma_a = 1.27)\). For example, comparing \(E_s/E_c = 1.5\) and \(E_s/E_c = 10000\), a very significant increase (four orders of magnitude) in stent-
coating stiffness ratio results in only a 25% increase in peak normal traction at the top of the arch \((x/R = 0)\) at a low level of deployment \((\Sigma_a = 0.0065)\) and only an 11% increase in peak normal traction at high deployment \((\Sigma_a = 1.27)\). While the stent-coating stiffness ratio has a weak influence on the curves presented in Figure 6-8, it is important to note that reported tractions are normalised by the coating stiffness. Hence, for the stent geometry considered in Figure 6-8, at high levels of stent deployment, tractions approximately scale with coating stiffness and are relatively insensitive to the stent-coating stiffness ratio.

Therefore, from a design perspective, for a typical balloon deployed metallic stent design with a polymer coating, the elastic modulus of the metallic substrate (stainless steel, cobalt chromium, biodegradable magnesium etc.) will have negligible effect on interface traction, which will be determined primarily by the polymer stiffness. Indeed Figure 6-8 suggests that in the case of a next-generation polymer coating on a biodegradable polymer stent, again the stiffness of the coating will primarily determine the interface tractions, provided that the stent is significantly stiffer than the coating \((E_s/E_c = 2.5)\).

Once again, it should be stressed that the trends reported in Figure 6-8 can be generally interpreted for typical stent geometry where \(h_2/h_1 \geq 5\). However, for an unusually thin stent geometry (for example if \(h_2/h_1 \approx 1\)) the stiffness of the stent would have a more pronounced effect on interface tractions.

**6.3.1.4. Effect of Coating Thickness**

In this section the effect of coating thickness on stent-coating interface tractions is investigated, assuming a constant stent thickness, strut length and stent-coating stiffness ratio for all simulations.

Figure 6-9 shows the computed normal \((T_n)\) and tangential \((T_t)\) tractions at the stent-coating interface for a range of coating thicknesses. Again normal and tangential tractions are first assessed in the absence of interface debonding. Interface tractions increase with coating thickness with higher normal and tangential interface tractions being computed for thicker coating at all stent
deployment levels. This suggests that the use of a thinner coating could prevent coating debonding.

At a low level of stent deployment ($\Sigma_a = 0.0063$) (Figure 6-9(a)), the peak normal traction at the top of the arch ($x/R = 0$) is greater than the peak tangential traction at the bottom of the arch ($x/R = \pi/2$) for the thicker coatings ($h_1/R = 0.2; h_1/R = 0.5$). However, the peak tangential traction at the bottom of the arch is similar in magnitude to the peak normal traction at the top of the arch for the thinner coating ($h_1/R = 0.05$) with $|T/E_c| \approx 1.25 \times 10^{-4}$.

At medium stent deployment ($\Sigma_a = 0.236$) (Figure 6-9(b)), the peak normal traction computed at the top of the arch ($x/R = 0$) again exceeds the peak tangential traction at the bottom of the arch ($x/R = \pi/2$) except for the case of the thinner coating ($h_1/R = 0.05$), where the computed peak tangential tractions are marginally greater.

At high stent deployment ($\Sigma_a = 0.737$) (Figure 6-9(c)), the peak tangential traction computed at the bottom of the arch exceeds the peak normal traction at the top of the arch for all coating thicknesses. At this level of stent deployment, instead of normal traction reducing monotonically from the top of the arch towards the bottom of the arch along the arch interface ($0 \leq x/R \leq \pi/2$), as seen in Figure 6-9(a) and (b), an increase in normal traction is computed along the interface from the top of the arch ($x/R = 0$) to $x/R = 1.05$ and $x/R = 0.82$ for coating thicknesses of $h_1/R = 0.05$, and $0.2$ respectively. A marginal increase in normal traction is also computed for the thickest coating ($h_1/R = 0.5$) from the top of the arch ($x/R = 0$) to $x/R = 0.28$ before reducing towards the bottom of the arch. Therefore, at a high level of stent deployment, the location of maximum normal traction is computed further from the top of the arch as coating thickness reduces. Additionally, tangential traction along the strut also increases with coating thickness.
A small degree of coating compression is computed for coating thicknesses of $h_1/R = 0.05$ and $h_1/R = 0.2$ at a low level of stent deployment (Figure 6-9(a)) along the stent strut ($x/R > \pi/2$) with no compression computed for the thickest coating. Minor coating compression is computed along the stent strut for all coating thicknesses at medium stent deployment (Figure 6-9(b)). At a high level of deployment, in the case of the thinnest coating ($h_1/R = 0.05$), maximum normal compression ($T/E_c \approx -4.8E-4$) is computed in the region of the bottom of the arch at $x/R = 1.9$. Maximum normal compression is computed further along the stent strut, at $x/R = 2.2$ and 2.5 for the thicker coatings of $h_1/R = 0.2$ and 0.5 respectively. Again, it is worth noting that the cohesive zone formulation correctly penalises mixed-mode coating over-closure along the stent struts.

6.3.1.5. Influence of Mode I to Mode II Interface Strength Ratio on Coating Delamination at Finite Deformation

In Section 6.3.1.2, it was demonstrated that the magnitude of interface strength can significantly influence the location and mode of initial coating debonding and subsequent coating delamination pattern, where the normal and tangential interface strength are assumed to be equal ($\sigma_{\text{max}} = \tau_{\text{max}}$). It is next demonstrated, for the same stent geometry ($L/R = 2, h_1/R = 0.2, h_2/R = 1$), that the ratio of tangential to normal interface strength also dramatically influences the initial delamination location at the stent-coating interface. Specifically, it is assumed that the interface is significantly stronger in the tangential direction than in the normal direction ($\tau_{\text{max}} = 5\sigma_{\text{max}}$) so that mode II initiation is prevented at the bottom of the arch. Additionally, a high interface strength of $\sigma_{\text{max}}/E_c = 0.019$ is assumed so that delamination initiates at a reasonably high stent deployment level ($\Sigma_a = 0.358$). Figure 6-10(b) shows the computed normal traction along the arch interface at the point of debonding initiation. Clearly, the peak normal interface traction does not occur at the top of the arch. Rather, it occurs at $x/R = 0.19$. Consequently, coating delamination
initiates at $x/R = 0.19$. The mode of debonding is close to mode I, as highlighted by the arrows in Figure 6-10(c), as tangential tractions are extremely low at this point. Following initiation at $x/R = 0.19$, debonding propagates along the interface. It should be noted that the location of debonding initiation depends on the stent deployment level at the point of initiation, which is determined by the interface strength. For example, if the interface strength was increased to $\sigma_{max}/E_c = 0.02$, it is suggested by Figure 6-9(c) that debonding would initiate at a deployment level of $\Sigma_a \approx 0.737$ at a point farther from the top of the arch ($x/R \approx 0.82$).

Figure 6-10 illustrates that the magnitude of $\sigma_{max}$ dictates the deployment level and hence the location of delamination, when $\tau_{max}$ is sufficiently high to prevent mode II initiation at the bottom of the arch. From the non-debonding tractions presented in Figure 6-9, it can be seen that coating thickness also dictates the deployment level and location of debonding initiation. Figure 6-10(d) demonstrates that for a coating thickness of $h_1/R = 0.05$ and an interface strength of $\sigma_{max}/E_c=0.00455$ debonding initiates quite far from the top of the arch ($x/R = 0.4$) (once again, $\tau_{max} = 5\sigma_{max}$ so that mode II initiation is prevented at the bottom of the arch). Comparison of the debonding initiation for the thin coating shown in Figure 6-10(d) to the debonding initiation for the thick coating shown in Figure 6-10(c) highlights the following important point: When the mode I interface strength ($\sigma_{max}$) is sufficiently high so that debonding initiates at a high level of stent deployment, the thickness of the coating will strongly influence the location of debonding initiation. This finding is relevant when the mode II interface strength is sufficiently high so that mode II initiation is prevented at the bottom of the arch. The relevance of this finding is underlined by several experimental studies that report mode II interface strengths that are significantly higher that the mode I interface strength (Cao and Evans, 1989; Thouless, 1990; Chai and Liechti, 1992; O'Dowd et al., 1992).

6.3.1.6. Effect of Stent Thickness

In this section the effect of stent thickness on stent-coating interface tractions is investigated, assuming a constant coating thickness, strut length and stent-coating
stiffness ratio for all simulations. Analyses presented in previous sections assume a stent thickness of \( h_2/R = 1 \), based on typical dimensions of commercially available stents. In Figure 6-11, three additional stent thicknesses are considered: \( h_2/R = 5 \) (significantly thicker than typical commercially available stent designs); \( h_2/R = 0.5 \) (significantly thinner than typical commercially available stent designs; \( h_2/R = 0.1 \) (unconventionally thin stent: In this case, the coating is twice as thick as the stent). The investigation of stent thickness on stent-coating interface traction is particularly relevant given recent clinical studies that suggest that thinner stent struts lead to reduced rates of restenosis (Kastrati et al., 2001; Turco et al., 2008).

Figure 6-11 shows the computed normal \((T_n)\) and tangential \((T_t)\) tractions at the stent-coating interface for the three aforementioned stent thicknesses. At a low level of stent deployment \((\Sigma_a = 0.017)\) (Figure 6-11(a)) interface tractions generally increase with stent thickness. However, a 10 fold increase in stent thickness from \( h_2/R = 0.5 \) to \( h_2/R = 5 \) results in only a \( \sim 2 \) fold increase in peak normal traction at the top of the arch. Peak normal tractions at the top of the arch \((x/R = 0)\) are greater than the peak tangential tractions at the bottom of the arch \((x/R = \pi/2)\) for all stent thicknesses. Most notably, tangential tractions are negligible for the thinnest stent geometry \((h_2/R = 0.1)\) at a low level of deployment. Similar trends can also be observed at a medium level of stent deployment \((\Sigma_a = 0.327)\), as shown in Figure 6-11(b).

In contrast to lower stent deployment (Figure 6-11(a) and (b)), at a high level of stent deployment \((\Sigma_a = 0.831)\) (Figure 6-11(c)) peak tangential tractions are greater than peak normal tractions for all strut thicknesses, in particular for thinner struts \((h_2/R = 0.1, 0.5)\). Normal \((T_n/E_c)\) and tangential \((T_t/E_c)\) tractions are depicted in two separate figures in part (c) to enhance the visualisation of the tractions. Interestingly, for the two thinnest stents, the normal tractions decrease from the values computed for the lower deployment level considered in Figure 6-11(b). In fact, negligible normal tractions are computed for the thinnest stent design \((h_2/R = 0.1)\). Additionally, coating compression is computed in the
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region of maximum tangential traction (the bottom of the arch) for the thinnest stent. Tangential tractions are significantly higher than normal tractions at the high deployment level for all stent thicknesses. The significant increase in computed tangential traction at high deployment for a thin stent \((h_2/R = 0.1)\) can be attributed to its highly deformed stent configuration at this deployment magnitude, as shown in Figure 6-12(a). The excessive straightening of the stent unit cell essentially mimics a tensile test of a composite beam with normal interface stress being negligible. Such straightening is not computed for the thicker stent geometry (Figure 6-12(b)), such that normal interface tractions remain significant at high levels of deployment \((\Sigma_a = 0.831)\).

6.3.1.7. The Influence of Geometrical Parameters on Peak Tangential to Peak Normal Interface Traction Ratio

Extending on the data presented in Figure 6-3, Figure 6-9 and Figure 6-11, Figure 6-13 shows the ratio of peak tangential to peak normal traction at the stent coating interface as a function of deployment, \(\Sigma_a\). Figure 6-13(a) demonstrates that the peak normal traction exceeds the tangential traction for all strut lengths at a low level of deployment. It may be recalled from Chapter 4 that peak normal and tangential tractions are equal only for the deployment of an arch with no strut. At higher deployment levels \((\Sigma_a > 0.55)\) tangential tractions exceed normal tractions for all strut lengths considered. Shorter struts result in a higher ratio of tangential to normal traction at such high deployment levels. However, only in the case of a very short strut \((L/R < 0.5)\) does the tangential traction exceed the normal traction by a factor of two or greater.

The effect of stent thickness on peak tangential to peak normal traction ratio is shown in Figure 6-13(b). At an initial stent deployment level \((0 \leq \Sigma_a \leq 0.34)\), peak normal tractions exceed peak tangential tractions \((T_{t,max}/T_{n,max} < 1)\) for all stent thicknesses. However, at high stent deployment \((\Sigma_a \geq 0.375)\), peak tangential tractions exceed peak normal tractions \((T_{t,max}/T_{n,max} > 1)\) for all strut
thicknesses. In particular, the peak tangential traction magnitude increases very significantly relative to the peak normal traction for the thinner strut \((h_2/R = 0.1)\) at finite deformation. This can be explained by the results presented in Section 6.3.1.6 where increased tangential tractions and negligible normal tractions are computed for a thin stent \((h_2/R = 0.1)\) at finite deformation. From a design perspective, the results suggest that mode II delamination should be a primary concern for very thin stents. However, only for unconventionally thin struts \((h_2/R \leq 0.2)\) does the tangential traction exceed the normal traction by a factor greater than four for an extremely high deployment level \((\Sigma_a \geq 0.8)\).

The effect of coating thickness on peak tangential to peak normal traction ratio is shown in Figure 6-13(c). Again, normal traction exceeds tangential tractions at low levels of deployment, with tangential tractions becoming dominant at high deployment levels \((\Sigma_a \geq 0.47)\) for the range of coating thicknesses considered. While higher ratios of peak tangential to peak normal traction are computed for thinner coatings, overall, this ratio is not highly sensitive to coating thickness at high deployment levels: At \(\Sigma_a \approx 0.7\) a ratio of \(T_{t,\text{max}}/T_{n,\text{max}} \approx 1.6\) is computed for the thickest coating \((h_1/R = 0.5)\) whereas a 50 fold decrease in coating thickness to \(h_1/R = 0.01\) merely increases the ratio to \(T_{t,\text{max}}/T_{n,\text{max}} \approx 1.85\).

Overall, Figure 6-13 demonstrates that at medium to high levels of stent deployment the ratio of peak tangential to peak normal interface traction is increased for shorter stent struts, thinner stents and thinner coatings. However, only for stent geometries with extremely short struts, or for extremely thin stents does the peak tangential traction exceed the peak normal traction by a factor greater than three. The importance of this factor from a stent design viewpoint is highly dependent on the ratio of mode II to mode I fracture toughness. Experimental studies have reported mode II fracture toughness values that are significantly higher that the mode I values for epoxy-plexiglass interfaces (Hutchinson and Suo, 1992) and polymer-steel interfaces (Cao and Evans, 1989; Thouless, 1990; Chai and Liechti, 1992; O’Dowd et al., 1992). Mixed-mode experimentation should be performed on stent-coating interfaces to determine the
ratio of mode II to mode I fracture toughness. If this ratio exceeds the ratios of peak tractions reported in Figure 6-13 then mode I delamination at high deployment levels should be a primary design consideration. If, on the other hand, mode II fracture toughness is found to be similar to or less than the mode I fracture toughness for a stent-coating interface, then mode II initiation at the bottom of the arch at high deployment levels should be a primary design consideration. SEM images of coating delamination suggest that mode I delamination in the region of a stent arch is a common mechanism of coating debonding for several commercially available stents (Otsuka et al., 2007; Levy et al., 2009; Basalus and von Birgelen, 2010). However, it should be noted that mode II initiation is more difficult to detect using visual/SEM inspection.

6.3.2. Elastic-Plastic Stent

In this section, the influence of stent plasticity on computed interface tractions is investigated. Plastic deformation is required for the correct functionality of a metallic balloon expandable stent. Plastic strains of 30-50% are developed in the region of the arch while the diameter of the stent increases by a factor of 3-5 during balloon deployment (McGarry et al., 2004). Typically, elastic recoil results in a 2-5% reduction in deployed diameter following balloon removal.

6.3.2.1. Analysis of Interface Tractions Without Coating Debonding

A high interface strength is assumed for all simulations presented in this section so that the distribution of tangential and normal tractions can be examined in the absence of interface debonding. Interface tractions are analysed for the reference stent thickness \((h_2/R = 1)\) in Sections 6.3.2.1.1-6.3.2.1.3. An initial analysis of stent plasticity is provided in Section 6.3.2.1.1. In Section 6.3.2.1.2, computed interface tractions are presented for a range of yield stresses. Interface tractions are presented for a range of stent strain hardening moduli \((E_h = 2, 20 \text{ and } 200 \text{ MPa})\) and coating stiffnesses in Section 6.3.2.1.3. Additionally, interface tractions are presented for range of stent strain hardening moduli and coating stiffnesses for a thin stent \((h_2/R = 0.1)\) and a thick stent \((h_2/R = 2)\) in Section 6.3.2.1.4 and Section 6.3.2.1.5 respectively.
Coatings are modelled as elastic materials with two Young’s moduli being considered ($E_c = 20MPa, 200MPa$), based on the stiffness range of commercially available polymer coatings (Antony et al., 2003; Yung and Cooper, 1998). In all cases, coating thickness ($h_1/R = 0.2$) and strut length ($L/R = 2$) are based on the reference stent geometry. A Young’s modulus ($E_y$) of 200GPa, yield stress ($\sigma_y$) of 200MPa and Poisson’s ratio ($\nu$) of 0.3 is chosen for the elastic-plastic stent material (representative of 316L stainless steel) unless otherwise stated.

6.3.2.1.1. Initial Analysis of Stent Plasticity (Reference Stent Geometry, $h_2/R = 1$)

In Figure 6-14(a) the computed stress distribution for a plastically deforming stent is plotted on the deformed geometry at a medium level of stent deployment ($\Sigma_a = 0.245$). Results for a corresponding elastic stent, in which yielding of the stent material does not occur, are shown in Figure 6-14(b) for comparison. The stress state in the plastically deforming stent is dramatically different to that for the elastic stent, as expected. Plasticity results in significant deformation of the arch, with very low stresses computed in the struts. Significantly higher stresses are computed for the elastic stent throughout the entire stent geometry, and not just in the arch region. The equivalent plastic strain distribution is shown in Figure 6-14(c), illustrating a significant plastic zone in the arch with a peak equivalent plastic strain of $\approx 0.2$ being computed at the top of the arch.

Stress and equivalent plastic strain distributions are shown in Figure 6-15 when the stent deployment is increased to $\Sigma_a = 0.759$. At this level of deployment significant differences in the deformed geometry between the plastically deforming stent and the elastic stent are evident. Stent plasticity dramatically influences the computed stress distribution, not just in the stent but also in the coating. A localised region of high coating stress at the top of the arch is computed for the plastically deforming stent. Additionally, the arch region undergoes significant plastic deformation, with the region at the top of the arch becoming very straight with a peak equivalent plastic strain of $\approx 0.46$ being
computed. Such highly localised deformation in the arch region results in reduced rotation and stretching of the stent struts in comparison to the elastic stent.

Figure 6-16 shows the normal and tangential interface tractions for the elastic-plastic stent (shown in Figure 6-14) at a deployment level of $\Sigma_a = 0.245$. Traction computed for the elastic stent (also shown in Figure 6-14) are also reproduced for comparison. For the elastic-plastic stent, the onset of plastic yielding in the arch occurs at a deployment level of $\Sigma_a = 0.007$, hence, as illustrated in Figure 6-14(c), significant plastic deformation has already occurred in the arch at the deployment levels considered in Figure 6-16(a).

Clearly plastic deformation of the stent material has a significant influence on computed interface tractions. In Figure 6-16(a) at a deployment of level of $\Sigma_a = 0.245$ the peak tangential traction is computed at $x/R = 0.49$ and is significantly higher than computed peak normal tractions. Local maxima are computed for normal traction at the top of the arch ($x/R = 0$) and at $x/R = 0.72$, both of which exceed the corresponding elastic solution. Additionally, a local minimum in normal traction is computed at $x/R = 0.37$. The computed tractions for the elastic-plastic stent are very different to the computed tractions for an elastic stent (also shown in Figure 6-16 for comparison) where a monotonic sinusoidal decrease in normal traction is computed from the top to the bottom of the arch, with similar magnitudes of peak normal and tangential traction computed.

Further deployment of the plastically deforming stent to $\Sigma_a = 0.759$ results in a reduction of normal traction at the top of the arch ($x/R = 0$) to a negligible value ($|T/E_s| \approx 1 \times 10^{-6}$) as shown in Figure 6-16(b). In fact, negative normal tractions (indicating compression of the coating into the stent surface) are computed from $0.075 \leq x/R \leq 0.26$. This reduction in normal traction at the top of the arch results from a straightening of the arch in this region due to significant plastic deformation, as shown in Figure 6-15(c). Complex normal traction distribution is
again computed along the arch interface with a local minimum in normal traction computed at $x/R = 0.94$ and two local maxima in normal traction computed at $x/R = 0.5$ and 1.135 near the bottom of the arch. Again, peak tangential traction is computed away from the bottom of the arch ($x/R = \pi/2$) at $x/R = 0.94$. Clearly, this pattern of normal and tangential traction is very different to the elastic solution, also shown for comparison.

6.3.2.1.2. Influence of Yield Stress (Reference Stent Geometry, $h_2/R = 1$)

Figure 6-17 reveals the influence of yield stress on the computed normal ($T_n$) and tangential ($T_t$) tractions at the stent-coating interface. It is shown that yield stress ($\sigma_y$) dramatically influences the computed interface tractions, particularly at high levels of stent deployment. Three yield stresses are considered, $\sigma_y = 80 \text{MPa}, 200 \text{MPa}, \text{and } 600 \text{MPa}$, representative of the yield stress of biodegradable magnesium, 316L stainless steel, and cobalt chromium, respectively.

At a low level of stent deployment ($\Sigma_a = 0.056$), peak tangential traction exceeds peak normal traction for each yield stress considered (Figure 6-17(a)). Even at this low deployment level, yielding has occurred in all three cases and the patterns of normal and tangential tractions differ significantly to those reported for elastic stents in previous sections of this chapter. Peak tangential tractions are computed close to the top of the arch at $x/R = 0.4$ with greatest tangential traction computed for $\sigma_y = 200 \text{MPa}$. A minimum in normal traction is computed in all cases at $x/R = 0.36$ with coating compression (characterised by negative normal traction) computed for $\sigma_y = 200 \text{MPa}$. In all cases two local maxima are computed for normal traction, one at the top of the arch ($x/R = 0$) and one at $x/R \approx 0.6$.

At a medium level of stent deployment ($\Sigma_a = 0.303$), the largest normal and tangential tractions are computed at the top of the arch ($x/R = 0$) and at $x/R = 0.375$ respectively for $\sigma_y = 600 \text{MPa}$ (Figure 6-17(b)). Furthermore, significant coating compression is computed for $\sigma_y = 600 \text{MPa}$, from $0.26 \leq x/R \leq 0.43$. 
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In the case of the lower yield stresses ($\sigma_y = 80\, MPa$ and $200\, MPa$) the peak normal traction is not computed at the top of the arch and does not fluctuate very significantly along the arch interface. Yield stress has a significant influence on the location and magnitude of maximum tangential traction at this deployment level with peak tangential traction computed at $x/R = 0.85$ and $x/R = 0.57$ for $\sigma_y = 80\, MPa$ and $200\, MPa$ respectively.

At a high stent deployment ($\Sigma_a = 0.627$) similar trends in tangential traction are computed (Figure 6-17(c)). Significant coating compression is again computed for $\sigma_y = 600\, MPa$ from $0.16 \leq x/R \leq 0.47$. Interestingly, relative to Figure 6-17(b), a significant decrease in normal traction is computed at the top of the arch ($x/R = 0$), for $\sigma_y = 200\, MPa$, with negligible normal traction computed ($T/E_s \sim 1.7 \times 10^{-6}$). Similar to Figure 6-17(b), largest normal and tangential tractions traction are still computed for $\sigma_y = 600\, MPa$ at the top of the arch ($x/R = 0$) and at $x/R = 0.37$ respectively.

### 6.3.2.1.3 Influence of Stent Strain Hardening and Coating Stiffness on Interface Traction (Reference Stent Geometry, $h_2/R = 1$)

The computed normal ($T_n$) and tangential ($T_t$) tractions for a range of stent strain hardening moduli and coating stiffnesses ($E_c$) of $200\, MPa$ and $20\, MPa$ are shown in Figure 6-18 and Figure 6-19 respectively. Three strain hardening moduli are considered ($E_h = 2.20$ and $20\, MPa$).

At a low stent deployment, the influence of coating stiffness on interface traction distributions is not significant (Figure 6-18(a) and Figure 6-19(a)). At medium stent deployment ($\Sigma_a = 0.255$), it is evident that both the coating stiffness and strain hardening moduli significantly affect the computed traction distributions (Figure 6-18(b) and Figure 6-19(b)). The greatest normal and tangential tractions are computed for $E_h = 2\, MPa$ at this level of stent deployment for both coating stiffnesses. Significant coating compression is computed in the case of the more compliant coating for $E_h = 2\, MPa$ and $20\, MPa$ at $x/R \approx 0.35$ (Figure 6-19(b)).
while only a small degree of coating compression is predicted for $E_h = 2\, MPa$ for the stiffer coating. For $E_h = 2\, MPa$ and $20\, MPa$, peak tangential tractions are computed in the same location along the stent-coating interface as minimum normal tractions at $x/R \approx 0.4$.

At a high level of stent deployment ($\Sigma_a = 0.5$), the greatest normal and tangential tractions are again computed for $E_h = 2\, MPa$ for both coating stiffnesses. However, it should be noted that the location of peak normal traction is computed at $x/R \approx 0.9$ in the case of the stiffer coating while a significant reduction in normal traction is computed at the top of the arch for $E_h = 2\, MPa$ and $20\, MPa$. This reduction in normal traction can be attributed to the high concentration of plastic deformation in the region of the top of the arch at high stent deployment as discussed in Section 6.3.2.1. While significant coating compression is computed for $E_h = 2\, MPa$ and $20\, MPa$ in the case of the more compliant coating, no coating compression is predicted for a stiffer coating at this deployment magnitude. Lowest tangential tractions are computed for the stiffer strain hardening modulus ($E_h = 200\, MPa$) for $x/R < 0.7$.

In summary the following should be noted: (i) At high deployment, strain hardening moduli have a significant influence on computed interface tractions for both coating stiffnesses considered ($E_c = 20$ and $200\, MPa$). (ii) Coating stiffness has a significant influence on the computed patterns of interface traction at high stent deployment. For a more compliant coating, peak normal tractions are computed at the top of the arch ($x/R = 0$) for $E_h = 2\, MPa$ and $20\, MPa$, whereas negligible normal tractions are computed for $E_h = 2\, MPa$ and $20\, MPa$ at $x/R = 0$ when a stiff coating ($E_c = 200\, MPa$) is considered; (iii) No coating compression is computed for the stiffer coating at high stent deployment whereas significant coating compression is computed at high deployment for $E_c = 20\, MPa$ ($E_h = 2\, MPa$ and $20\, MPa$).
6.3.2.1.4. Influence of Stent Strain Hardening and Coating Stiffness on Interface Traction (Thin Stent Geometry, $h_2/R = 0.1$)

Normal ($T_n$) and tangential ($T_t$) tractions computed for a thin stent geometry ($h_2/R = 0.1$) for a range of stent strain hardening moduli are shown in Figure 6-20 for a coating of stiffness, $E_c = 200\text{MPa}$, and in Figure 6-21 for a coating of stiffness, $E_c = 20\text{MPa}$.

Coating stiffness has a significant influence on the computed distribution of interface tractions for a thin stent geometry at low stent deployment. This is in contrast to the computed results for the reference stent at low deployment, where the distribution of interface traction is largely unaffected by coating stiffness, traction magnitudes merely scaling with coating stiffness (Figure 6-18 (a), Figure 6-19(a)). As shown in Figure 6-20(a), in the case of the stiffer coating ($E_c = 200\text{MPa}$) maximum normal tractions are computed at the top of the arch ($x/R = 0$) at low stent deployment ($\Sigma_a = 0.139$) with normal tractions reducing towards the bottom of the arch ($x/R = \pi/2$). Peak tangential tractions are computed away from the bottom of the arch at $x/R = 0.9$. Peak interface normal tractions are slightly higher than tangential tractions at this level of stent deployment. In contrast, for a more compliant coating ($E_c = 20\text{MPa}$), for the same level of deployment, peak normal tractions are computed away from the top of the arch at $x/R = 0.5$ (Figure 6-21(a)). Additionally, peak tangential tractions are computed much closer to the top of the arch at $x/R = 0.3$ for the more compliant coating.

The patterns of computed traction for a medium deployment level ($\Sigma_a = 0.371$) are reasonably similar to those computed for a low deployment level (Figure 6-20(b)) for a stiffer coating ($E_c = 200\text{MPa}$). However, in the case of a more compliant coating ($E_c = 20\text{MPa}$), a normal traction local minimum is computed at $x/R = 0.6$ while maximum normal tractions are computed at $x/R = 0.9$ for all strain hardening moduli considered. Additionally, little variation in normal traction is computed along the interface where $x/R < 0.4$. 
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At high stent deployment ($\Sigma_a = 0.558$), for $E_c = 200\text{MPa}$ (Figure 6-20(c)), peak tangential tractions are computed close to the bottom of the arch ($x/R = 1.7$). In contrast to computed normal interface tractions at lower levels of stent deployment (Figure 6-20(a) and (b)), peak normal tractions are also computed towards the bottom of the arch ($x/R = 1.4$). Additionally, coating compression is computed in the region of the bottom of the arch ($x/R = 1.7$) for all strain hardening moduli considered. A second normal traction maximum is computed along the strut at $x/R = 2.1$. For a more compliant coating ($E_c = 20\text{MPa}$), maximum tangential tractions are computed at $x/R = 1.2$ (Figure 6-21(c)). Similar normal traction behaviour is computed to that observed at lower deployment (Figure 6-21(b)). A maximum in normal traction is computed towards the bottom of the arch at $x/R \approx 1.3$. In contrast to the stiffer coating ($E_c = 200\text{MPa}$), no coating compression is computed along the interface.

In summary the following should be noted for a thin stent geometry: (i) Strain hardening moduli do not influence computed interface tractions when a stiff coating ($E_c = 200\text{MPa}$) is considered, and weakly influence computed tractions in the case of a more compliant coating ($E_c = 20\text{MPa}$) when $E_h = 200\text{MPa}$ (ii) Coating stiffness has a significant influence on the computed patterns of interface traction with coating compression computed only in the case of the stiffer coating ($E_c = 200\text{MPa}$) at high stent deployment.

### 6.3.2.1.5 Influence of Stent Strain Hardening and Coating Stiffness on Interface Tractions (Thick Stent Geometry, $h_2/R = 2$)

The computed normal ($T_n$) and tangential ($T_t$) tractions for a thick stent geometry ($h_2/R = 2$) for a range of stent strain hardening moduli are shown in Figure 6-22 for a coating of stiffness $E_c = 200\text{MPa}$, and in Figure 6-23 for a coating of stiffness $E_c = 20\text{MPa}$. Firstly it should be noted that, for a given strain hardening modulus and for a given deployment level, very similar distributions of normal and tangential tractions are computed for the stiff ($E_c = 200\text{MPa}$) and the compliant ($E_c = 20\text{MPa}$) coatings, with the traction magnitudes scaling with
coating stiffness. Additionally, similar traction distributions are computed for stent hardening moduli of 2MPa and 20MPa, with a significantly different distribution being computed for the highest hardening modulus \( E_h = 200\text{MPa} \).

Comparison of Figure 6-22(a) with Figure 6-18(a) reveals that at a low deployment level the normal and tangential traction distributions are similar for the thick stent geometry \( (h_2/R = 2) \) and for reference stent thickness \( (h_2/R = 1) \). However, Figure 6-22(c) reveals that at a high deployment level normal tractions at the top of the arch \( (x/R = 0) \) do not vanish for the thicker stent, in contrast to the reference stent geometry (Figure 6-18 (c)). This results from the fact that for the thicker stent \( (h_2/R = 2) \), the top of the arch remains curved at high deployment levels.

### 6.3.2.2. Analysis of Coating Debonding Mechanisms

Section 6.3.2.1 illustrates that complex distributions of normal and tangential traction are computed along the stent-coating interface when plastic deformation of the stent is considered. The ratio of normal to tangential traction at any point on the interface is shown to be highly dependent on the deployment level in addition to the stent-coating geometry and material properties. While delamination is not considered in the previously presented analyses of plastically deforming stents, with a very strong stiff interface being assumed, the complex traction distributions suggest that if a lower interface strength is considered the location and mode mixity of debonding will be highly dependent on several factors, including deployment level at debonding initiation, ratio of normal to tangential interface strength, in addition to stent geometric and material parameters. In this section, three examples of diverse coating debonding patterns during deployment of a plastically deforming stent are presented. The first two examples entail debonding of a coating from a thin stent geometry \( (h_2/R = 0.1) \) (Section 6.3.2.2.1-6.3.2.2.2) and the third example entails the debonding of a coating from a thick stent geometry \( (h_2/R = 2) \) (Section 6.3.2.2.3). These debonding simulations do not represent an exhaustive collection of all possible debonding patterns. They merely serve to illustrate some possible debonding patterns that emerge as a result of the
complex distributions of normal and tangential tractions at the stent–coating interface in the case of a plastically deforming stent.

**6.3.2.2.1. Coating Debonding Behaviour for a Thin Stent (h₂/R = 0.1)**

For the thin stent geometry (h₂/R = 0.1) it can be seen in Figure 6-21(b) that tangential tractions are dominant at an arch deployment of Σₐ = 0.371 for $E_c = 20MPa$ and $E_n = 200MPa$ with peak tangential tractions computed at $x/R = 0.75$. In the first sample simulation of coating debonding, presented in Figure 6-24, interface strengths are chosen so that coating debonding initiates at this level of deployment. Furthermore, it is assumed that mode I and mode II interface strengths are equal ($σ_{max}/E_s = τ_{max}/E_s = 2x10^{-6}$). The coating node located at $x/R = 0.75$ is highlighted in Figure 6-24(b). Corresponding interface tractions are depicted in Figure 6-24(c) and (d). Mixed-mode delamination is initially computed at the interface at $x/R = 0.75$ as shown in Figure 6-24(b). As stent deployment increases, a predominantly mode II delamination is computed at the interface with $T_t/τ_{max} ≈ 0.914$ (Figure 6-24(c)). Due to the dominant mode II type delamination, the resistance to normal separation is significantly reduced with computed peak normal traction of $T_n/σ_{max} ≈ 0.46$ (Figure 6-24 (d)). No coating compression is computed at the stent-coating interface. Following full coating delamination at $x/R = 0.75$, mixed-mode delamination progresses along the interface with pure mode I coating delamination eventually occurring at the top of the arch ($x/R = 0$). Further progression of coating delamination at higher stent deployment is shown in Figure 6-24(e). However, at the level of stent deployment shown in Figure 6-24(e), pure mode I delamination has not yet occurred.

In the second sample simulation of coating debonding from a plastically deforming stent, presented in Figure 6-25, geometric and material parameters are identical to those used for Figure 6-24. In this case, however, the prescribed mode II interaction strength is increased relative to the mode I interaction strength ($τ_{max} = 5σ_{max}$). A normal interface strength of $σ_{max}/E_s = 1.045x10^{-6}$ is used so that coating debonding again initiates at an arch
deployment of $\Sigma_a = 0.371$. The computed normal and tangential tractions for the highlighted coating node (Figure 6-25(b)) located at $x/R = 0.9$ (location of initial coating debonding) are shown in Figure 6-25(c) and (d). Similar to the previous example, no coating compression is computed at the stent-coating interface during stent deployment. However, as stent deployment increases predominantly mode I coating delamination is computed at the highlighted coating node. This predominantly mode I delamination is shown in Figure 6-25(c) with a peak normal traction of $T_n/\sigma_{\text{max}} \approx 0.96$ being computed at the point of debonding initiation. Resistance to tangential separation is reduced with $T_t/\tau_{\text{max}} \approx 0.42$, due to the predominantly normal separation at this point. Further progression of coating delamination following increased stent deployment is shown in Figure 6-25(e) where coating delamination is computed all along the arch, including pure mode I delamination at the top of the arch.

6.3.2.2.2. Coating Debonding Behaviour for a Thick Stent ($h_2/R = 2$)

The complex interface traction distributions shown in Figure 6-22, at an arch deployment of $\Sigma_a = 0.101$, for a thick elastic-plastic stent ($h_2/R = 2, E_c = 200\text{MPa}, E_h = 2\text{MPa}$) can lead to complex patterns of coating delamination. Peak tangential traction and maximum coating compression are computed in the same location along the interface ($x/R = 0.6$).

In the final sample simulation of coating debonding from a plastically deforming stent a thick stent geometry ($h_2/R = 2$) is considered, with $E_c = 200\text{MPa}, E_h = 2\text{MPa}$. The interface strengths are reduced so that debonding initiates at a deployment level of $\Sigma_a = 0.101$, assuming that the normal and tangential interface strengths are equal ($\sigma_{\text{max}}/E_s = \tau_{\text{max}}/E_s = 4.8 \times 10^{-5}$). The peak tangential traction is computed at $x/R \approx 0.6$ at this low level of deployment as indicated by the non-debonding simulation of Figure 6-22. Additionally, in this region the coating is compressed normally into the stent surface, hence nodes in this region undergo mixed-mode over-closure. The node at $x/R = 0.6$ is highlighted in Figure 6-26(a). The insert shown in Figure 6-26(b) illustrates the mixed-mode over-closure of the node. It can be noted that while the
coating is compressed into the stent surface the magnitude of over-closure is very small, as the cohesive zone framework penalises such mixed-mode over-closure (characterised by the computation of a rapid increase in negative normal tractions highlighted by red arrow in Figure 6-26(e)). The displacement vector of the node is predominantly in the tangential direction. The tangential traction is sufficiently large to cause a predominantly mode II delamination at the interface. At the point of debonding initiation the peak tangential traction is higher than $\tau_{max}$ due to compression at the interface ($T_t/\tau_{max} \approx 1.04$) (Figure 6-26(c)). Full debonding then occurs as tangential tractions reduce to zero. During the debonding of the node highlighted in Figure 6-26, the compression of the node into the stent surface is reversed and the node separates from the stent in a mixed-mode fashion. Resistance to normal separation is significantly reduced due to the earlier initiation of tangential debonding, with peak normal traction of $T_n/\sigma_{max} \approx 0.17$ being computed (Figure 6-26(e)). The insert in Figure 6-26(d) illustrates the final mixed-mode separation of the node from the stent surface. Further progression of coating delamination at higher stent deployment is shown in Figure 6-26(f) where coating delamination is computed all along the arch, including pure mode I debonding at the top of the arch ($x/R = 0$). The insert in Figure 6-26(f) shows that the stent surface at the interface becomes highly non-uniform at finite deformation. Such non-uniform undulations on the surface of a plastically deforming stent surface underlie the complex patterns of interface traction and mixed-mode delamination illustrated in this study.
6.4. Concluding Remarks

In this study the influence of geometrical parameters (strut length, coating stiffness, stent thickness) and material properties and on the stress state at a stent-coating interface is investigated. The influence of finite deformation on interface tractions is examined, significantly advancing on the analytical analyses of Parry and McGarry (2012) which were limited to infinitesimal elastic deformation with an idealised coupling between the arch and the strut via linear and torsional springs. Most importantly, the present chapter also considers the affect of stent plasticity on interface tractions and provides simulations of coating debonding.

This study represents a significant advancement on the study of Hopkins et al. (2010) where interface traction distributions were not examined and only mode I debonding initiation at the top of the arch was considered. The current study demonstrates that the mechanisms of coating debonding are complex and depend on numerous stent, coating and interface design criteria. The full complexity of coating debonding for elastic and elastic-plastic stents is uncovered. Several recent experimental studies using scanning electron microscopy have reported extensive delamination of polymer coatings from the stent surface during deployment (Otsuka et al., 2007; Levy et al., 2009; Basalus and von Birgelen, 2010; Wiemer et al., 2010). Numerous studies have suggested that coating damage may play a significant role in late stent thrombosis, following the use of drug-eluting stents (Hoffmann et al., 2002; Wang et al., 2002; Balakrishnan et al., 2005; Iakovou et al., 2005; Otsuka et al., 2007; Luscher et al., 2007; Daemen et al., 2007; Levy et al., 2009). It is reasonable to suggest that some of the other clinical implications associated with coating damage may include micro-embolism formation, impaired drug delivery and obstruction of blood flow. Therefore, computational analyses and reliable design techniques are required in order to determine the limits relating to the safe implantation of coated stents. The analyses presented in this chapter provide valuable insight into the stress-state at the stent-coating interface as a function of the stent design parameters. Such analyses allow for a more reliable assessment of the limits relating to safe implantation of coated stents.
Key implications for the improved design of coated stents uncovered in this chapter are summarised below.

An elastic stent is first considered in order to develop an initial fundamental understanding of interface traction behaviour. A number of important findings are revealed for an elastic stent:

- Firstly, it is important to note that peak normal tractions exceed peak tangential tractions at low stent deployment whereas peak tangential tractions exceed peak normal tractions at high stent deployment (finite deformation) when interface tractions are assessed for a range of strut lengths, stent thicknesses and coating thicknesses. Since stents typically undergo high deployment levels, mode II coating debonding initiation at the bottom of the arch should be carefully considered.

- The implementation of a longer stent strut effects an increased rotation at the base of the stent arch which reduces the tangential tractions and increases the normal tractions along the stent-coating interface. This effect can be counteracted by using a shorter strut design.

- For a typical stent geometry, where the stent thickness is significantly greater than the coating thickness \((h_2/h_1 = 5)\), the stent-coating stiffness ratio has a relatively weak influence on the distribution of normal and tangential tractions along the interface, particularly at a high level of stent deployment. Interface tractions approximately scale with the coating stiffness, with the ratio of normal to tangential traction at a given point along on the interface being insensitive to the stent-coating stiffness ratio when \(h_2/h_1 = 5\). This suggests that, for a given geometry, a more compliant Chronoflex® coating is less likely to delaminate during stent deployment than stiffer coatings such as PU-GPC (Hopkins et al., 2010).
• As expected, it is shown that interface tractions increase with coating thickness suggesting that antiproliferative drugs should be delivered via a thinner coating in order to reduce the risk of coating debonding. Commercially available stent coatings range in thickness from 10–20μm (Hopkins et al., 2010). Since interface tractions increase with increasing coating thickness, a higher bond strength must be achieved when thicker coatings are utilised.

• The influence of stent thickness on interface tractions is particularly relevant given that recent clinical studies suggest that thinner stent struts lead to reduced rates of restenosis (Kastrati et al., 2001; Turco et al., 2008). Interface tractions increase with increasing stent thickness suggesting that thinner stents should be utilised to reduce the risk of coating delamination. Increased tangential tractions and negligible normal tractions are computed for a thin stent at high stent deployment due to excessive straightening of the thin stent geometry.

• The location and mechanism of coating debonding is shown to be highly dependent on the interface strength as the ratio of peak tangential to peak normal traction is highly dependent on deployment level. The location of debonding initiation is also shown to be highly dependent on geometrical parameters with initial debonding computed further away from the top of the arch when a thinner coating is utilised and the mode II interface strength is increased relative to the mode I interface strength.

In the second section of this study, an elastic-plastic stent is considered:

• Firstly, the stress distributions in the stent and coating materials and the tractions computed at the stent-coating interface are compared for an elastic and elastic-plastic stent. In contrast to an elastic stent where there is a gradual increase in normal and tangential tractions towards the top (x/R = 0) and bottom (x/R = π/2) of the arch respectively, when an
elastic-plastic stent is utilised, significant plastic deformation in the region of the arch results in the computation of significantly altered traction distributions. Specifically, at a high level of stent deployment, multiple peaks and minimums in normal traction are computed for an elastic-plastic stent with coating compression computed in the region of the top of the arch. Additionally, in contrast to the elastic stent, the peak tangential traction is computed away from the bottom of the arch with tangential tractions significantly increased when an elastic-plastic stent is utilised.

- Yield stress is shown to significantly influence the location and magnitude of peak normal and tangential interface tractions. Additionally, a high yield stress ($\sigma_y = 600 \text{ MPa}$) is shown to promote significant coating compression at high deployment.

- Interface tractions are also presented for a range of stent strain hardening moduli and coating stiffnesses. For a typical stent thickness ($h_2/h_1 = 5$), both coating stiffness and strain hardening moduli have a significant influence on the computed interface tractions at high stent deployment. In contrast, for a very thin stent, where the stent is half the thickness of the coating ($h_2/h_1 = 0.5$), interface tractions are not significantly influenced by strain hardening moduli. For a thick stent ($h_2/h_1 = 10$), for a given strain hardening modulus and for a given deployment level, very similar distributions of normal and tangential tractions are computed for the stiff ($E_c = 200\text{MPa}$) and the compliant ($E_c = 20\text{MPa}$) coatings, with the traction magnitudes scaling with coating stiffness.

- For a thin elastic-plastic stent ($h_2/h_1 = 0.5$), it is demonstrated that the prescribed ratio of peak tangential to peak normal traction significantly alters the mechanism and location of initial coating debonding. A highly non-uniform stent surface is computed at the stent-coating interface for a thick elastic-plastic stent. In this case, mixed-mode coating over-closure is
computed prior to mixed-mode coating delamination, highlighting the importance of implementing a cohesive zone formulation which can appropriately penalise mixed-mode compression.

- In summary, in contrast to an elastic stent, the inclusion of an elastic-plastic stent influences both the location of peak interface tractions together with the magnitude of computed tractions. Furthermore, the location and magnitude of coating compression is significantly altered when an elastic-plastic stent is used. All of these factors significantly influence the location and mode of coating debonding and can lead to complex coating debonding mechanisms such as those shown in Section 6.3.2.2.
6.5. References


6.6. Tables and Figures

Figure 6-1: An example of a cardiovascular stent architecture consisting of a series of repeating interconnected unit cells (highlighted), where each unit cell consists of an arch connected to straight struts (Parry and McGarry, 2012).
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Figure 6-2: (a) Geometry of the stent and stent coating in the initial configuration. Boundary conditions at the base of the stent struts and applied displacements, $U$, are highlighted at the strut ends. The radial distance to the stent-coating interface, $R$, and the distance along the stent-coating interface from the top of the arch, $X$, is also indicated. The arch and strut sections are also highlighted. The coating thickness, $h_1$, stent thickness, $h_2$ and strut length, $L$, are also shown. (b) Geometry of a deployed stent configuration with the stent and coating materials highlighted. The arch deployment ($\Sigma_a$) and circumferential strain ($\varepsilon_{\text{circumf}}$) are also defined, with $\varepsilon_o$ and $D_o$ defined in (a).
Figure 6-3: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for a range of strut lengths for (a) low deployment ($\Sigma_a = 0.024$) (b) medium deployment ($\Sigma_a = 0.134$) and (c) high deployment ($\Sigma_a = 0.608$). At low deployment, normal tractions increase from the bottom of the arch ($x/R = \pi/2$) to the top of the arch ($x/R = 0$) while tangential tractions increase from the top of the arch ($x/R = 0$) to the bottom of the arch ($x/R = \pi/2$). $E_c = 200$GPa, $E_s = 500$GPa, $\sigma_{max}/E_c = \tau_{max}/E_c = 2$, $h_1/R = 0.2$, $h_2/R = 1$. 
Figure 6-4: von Mises stress ($\bar{\sigma}$) distribution for deformed stent geometries at low ($\Sigma_a = 0.024$), medium ($\Sigma_a = 0.134$) and high ($\Sigma_a = 0.608$) deployment for (a)-(c) $L/R = 2$ and (d)-(f) $L/R = 10$. The black line at base of the arch is included to highlight the increase in arch rotation with increasing stent deployment.
Figure 6-5: Stent and coating von Mises stress ($\bar{\sigma}$) distribution plotted on the deformed geometry for an arch deployment, $\Sigma_{\Delta}$, of (a) 0.023 and (b) 0.025. Mode I coating delamination initiates at the top of the arch ($x/R = 0$) as shown in (b). $E_c = 200\text{GPa}$, $E_s = 500\text{GPa}$, $\sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 0.0019$, $h_1/R = 0.2$, $h_2/R = 1$, $L/R = 2$. Deformation factor =3 in (b).
Figure 6-6: Computed interface traction ($T/E_c$) as a function of the distance along the stent-coating interface ($x/R$) for an arch deployment, $\Sigma_a$, of (a) 0.43 and (b) 0.47. Predominantly mode II coating delamination initiates at the bottom of the arch ($x/R = \pi/2$) as indicated by the reduction in traction in (b). $E_c = 200$GPa, $E_s = 500$GPa, $\sigma_{max}/E_c = \tau_{max}/E_c = 0.026$, $h_c/R = 0.2$, $h_s/R = 1$, $L/R = 2$. 
Figure 6-7: Stent and coating von Mises stress ($\sigma$) distribution plotted on the deformed geometry for an arch deployment, $\Sigma_a$, of (a)-(b) 0.47 and (c) 0.475. Predominantly mode II coating delamination initiates at the bottom of the arch ($x/R = \pi/2$) as shown in (b). Mixed-mode coating delamination computed at higher stent deployment is shown in (c). $E_c = 200$GPa, $E_s = 500$GPa, $\sigma_{max}/E_c = \tau_{max}/E_c = 0.026$, $h_1/R = 0.2$, $h_2/R = 1$, $L/R = 2$. Deformation factor =3 for (c).
Figure 6-8: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for a range of stent to coating stiffness ratios ($E_s/E_c$) for (a) low deployment ($\Sigma_d = 0.0065$) (b) medium deployment ($\Sigma_d = 0.202$) and (c) high deployment ($\Sigma_d = 1.27$). $E_c = 200$GPa, $\sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 2$, $h_1/R = 0.2$, $h_2/R = 1$, $L/R = 2$. 
Figure 6-9: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for a range of coating thicknesses for (a) low deployment ($\Sigma_a = 0.0063$) (b) medium deployment ($\Sigma_a = 0.236$) and (c) high deployment ($\Sigma_a = 0.737$). The insert in (c) shows increasing normal tractions away from the top of the arch ($x/R = 0$) for $h_1/R = 0.05$ and 0.2. $E_c = 200\text{GPa}$, $E_s = 500\text{GPa}$, $\sigma_{max}/E_c = \tau_{max}/E_c = 2$, $h_2/R = 1$, $L/R = 2$. 
Figure 6-10: (a) Stent and coating geometry highlighting two points along the stent-coating interface for an arch deployment, $\Sigma_a = 0.358$ (b) Normalised normal traction $T_n/\sigma_{max}$ computed along the stent-coating interface as a function of the distance along the stent-coating interface ($x/R$). Insert highlights the computed increase in normal traction from $0 \leq x/R \leq 0.19$. (c) von Mises ($\sigma$) stress distribution plotted on the deformed geometry. Predominantly mode I coating delamination initiates at $x/R \approx 0.19$ for $h_1/R = 0.2$ ($\sigma_{max}/E_c = 0.019$). (d) Predominantly mode I coating delamination initiates at $x/R \approx 0.4$ for $h_1/R = 0.05$ ($\sigma_{max}/E_c = 0.00455$). $E_c = 200$GPa, $E_s = 500$GPa, $\tau_{max} = 5\sigma_{max}, h_2/R = 1, L/R = 2$. 
Figure 6-11: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for a range of strut thicknesses for (a) low deployment ($\Sigma_a = 0.017$) (b) medium deployment ($\Sigma_a = 0.327$) and (c) high deployment ($\Sigma_a = 0.831$). Computed normal ($T_n/E_c$) and tangential ($T_t/E_c$) tractions are shown separately in (c) to enhance the visualisation. $E_c = 200$GPa, $E_a = 500$GPa, $\sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 2$, $h_3/R = 0.2$, $L/R = 2$. 
Figure 6-12: von Mises stress ($\bar{\sigma}$) distribution plotted on the deformed stent geometries at high deployment ($\Sigma_a = 0.831$) for (a) $h_2/R = 0.1$, (b) $h_2/R = 0.5$ and (c) $h_2/R = 5$. $E_c = 200$GPa, $E_s = 500$GPa, $\sigma_{max}/E_c = \tau_{max}/E_c = 2$, $h_1/R = 0.2$, $L/R = 2$. 
Figure 6-13: Ratio of maximum tangential to normal traction ($T_{t,max}/T_{n,max}$) as a function of arch deployment ($\Sigma_a$) for (a) a range of strut lengths ($h_1/R = 0.2, h_2/R = 1$) (b) a range of substrate thicknesses ($L/R = 2, h_1/R = 0.2$) and (c) a range of coating thicknesses ($L/R = 2, h_2/R = 1$). $E_c = 200\, GPa, \mu = 500\, GPa, \sigma_{max}/E_c = \tau_{max}/E_c = 2$. 
Figure 6-14: von Mises stress distribution ($\sigma$) plotted on the deformed geometry for (a) elastic-plastic stent and elastic coating and (b) elastic stent and elastic coating. (c) Equivalent plastic strain (PEEQ) distribution for elastic-plastic stent and elastic coating. In all cases the arch deployment, $\Sigma_\mu = 0.245$. For the elastic stent, $E_s = 200\text{GPa}$. For the elastic-plastic stent, $E_s = 200\text{GPa}$, the strain hardening modulus, $E_h = 20\text{MPa}$, and yield stress, $\sigma_y = 200\text{MPa}$. In all cases, an elastic coating ($E_c = 200\text{MPa}$) is considered. $L/R = 2$, $h_s/R = 0.2$, $h_c/R = 1$. $\sigma_{\text{max}}/E_s = \tau_{\text{max}}/E_s = 2$. 
Figure 6-15: von Mises stress distribution ($\bar{\sigma}$) plotted on the deformed geometry for (a) elastic-plastic stent and elastic coating and (b) elastic stent and elastic coating. (c) Equivalent plastic strain (PEEQ) distribution for elastic-plastic stent and elastic coating. In all cases the arch deployment, $\Sigma_{\sigma}$ = 0.759. For the elastic stent, $E_s = 200 GPa$. For the elastic-plastic stent, $E_s = 200 GPa$, the strain hardening modulus, $E_{\text{hr}} = 20$MPa, and yield stress, $\sigma_y = 200$MPa. In all cases, an elastic coating ($E_c = 200$MPa) is considered. $L/R = 2$, $h_1/R = 0.2$, $h_2/R = 1$. $\sigma_{\text{max}}/E_s = \tau_{\text{max}}/E_s = 2$. 
Figure 6-16: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for an elastic stent and an elastic-plastic stent for (a) medium deployment ($\Sigma_n = 0.245$) and (b) high deployment ($\Sigma_n = 0.759$). For the elastic stent, $E_s = 200 GPa$. For the elastic-plastic stent, $E_s = 200 GPa$, the strain hardening modulus, $E_h = 20 MPa$, and yield stress, $\sigma_y = 200 MPa$. In all cases, an elastic coating ($E_c = 200 MPa$) is considered. $L/R = 2$, $h_1/R = 0.2$, $h_2/R = 1$. $\sigma_{max}/E_s = \tau_{max}/E_s = 2$. 
Figure 6-17: Computed normal \( (T_n) \) and tangential \( (T_t) \) tractions along the stent-coating interface for a range of yield stresses \( (\sigma_y = 80\,\text{MPa}, 200\,\text{MPa}, 600\,\text{MPa}) \), for (a) low deployment \( (\Sigma_a = 0.056) \) (b) medium deployment \( (\Sigma_a = 0.303) \) and (c) high deployment \( (\Sigma_a = 0.627) \). In all cases, an elastic coating \( (E_c = 200\,\text{MPa}) \) is considered. For the elastic-plastic stent, \( E_s = 200\,\text{GPa} \), the strain hardening modulus, \( E_h = 20\,\text{MPa} \), and yield stress, \( \sigma_y = 200\,\text{MPa} \). \( L/R = 2 \). \( h_1/R = 0.2 \), \( h_2/R = 1 \). \( \sigma_{\text{max}}/E_s = \sigma_{\text{max}}/E_t = 2 \).
Figure 6-18: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for (a) low deployment ($\Sigma_a = 0.03$) (b) medium deployment ($\Sigma_a = 0.255$) and (c) high deployment ($\Sigma_a = 0.5$) for an elastic-plastic stent with the substrate thickness, $h_s/R = 1$. Three strain hardening moduli are considered for the strut ($E_h = 2,20$ and 200MPa). In all cases, an elastic coating ($E_c = 200MPa$) is considered. $h_s/R = 0.2, E_s = 200GPa$, $L/R = 2$, $\sigma_{max}/E_s = \tau_{max}/E_s = 2$. The strut yield stress ($\sigma_y$) = 200MPa.
Figure 6-19: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for (a) low deployment ($\Sigma_a = 0.03$) (b) medium deployment ($\Sigma_a = 0.255$) and (c) high deployment ($\Sigma_a = 0.5$) for an elastic-plastic stent with the substrate thickness, $h_s/R = 1$. Three strain hardening moduli are considered for the strut ($E_k = 2.2, 20$ and $200$MPa). In all cases, an elastic coating ($E_c = 20$MPa) is considered. $h_s/R = 0.2, E_s = 200$GPa, $L/R = 2$, $\sigma_{max}/E_s = \tau_{max}/E_s = 2$. The strut yield stress ($\sigma_y$) = $200$MPa.
Figure 6-20: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for (a) low deployment ($\Sigma_a = 0.139$) (b) medium deployment ($\Sigma_a = 0.371$) and (c) high deployment ($\Sigma_a = 0.558$) for an elastic-plastic stent with the substrate thickness, $h_2/R = 0.1$. Three strain hardening moduli are considered for the strut ($E_h = 2, 20$ and $200\text{MPa}$). In all cases, an elastic coating ($E_c = 200\text{MPa}$) is considered. $h_1/R = 0.2, E_s = 200\text{GPa}$, $L/R = 2$, $\sigma_{max}/E_s = \tau_{max}/E_s = 2$. The strut yield stress ($\sigma_y$) = $200\text{MPa}$.
Figure 6-21: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for (a) low deployment ($\Sigma_a = 0.139$) (b) medium deployment ($\Sigma_a = 0.371$) and (c) high deployment ($\Sigma_a = 0.558$) for an elastic-plastic stent with the substrate thickness, $h_z/R = 0.1$. Three strain hardening moduli are considered for the strut ($\Sigma_a = 2, 20$ and $200MPa$). In all cases, an elastic coating ($E_c = 20MPa$) is considered. $h_z/R = 0.2$, $E_z = 200GPa$, $L/R = 2$. $\frac{\sigma_{max}}{E_z} = \frac{\tau_{max}}{E_z} = 2$. The strut yield stress ($\sigma_y$) = 200MPa.
Figure 6-22: Computed normal ($T_n$) and tangential ($T_s$) tractions along the stent-coating interface for (a) low deployment ($\Sigma_a = 0.101$) (b) medium deployment ($\Sigma_a = 0.37$) and (c) high deployment ($\Sigma_a = 0.54$) for an elastic-plastic stent with the substrate thickness, $h_s/R = 2$. Three strain hardening moduli are considered for the strut ($E_h = 220$ and $200MPa$). In all cases, an elastic coating ($E_c = 200MPa$) is considered. $h_s/R = 0.2, E_s = 200GPa, L/R = 2, \sigma_{max}/E_s = \tau_{max}/E_s = 2$. The strut yield stress ($\sigma_y$) = 200MPa.
Figure 6-23: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for (a) low deployment ($\Sigma_a = 0.101$) (b) medium deployment ($\Sigma_a = 0.37$) and (c) high deployment ($\Sigma_a = 0.54$) for an elastic-plastic stent with the substrate thickness, $h_2/R = 2$. Three strain hardening moduli are considered for the strut ($E_h = 220$ and 200MPa). In all cases, an elastic coating ($E_c = 20$MPa) is considered. $h_1/R = 0.2, E_s = 200$GPa, $L/R = 2$, $\sigma_{max}/E_s = \tau_{max}/E_s = 2$. The strut yield stress ($\sigma_y$) = 200MPa.
Figure 6.24: (a) Stent and coating von Mises ($\bar{\sigma}$) stress distribution plotted on the deformed geometry at an arch deployment of $\Sigma_a = 0.371$ (b) Mixed-mode coating delamination computed at $x/R = 0.75$ (c) Normalised tangential traction ($T_t/T_{\max}$) as a function of normalised tangential separation ($\Delta_t/\delta_t$) computed at coating node ($x/R = 0.75$). (d) Normalised normal traction ($T_n/T_{\max}$) as a function of normalised normal separation ($\Delta_n/\delta_n$) computed at coating node ($x/R = 0.75$). (e) von Mises ($\bar{\sigma}$) stress distribution plotted on the deformed stent geometry at an arch deployment of $\Sigma_a = 0.42$. An elastic coating ($E_c = 20MPa$) is considered. Elastic-plastic properties are assigned for the stent strut with $E_s = 200GPa$, strain hardening modulus, $E_h = 200MPa$ and yield stress, $\sigma_y = 200MPa$. $h_1/R = 0.2, h_2/R = 0.1, L/R = 2, \sigma_{max}/E_s = \tau_{max}/E_s = 2\times 10^{-6}$. 
Figure 6-25: (a) Stent and coating von Mises ($\overline{\sigma}$) stress distribution plotted on the deformed geometry at an arch deployment of $\Sigma_a = 0.371$ (b) Predominantly mode I coating delamination at $x/R = 0.9$ (c) Normalised normal traction ($T_n/\sigma_{\text{max}}$) as a function of normalised normal separation ($\Delta_n/\delta_n$) computed at coating node ($x/R = 0.9$) (d) Normalised tangential traction ($T_t/\tau_{\text{max}}$) as a function of normalised tangential separation ($\Delta_t/\delta_t$) computed at coating node ($x/R = 0.9$) (e) von Mises ($\overline{\sigma}$) stress distribution plotted on the deformed stent geometry at an arch deployment, $\Sigma_a = 0.42$. An elastic coating ($E_c = 20\,\text{MPa}$) is considered. Elastic-plastic properties are assigned for the stent strut with $E_s = 200\,\text{GPa}$, strain hardening modulus, $E_h = 200\,\text{MPa}$ and yield stress, $\sigma_y = 200\,\text{MPa}$. $h_1/R = 0.2, h_2/R = 0.1, L/R = 2$. $\sigma_{\text{max}}/E_s = 1.045\times10^{-6}, \tau_{\text{max}} = 5\sigma_{\text{max}}$. 
Figure 6-26: (a) Stent and coating von Mises (\(\bar{\sigma}\)) stress distribution plotted on the deformed geometry at an arch deployment of \(\Sigma_a = 0.098\) (b) Mixed-mode coating compression computed at \(x/R = 0.6\) (c) Normalised tangential traction (\(T_t/\tau_{\text{max}}\)) as a function of normalised tangential separation (\(\Delta_t/\delta_t\)) computed at coating node (\(x/R = 0.6\)) (d) Mixed-mode coating delamination computed at \(x/R = 0.6\) and \(\Sigma_a = 0.112\) (e) Normalised normal traction (\(T_n/\sigma_{\text{max}}\)) as a function of normalised normal separation (\(\Delta_n/\delta_n\)) computed at coating node (\(x/R = 0.6\)). (f) von Mises (\(\bar{\sigma}\)) stress distribution plotted on the deformed stent geometry at an arch deployment, \(\Sigma_a = 0.305\). Insert highlights non-uniform strut surface. An elastic coating (\(E_c = 200\text{MPa}\)) is considered. Elastic-plastic properties are assigned for the stent strut with \(E_x = 200\text{GPa}\), strain hardening modulus, \(E_h = 2\text{MPa}\) and yield stress, \(\sigma_y = 200\text{MPa}\). \(h_2/R = 0.2, L/R = 2, h_2/R = 2, \sigma_{\text{max}}/E_c = \tau_{\text{max}}/E_c = 4.8 \times 10^{-5}\). Deformation factor=3 for (b) and (d).
Chapter 7

7 Computational Investigation of Aneurysm Dissection

7.1 Introduction

An abdominal aortic aneurysm (AAA) is defined as a permanent and irreversible dilation of the aorta. Most AAAs form in the area just below the renal arteries and above the iliac arteries (Standring, 2008). The rupture of a AAA is a significant clinical event, having a mortality rate of 90% and was ranked by Vorp and Geest (2005b) as the 13th highest cause of death in the western world. Approximately 150,000 new cases are diagnosed every year (Vorp, 2007). A recent study has reported that aneurysms are at least 9 times more prevalent in the abdominal section of the aorta than in the thoracic section (Kuivaniemi and Elmore, 2012). AAA formation is more common in the elderly (>65 years) and approximately four times more likely in males (Hultgren et al., 2012). Numerous studies have reported a significant drop in AAA-associated mortality as a consequence of regular ultrasonography screening programs (Scott, 1999; Chaikof et al., 2009; Moll et al., 2011). Nevertheless, an accurate predictive framework is crucial in order to reduce the risk of future mortality due to AAA rupture.

The reliable evaluation of the rupture risk of a specific AAA does not currently exist. Nearly all of the criteria which are used by clinicians to indicate the need for surgical intervention are been base on empirical data (Vorp, 2007). The maximum AAA diameter has widely been used to justify the need for surgical intervention with AAAs greater than 5cm in diameter deemed to require elective surgery (Dryjski et al., 1994). However, clinical studies conducted by Darling et al. (1977), and Hall et al. (2000) determined that rupture rates of between 12% and 23% have been reported for AAAs less than 5cm in diameter and rupture rates of 40% have been reported for AAAs greater than 5cm. A number of non-specific factors for AAA formation include male gender, hypertension, smoking, Marfan syndrome, Ehlers–Danlos syndrome and family history of AAAs (Alexander, 2004; Kuivaniemi and Elmore, 2012). Other factors have been proposed as
possible predictors of AAA rupture including; increase in wall stiffness (Sonesson et al., 1999), increase in intraluminal thrombus (ILT) thickness (Stenbaek et al., 2000), expansion rate (Lederle et al., 2002) and peak wall stress (Fillinger et al., 2002). Therefore, without an accepted technique to assess rupture risk, the surgeon is left with a dilemma: a reparative operation with its inherent risk of complications, or careful monitoring of the growth of the aneurysm, possibly exacerbating the risk of AAA rupture. Clearly, a more accurate predictive framework is required to improve the clinical management of these patients.

A number of computational frameworks have been proposed to predict AAA rupture. Most of these computational models have involved predicting the magnitude and location of peak von Mises stress in the AAA wall and using this as a predictor for AAA rupture. Early research conducted by Stringfellow et al. (1987) idealised the AAA geometry as a cylinder or sphere and employed the Law of Laplace, which defines wall stress to be proportional to inverse of the mean curvature, to predict locations of peak wall stress. A plethora of additional computational models employing idealised geometries and linear-elastic constitutive models were subsequently proposed to investigate peak AAA wall stress (Stringfellow et al., 1987; Inzoli et al., 1993; Mower et al., 1993; Elger et al., 1996). The AAA geometry is usually asymmetric as the vertebral column prevents posterior expansion and therefore leads, predominantly, to anterior bulging. It was understood that the use of idealised AAA geometries yielded erroneous stress distribution predictions and therefore over the past decade researchers have focused on analysing the walls stress distributions in patient-specific geometries constructed through a combination of computer tomographic (CT) scans and reconstruction software (Vorp et al., 1998; Raghavan et al., 2000; Raghavan and Vorp, 2000; Doyle et al., 2007).

Furthermore, numerous studies neglected the inclusion of an intraluminal thrombus (ILT) in the patient-specific geometries. It was reported by Vande Geest et al. (2006c) that ILT’s are present in approximately 75% of AAAs. The concept that the ILT may affect the stresses in the AAA wall was first investigated by Inzoli et al. (1993). The incorporation of the ILT in patient-specific geometries
was shown to have a significant influence on the predicted stress distribution by Wang et al. (2002) where peak systolic blood pressure was applied to the inner surface of the AAA geometry to simulate conditions that would generate highest stresses in the wall. Both the AAA wall and the ILT were modelled as hyperelastic, homogenous, incompressible and isotropic materials. Doyle et al. (2007) showed that AAA models incorporating the ILT resulted in significant changes in both the magnitude and location of peak von Mises stresses in the AAA wall compared to simpler models where the ILT was omitted.

Uniaxial tests were conducted on both aneurysmal and non-aneurysmal tissue by Raghavan et al. (1996) where it was suggested that AAA tissue is isotopic. The uniaxial test data of Raghavan et al. (1996) together with uniaxial tests conducted on 69 new AAA samples were utilised by Raghavan and Vorp 2000 to develop a hyperelastic, isotropic constitutive formulation to describe a AAA wall. The constitutive formulation for the AAA wall accounted for variations in the mechanical properties of the tested AAA samples within a sample population. Finite element simulations revealed that the computed AAA wall stresses varied by only 4% or less when AAA material parameters were varied within a 95% confidence interval for the patient population studied. However, this generalised approach to predict patient-specific rupture is not necessarily ideal as researchers have indicated that the wall strength can vary significantly in the same aneurysm as well as from patient to patient (J. Thubrikar, 2001; Wang et al., 2002; Vallabhaneni et al., 2004; Vande Geest et al., 2006b). Very few biaxial tests were conducted on AAA tissue until 2006 (Vorp and Geest, 2005a). In contrast to the suggestion that AAA tissue exhibits isotropic behaviour (Raghavan et al., 1996), the study of Vande Geest et al. (2006b), where AAA samples were subjected to biaxial tests, revealed that AAA tissue exhibits anisotropic behaviour. In this study, an anisotropic exponential form of constitutive model, based on the strain energy density function of Tong and Fung (1976) was utilised to describe the AAA wall, exhibiting typical strain stiffening effects associated with aortic tissue. Additionally, the uniaxial and biaxial tests conducted by Wang et al. (2001) and
Vande Geest et al. (2006c) suggest that the intraluminal thrombus behaves as an isotropic material.

A rupture potential index (RPI) has been proposed based on the ratio of computed wall stress to an estimate of wall strength (based on factors such as family history, gender, AAA diameter and intraluminal thrombus (ILT) thickness) (Vande Geest et al., 2006a). An equation for the prediction of rupture which takes into account the ratio of the ILT to the AAA geometry, the asymmetry of the AAA, the maximum diameter of the AAA, wall thickness and systolic blood pressure has recently been proposed by Li and Kleinstreuer (2005). Such semi-empirical approaches to rupture prediction incorporating finite element computation of von Mises stress in a homogeneous AAA wall provide little insight into the damage mechanism in the arterial tissue. Indeed, the underlying mechanisms of AAA rupture are poorly understood. It has been suggested by Phillippi et al. (2011) and Pasta et al. (2011) that aortic shear dissection, characterised as a separation of the arterial wall layers, plays a key role in AAA rupture. Additionally, a previous experimental study has suggested that increasing lumen pressure in healthy cardiovascular tissue leads to shear failure within the arterial walls (Haslach et al., 2011). Aortic pseudoaneurysms or the creation of a false lumen, defined as a dilation of the aorta between two layers of the arterial wall, also suggest that shear dissection between the layers of the aneurysmal wall could play a key role in AAA development (Ring, 2000). This highlights the need for a more indepth understanding of the mechanisms involved in damage initiation, damage propagation, and eventual rupture of AAA tissue. In particular, as motivated by the aforementioned experimental findings, the mechanism of interlayer dissection of the AAA should be investigated. The need for such a mechanistic approach to the damage of AAA tissue is further highlighted by the study of Georgakarakos et al., 2010 in which it is demonstrated that bleb locations do not coincide with locations of peak von Mises stress in the AAA wall.

In this chapter, dissection between the individual wall layers of the AAA is investigated using CZMs. It is hypothesised that peak von Mises stress in the
AAA wall is not a reliable indicator for AAA dissection. Cohesive zone formulations have previously been implemented to model the propagation of arterial dissection and plaque rupture during balloon angioplasty intervention (Gasser and Holzapfel, 2007; Ferrara and Pandolfi, 2008). However, cohesive zone modelling has not previously been used to predict interlayer dissection in AAAs. In the present study, the NP2 ($\Delta_n < 0$) and the SMC ($\Delta_n > 0$) CZM formulations are used to simulate delamination between the adventitia-media and intima-media layers of an aneurysm wall. The influence of the ILT on overall stress distribution patterns and dissection locations is also investigated. It is demonstrated that regions of interlayer dissection do not coincide with regions of computed peak wall stress. Previous studies have modelled the AAA wall as a single homogenous entity (Stringfellow et al., 1987; Inzoli et al., 1993; Mower et al., 1993; Elger et al., 1996; Vorp et al., 1998; Raghavan and Vorp, 2000; Raghavan et al., 2000; Doyle et al., 2007). Additionally in this chapter, for the first time, the importance of modelling an inhomogeneous trilayered AAA wall is demonstrated. The reconstruction method utilised to create three patient-specific AAA geometries along with the finite element model is presented in Section 7.2 of this chapter. In Section 7.3, the influence of material and geometric properties on interface traction distributions is investigated. Additionally, predicted interlayer dissection locations are presented for each AAA model and compared to maximum von Mises stress locations. The influence of the intima thickness layer on the initial dissection location is also investigated, motivated by previous studies that report a thickening of the intima layer in diseased arteries (Holzapfel et al., 2005; Holzapfel et al., 2007).
7.2 Methods

Patient-specific CT scans (1.25mm slice thickness) are obtained with permission from the Western Vascular Institute, University College Hospital, Galway. DICOM (Digital Imaging and Communication in Medicine) files containing the CT data are imported into Mimics® (v14.11, Materialise, Belgium), a specialised image processing software, for segmentation and reconstruction. Firstly, a Hounsfield unit thresholding technique is applied to the CT scans to obtain the initial geometry of the intraluminal thrombus (ILT). Hounsfield units are measures of the radiointensity of each pixel (Materialise, 2002). For example, a lower Hounsfield thresholding range is used to isolate regions in the vasculature such as cardiovascular tissue which has a pixel intensity which is closer to that of fat rather than bone (Doyle et al., 2007). A special contrast agent (dye) is administered intravenously during CT examinations in order to enhance the visualisation of internal tissue structures such as organs and blood vessels. As a result, the lumen of the aneurysms was easily identifiable from the surrounding internal bodily structures. However, the segmentation of the ILT from the surrounding internal structures is not trivially achieved. An illustration summarising the reconstruction process, from CT scans to final geometry, is shown in Figure 7-1. A thresholding range is first chosen to ensure the incorporation of the entire ILT (a CT slice of the original geometry is shown in Figure 7-1(c)). After the creation of the initial geometry, each CT slice is carefully examined and edited to establish a more accurate model of the ILT geometry (Figure 7-1(d)). Additionally, a number of smoothing iterations are performed to remove sharp edges and other surface artefacts. The integrity of the final AAA geometry is ensured by creating a polyline representation of the AAA geometry. Any discontinuity in a polyline indicates that additional reconstruction iterations are required (Figure 7-1(e)). The polyline growing tool is utilised to ensure that there are no holes present in the geometry. Fifteen control points (a measure of the number of smoothing iterations performed) per slice, are chosen based on previous work which established the optimum number of control points required without losing geometry accuracy (Doyle et al., 2007). The final reconstructed 3D geometry of the ILT (for geometry 1), including the vertebral column, is shown in
A tetrahedral mesh was firstly created on the ILT geometries using 3-matic\textsuperscript{©} editing software. However, difficulties in obtaining a uniform distribution of nodes on the surface of the ILT were encountered using this meshing methodology. The irregular distribution of nodes on the surface of the thrombus was found to result in numerical difficulties during the prediction of interlayer crack front propagation. Hence, a structured mesh with a uniform distribution of nodes and elements was required to avoid such numerical difficulties. Since neither Mimics\textsuperscript{©} nor Abaqus software offer the capability of generating a hexahedral structured mesh of optimal quality on the ILT geometries, it was decided to avail of an alternative meshing methodology, recently developed at Ghent University. The ILT geometries were sent to Dr. Gianluca de Santis where they were subsequently discretized into high quality hexahedral meshes. The meshing methodology used consisted of three main steps: topographical partition, geometrical surface reconstruction and meshing, as reported in De Santis et al. (2010). These ILT hexahedral meshes were then returned to the author of this thesis, whereupon meshed AAA wall geometries were constructed. Specifically, meshed ILT geometries were imported into Abaqus/Standard, where intima, media and adventitia layers were generated by offsetting the geometry from the abluminal surface of the ILT. Cohesive zone surfaces were then created between the AAA wall layers with coincident nodes on opposing cohesive surfaces. The thickness of each layer of the AAA wall is estimated from reported data for aged iliac arteries (Schulze-Bauer and Mörth, 2003). Unless otherwise stated, intima, media and adventitia layer thicknesses of 0.17mm, 0.73mm and 0.43mm, respectively, are assumed. A schematic indicating the AAA wall layers for Geometry 1 is shown in Figure 7-3. The interface between each artery wall layer is modelled using the non-potential-based SMC and NP2 CZMs presented in Chapter 3 (SMC model is used in separation and NP2 model is used in compression/over-closure). Values of maximum interface strengths in the
normal ($\sigma_{max}$) and tangential ($\tau_{max}$) directions are based on dissection experiments of healthy arterial tissue (Sommer et al., 2008). Specifically, an interaction strength of $\sigma_{max} = \tau_{max} = 16kPa$ and a critical cohesive interface length of $10\mu m$ is chosen. A neo hookean hyperelastic constitutive formulation is utilised to describe the AAA wall layers and intraluminal thrombus. The properties for each wall layer are estimated from published properties of stenotic iliac arteries (Holzapfel et al., 2004), as the properties for aortic aneurysmal wall layers are not currently available. Unless otherwise stated, the stiffness of the intima, media and adventitia layers are 2.9MPa, 1.8MPa and 10.8MPa respectively. The properties of the intraluminal thrombus (ILT) are based on the study of Wang et al. (2001) with a stiffness of 0.428MPa assigned to the ILT in this study. A Poisson’s ratio of 0.45 is assumed for all AAA materials. An internal pressure of 200mmHg is applied to simulate blood pressure acting on the AAA wall. The AAA geometry is partially constrained in the proximal and distal regions. A tie constraint is applied between the aneurysm and the vertebral column surfaces. An increase in finite element mesh density from approximately 5000 to 50000 elements results in only a ~2% increase in the computed wall stress (see Appendix B). Therefore, a mesh density of approximately 5000 elements is used for all analyses presented in this chapter.

7.3 Results

7.3.1 Influence of Geometrical and Material Considerations on Interface Traction

In this section preliminary simulations are presented using geometry 1. A lumen pressure of 100mmHg is applied. This relatively low lumen pressure is not sufficient to cause interlayer dissection. Rather the focus of this section is the assessment of the effect of modelling an inhomogeneous arterial wall (and ILT) in terms of computed locations and magnitudes of interlayer shear tractions. Specifically, interlayer shear traction distributions are compared for three cases: Case 1: AAA wall layer properties are based on published properties of stenotic iliac artery layers (Holzapfel et al., 2004) with different properties assigned to the
intima, media and adventitia layers. In this case the intraluminal thrombus (ILT) is also accounted for; Case 2: Media layer properties, also based on the work of Holzapfel et al., 2004, are assigned to each AAA wall layer. The ILT is also included; Case 3: The same AAA wall layer properties as those used in Case 1 are utilised again. However, in this case the ILT is omitted. In all simulations performed in this chapter, computed normal interface tractions are negligible, indicating that interlayer dissection is primarily mode II in nature. Hence, only shear tractions and shear separations are presented in this study.

7.3.1.1 Case 1- Inhomogeneous AAA Wall with ILT

The computed distribution of shear traction at the adventitia-media and intima-media interface following an applied lumen pressure of 100mmHg is shown in Figure 7-., where different material properties are assigned to each AAA wall layer (Holzapfel et al., 2004) and an ILT is also incorporated. Regions of maximum interlayer traction are highlighted. The position of the vertebral column (VC) is also indicated as a frame of reference. It is worth noting that AAA expansion is constrained by the presence of the vertebral column leading to anterior expansion.

Focusing firstly on the adventitia-media interface (Figure 7-(a) and (b)), a significant region of shear traction is computed laterally to the right in the region of the aneurysm neck (Figure 7-(a)). Additionally, a band of increased shear tractions are also computed at the anterior bulge (ANT). A significant region of shear traction is also computed at the aneurysm neck, laterally to the left (Figure 7-(b)).

Considering the intima-media interface (Figure 7-(c) and (d)), a similar shear traction distribution is computed relative to the adventitia-media interface. A region of high shear traction is computed near the aneurysm neck, laterally to the right, while the predicted shear tractions at the anterior bulge are also marginally increased (Figure 7-(c)) when compared to computed separation at the adventitia-media interface (Figure 7-(a)). Focusing on the lateral left region of the AAA (Figure 7-(d)), again shear tractions computed at the aneurysm neck are
marginally increased relative to the adventitia-media interface. Additionally, a band of increased shear tractions are computed towards the anterior bulge in the region of the aneurysm neck.

**7.3.1.2 Case 2- Homogeneous AAA Wall with ILT**

In Figure 7-, for the same lumen pressure (100mmHg), the distribution of computed shear tractions at the adventitia-media and intima-media interface are presented, where identical hyperelastic properties (corresponding to the media layer properties) are assumed for each AAA wall layer. The ILT is included in the simulation, with the aforementioned ILT hyperelastic properties being assumed. Considering the intima-media interface, a region of high shear traction is computed in the region of the aneurysm neck in the lateral right location (Figure 7-(c)). Additionally, in the lateral left aneurysm region (Figure 7-(d)), two distinct regions of significant traction are computed in the region of the aneurysm neck. This is significantly different to the computed traction pattern for an inhomogeneous trilayered wall (Figure 7-(d)) where only one localised region of increased interlayer traction is predicted. It can also be observed that shear traction magnitudes are significantly different at the adventitia-media interface (Figure 7- (a) and (b)) than when an inhomogeneous arterial wall is simulated (Figure 7-). In summary these simulations highlight the importance of modelling the AAA wall as an inhomogeneous trilayered structure in terms of prediction of the distribution of interface traction and stress in the AAA wall.

**7.3.1.3 Case 3- Inhomogeneous AAA Wall without ILT**

The computed interlayer traction distribution when the ILT is excluded (Figure 7-6) differs significantly from that computed when the ILT is included in the model (Figure 7-4). The band of increased shear tractions computed from the aneurysm neck to the anterior bulge laterally to the right (Figure 7-) is not computed at either the adventitia-media interface or intima-media interface when the ILT is excluded (Figure 7-6). Focusing on the adventitia-media interface, a significant region of interlayer traction is computed directly above the vertebral column (VC) (Figure 7-(a)). This is in contrast to predicted tractions when an ILT is accounted for, where increased shear tractions are computed closer to the anterior region.
Furthermore, negligible interlayer tractions are computed in the anterior region (Figure 7-(a)) compared to Figure 7-(a) when an ILT is accounted for. Additionally, it is worth noting that increased interlayer traction is computed in the region of the aneurysm neck (Figure 7-(b)) relative to models incorporating the ILT. A significant concentration of interlayer traction is computed at the intima-media interface when the ILT is accounted for (Figure 7-(c) and (d)). However, when the ILT is omitted, negligible interface tractions are computed at the intima-media interface in both the lateral right and lateral left orientations (Figure 7-(c) and (d)). In summary, this section clearly demonstrates the importance of modelling a trilayered inhomogeneous AAA wall in addition to an intraluminal thrombus (ILT) for the prediction of interlayer traction distributions.

### 7.3.2 Comparison of Interlayer Dissection Locations with Peak von Mises Stress Locations

In this section computed regions of interlayer dissection are presented for three AAA geometries (Figure 7-2). Dissection initiation (when the maximum interface traction is exceeded) and dissection propagation are computed. It is demonstrated, in most cases, that locations of interlayer dissection do not coincide with regions of peak von Mises stress. The magnitude and location of peak von Mises stress in the AAA wall (computed for the lumen pressure at which interlayer dissection initiates) is presented in Table 7-1. Additionally, the distance from the point of initial dissection to the point of peak von Mises stress is included in Table 7-1 to highlight the significant differences in location of interlayer dissection and peak von Mises stress.

#### 7.3.2.1 AAA Geometry 1

The evolution of interface shear traction at six selected nodes (only six nodes are highlighted for illustrative purposes, but several additional nodes exist between these nodes) in a region of predicted dissection (where the critical interface characteristic separation is exceeded) at the adventitia-media interface is depicted
in Figure 7- for geometry 1. As internal lumen pressure is increased, an inhomogeneous increase in interlayer shear tractions is predicted (traction increases at a different rate for each node in the region). A linear increase in shear traction with increasing lumen pressure is computed at each node up to the point of dissection initiation. Following initiation, a rapid reduction in interface traction is computed, characterising dissection. It should be noted that the computed value of peak shear traction exceeds the prescribed interface strength of $\tau_{max} = 16kPa$ for all nodes which undergo complete interlayer dissection. For example, a peak shear traction of approximately 19.5kPa is computed at the point of dissection initiation in Figure 7-. This is due to the fact that mixed-mode over-closure (compression) of the AAA wall layers occurs due to the applied lumen pressure. This compression at the interface between the AAA layers results in an increased resistance to tangential separation as part of the physically realistic penalisation of mixed-mode over-closure provided by the NP2 CZM (see Chapter 3). A systolic blood pressure measurement of 142mmHg was reported by Fillinger et al. (2002) for ruptured AAAs. In the simulation presented in Figure 7-, interlayer dissection is initiated at a lumen pressure of 132mmHg when the critical interface traction ($\tau_{max} = 16kPa$) is exceeded at a node in the bottom of the region that subsequently undergoes dissection (referred to hereafter as a dissection patch). Dissection patches are readily identifiable as the red regions in contour plots, where the critical interface separation has been exceeded. A rapid decrease in traction to zero is then computed for this node. The rate of increase of shear traction then increases along the path of dissection as the crack front propagates. Many nodes exhibit an extremely rapid increase in traction to the critical value, followed by a reduction to zero traction as the crack front propagates towards the neck of the aneurysm. The predicted dissection propagates upwards from the bottom right quadrant of the dissection patch to the upper left quadrant at which point the luminal pressure has reached a value of 165mmHg.

Dissection is also computed at the intima-media interface as shown in Figure 7-. In this case, initial dissection is computed at a lumen pressure of 138mmHg in the region of the aneurysm neck. The critical cohesive interface strength ($\tau_{max} =$
is also exceeded in the anterior region at a lumen pressure of 168mmHg. Two nodes adjacent to the initiation nodes are highlighted in Figure 7-. Again, it can be seen that a rapid increase in interlayer shear traction is computed as the crack front propagates along the interface.

The computed dissection patch at the adventitia-media interface when the ILT is neglected is shown in Figure 7-. In contrast to the predicted dissection region computed at the adventitia-media interface when the ILT is included (laterally to the right-Figure 7-), it is evident that omission of the ILT results in a significant dissection region above the vertebral column. It is worth noting that interlayer dissection is computed at a much lower lumen pressure in this case, in comparison to simulations where the ILT is included (Figure 7-). Fast crack propagation is computed along a line of nodes in the longitudinal direction (highlighted in Figure 7-) at 70mmHg. However, the crack does not continue its upwards trajectory into the non-dilated region, but rather propagates laterally, as indicated by four highlighted nodes that undergo dissection at a lumen pressure of ~85mmHg. No dissection is computed at the intima-media interface.

The computed von Mises stress distribution for geometry 1, where individual AAA wall layer properties are assigned and an ILT is included, is shown in Figure 7- in order to compare locations of von Mises stress concentrations in the AAA wall with computed dissection locations presented in Figure 7- and Figure 7-. In Figure 7- contour plots of the von Mises stress distribution in the adventitia (Figure 7-(a)) and media layer (Figure 7-(b)) are presented, with a selection of nodes in the computed dissection patches highlighted for comparison of location. It is evident that the predicted location of interlayer dissection at the adventitia-media interface does not coincide directly with the location of maximum von Mises stress in the adventitia layer (Figure 7-(a)). Furthermore, predicted interlayer dissections at the intima-media interface (Figure 7-(b)) do not coincide with the peak von Mises stress location in the media layer. In particular, the computed dissection location in the anterior region (circled) at the intima-media interface coincides with a region in which the computed magnitude of von Mises
stress in the media layer is relatively low. It is important to note that initiation of delamination does not appreciably alter the distribution of von Mises stress throughout the AAA wall.

In contrast, when the ILT is neglected (Figure 7-3), predicted interlayer dissection locations at the adventitia-media interface roughly coincide with the peak von Mises stress region in the adventitia layer. This can be attributed to the fact that omission of the ILT leads to significant bending of the AAA geometry above the aneurysm neck, thereby inducing both high interlayer shear tractions and high von Mises stresses in this location.

### 7.3.2.2 AAA Geometry 2

Next, computed dissection regions for geometry 2 (shown in Figure 7-2(b)) are analysed when individual wall layer properties are assigned and the ILT is accounted for. A significant region of dissection is predicted at the intima-media interface to the right of the vertebral column (VC) as shown in Figure 7-4(a). The associated interface shear traction evolution for a selection of nodes in the dissection patch are also depicted in Figure 7-4(a). Following initial interface dissection, computed at 142mmHg in the bottom left quadrant of the dissection patch, the interlayer crack front propagates towards the top right quadrant of the dissection patch following an increase in lumen pressure to 195mmHg. The progression of the interlayer crack front is shown in Figure 7-4(b)-(f) as the lumen pressure is increased from 142mmHg to 195mmHg. The computed region of intima-media dissection is very different to that computed for geometry 1, where dissections of the intima-media interface occurs in the region of the aneurysm neck and in the anterior region. Additionally a lower rate of crack front propagation is predicted with increasing lumen pressure for geometry 1. The computed von Mises stress distribution in the media layer (when the ILT is included) is presented in Figure 7-5. A selection of nodes in the dissection patch are superimposed for comparison. The initial dissection region, highlighted by circle ‘B’, does not correlate with a significant von Mises stress concentration. In
fact the computed von Mises stress in this region is relatively low ($\approx 0.06\text{MPa}$). Further increase in lumen pressure causes propagation of the dissection patch longitudinally upwards, eventually reaching a region of high von Mises stress (highlighted by circle ‘A’). Crucially, however, dissection initiation does not occur in a region of high von Mises stress. Interlayer dissection is also computed at the adventitia-media interface, initiating at approximately 150mmHg as shown in Table 7-1. Again, the location of initial interlayer dissection does not coincide with the peak von Mises stress location with initial dissection computed approximately 26mm away from the peak von Mises stress location.

The critical interface cohesive strength ($\tau_{\text{max}} = 16kPa$) is exceeded at the adventitia-media interface in two regions on the posterior side of the AAA at approximately 135mmHg when the ILT is neglected as shown in Figure 7-6. This is in contrast to the computed dissection region (directly above the vertebral column) when the ILT is omitted for geometry 1. No interlayer dissection is computed at the intima-media interface. The predicted von Mises stress distribution in the adventitia layer, when the ILT is neglected, is shown in Figure 7-7. Again, it is evident that the nodes in which the critical cohesive interface strength is exceeded at the adventitia-media interface do not coincide with the maximum von Mises stress locations in the adventitia layer.

### 7.3.2.3 AAA Geometry 3

Dissection regions for geometry 3 (shown in Figure 7-2(c)) are analysed next, when inhomogeneous wall layer properties are assigned and the ILT is included in the model. A region of dissection is predicted at the adventitia-media interface just above the position of the vertebral column (VC) as shown in Figure 7-8. The associated shear traction evolution for two nodes in the dissection patch is also depicted. Initial interface dissection is computed at 188mmHg. Following complete interlayer dissection at this node, characterised by a rapid decrease in interface traction, dissection is computed in an adjacent node in the dissection patch at 190mmHg. No interlayer dissection is computed at the intima-media
interface. The computed von Mises stress distribution in the adventitia layer is presented in Figure 7-9(a) and Figure 7-9(b) for the posterior and anterior AAA sides respectively with the nodes in the dissection patch superimposed for comparison. It is evident that von Mises stress concentrations do not coincide with predicted computed dissection locations. Furthermore, no interlayer dissection is computed on the anterior side where two regions of high von Mises stress are computed.

Computed dissection regions for geometry 3 when an ILT is neglected are shown in Figure 7-10 with interlayer dissection computed at the adventitia-media interface in the region above the vertebral column (VC). Again, interlayer dissection is computed at a much lower lumen pressure in this case, in comparison to simulations where the ILT is included, with initial dissection computed at 105mmHg. Subsequent interlayer dissection is computed in a second dissection patch at approximately 190mmHg. No interlayer dissection is computed at the intima-media layer. The computed von Mises stress distribution in the adventitia layer is shown in Figure 7-11 for the posterior (Figure 7-11(a)) and anterior (Figure 7-11(b)) AAA sides with nodes in the dissection patch superimposed for comparison of location. Again, it is clear that there is no direct correlation between the computed regions of interlayer dissection and peak von Mises stress locations. Additionally, it is worth noting that a localised region of increased von Mises stress is computed on the anterior AAA side (Figure 7-11(b)). However, no interlayer dissection is computed in this region.

7.3.3 Conditions Required to Cause Intima-Media Dissection Prior to Media-Adventitia Dissection (Geometry 1)

For geometry 1, adventitia-media dissection is computed prior to intima-media dissection (initial dissection is computed at 132mmHg in the adventitia-media interface as opposed to 138mmHg at the intima-media interface). However, it has been observed through CT imaging that dissections primarily occur at the intima-media interface in aneurysms (Hyodoh et al., 1996). Additionally, it has been
reported that the intima is a mechanically significant layer of considerable thickness and stiffness for human aged iliac arteries, in contrast to healthy cardiovascular tissue where the intima is relatively thin (Holzapfel et al., 2005; Holzapfel et al., 2007).

Therefore, considering geometry 1, an investigation into the conditions which lead to intima-media dissection prior to adventitia-media dissection is carried out. Specifically, both the intima thickness and stiffness are doubled. Results are summarised in Table 7-2. As reported in Figure 7- above, initial dissection occurs at the lateral right (LR) location of the adventitia-media interface prior to intima-media dissection at a lumen pressure of 132mmHg for an intima thickness of 0.17mm and \( E_{\text{intima}} = 2.9 \text{MPa} \). Intima-media dissection is computed at a higher pressure at the lateral right (LR) and anterior bulge (ANT) locations at 138mmHg and 168mmHg respectively. An increase in intima stiffness to \( E_{\text{intima}} = 5.8 \text{MPa} \) also results in an initial adventitia-media tear computed at 131mmHg in the lateral right aneurysm location. Interestingly, the increase in intima stiffness also increases the pressure at which intima-media dissection is computed in the lateral right location (146mmHg), relative to the less stiff intima. Additionally, for the increased intima stiffness, no dissection is computed in the anterior region of the aneurysm. It is evident in Table 7-2 that an increase in intima thickness (0.34mm) significantly reduces the pressure at which intima-media dissections are computed, regardless of intima stiffness. Specifically, intima-media dissection is computed prior to adventitia-media dissection for \( E_{\text{intima}} = 2.9 \text{MPa} \) while interlayer dissections are computed at approximately the same pressure for \( E_{\text{intima}} = 5.8 \text{MPa} \). Therefore, it is evident that accurate intima stiffness and thickness measurements are crucial in order to accurately predict initial AAA dissection locations. An additional summary of the influence of intima thickness on rupturing pressures at the adventitia-media and intima-media interface is also presented in Figure 7- for the reference intima stiffness (\( E_{\text{intima}} = 2.9 \text{MPa} \)). This figure simply illustrates again that interlayer dissection, at both the intima-media and adventitia-media interface, is computed at lower pressures with increasing intima thickness and that intima-media dissection is computed prior to adventitia-media dissection for a thicker intima (\( E_{\text{intima}} = 2.9 \text{MPa} \)). Finally, it should be
noted that all simulations assume an identical interface strength for both the intima-media and adventitia-media interfaces ($\sigma_{max} = \tau_{max} = 16kPa$). Accurate experimental characterisation of the interlayer interface strengths for AAA tissue has not yet been reported in the literature. Clearly, a higher adventitia-media interface strength would promote initiation of dissection in the intima-media layer.

### 7.4 Discussion

A key finding of the present study is that the location of dissection initiation does not coincide with locations of peak von Mises stress in the artery wall. Previous studies have modelled the AAA wall as a single homogenous entity, using the peak computed von Mises stress as a predictor for rupture (Stringfellow et al., 1987; Inzoli et al., 1993; Mower et al., 1993; Elger et al., 1996; Vorp et al., 1998; Raghavan and Vorp, 2000; Raghavan et al., 2000; Doyle et al., 2007). However, the specific rupturing mechanism has not been considered in these studies. The prediction of interlayer dissection presented in this chapter may represent a critical first step in the rupture process of AAA tissue. Dissection may lead to bleb and false lumen formation, ultimately resulting in full rupture of the wall. The finding of the present study which shows that dissection locations do not coincide with locations of von Mises stress concentrations is broadly supported by the study of Georgakarakos et al. (2010) in which it has been reported that aortic blebs, associated with increased risk of rupture, do not correlate with peak von Mises stress computed for a homogeneous AAA wall. Intima flaps and false lumens have been reported in the clinical literature for aneurysms, again suggesting that interlayer dissection is an important mode of damage, potentially contributing to total rupture (Hyodoh et al., 1996; Ring, 2000). Additionally, a study by Raghavan et al. (2011), where the microstructural content of ruptured and unruptured AAAs was investigated, reported a dissection of a AAA wall. The present chapter represents an important first step towards understanding the mechanical role of interlayer dissection in the process of AAA rupture.
It is also demonstrated in this chapter that modelling the AAA wall as an inhomogeneous trilayered structure has a significant effect on the computed distribution of interlayer shear tractions. Both the location and magnitude of interlayer shear traction concentrations are altered if the AAA wall is modelled as a homogeneous structure. Despite this important finding, the author is not aware of a previous finite element study in which the AAA wall is modelled as an inhomogeneous layered structure. Experimental characterisation of AAA tissue has focused on mechanical testing of the entire wall thickness, without examination of the properties of the individual layers of the tissue. Due to the paucity of data in the literature in relation to the thickness and mechanical properties of AAA tissue, this study has relied on published data for the intima, media and adventitia of aged iliac arteries (Schulze-Bauer and Mörth, 2003) and stenotic iliac arteries (Holzapfel et al., 2004).

Interlayer dissection is simulated for three AAA geometries reconstructed from patient-specific CT scans. In geometry 1 dissection initiates at the adventitia-media interface with initial dissection computed at lumen pressure of 132mmHg. Dissection at the intima-media interface initiates at a lumen pressure of 138mmHg. These predictions of dissection initiation are supported by the study of Fillinger et al. (2002) where AAA rupture is reported at a lumen pressure of 142mmHg, indicating that the assumed properties of the individual wall layers and the assumed values of interface strength are in the correct range for AAA tissue. However, as stated above, accurate characterisation of the mechanical properties and interface strengths of AAA tissue should be performed in a follow-on experimental study. The finding of the present study that interlayer dissection is primarily a mode II process, accompanied by interlayer over-closure (compression), indicates that experimental lap-shear experiments would be most appropriate for AAA tissue. Simulations for geometry 2 predict dissection initiation at a lumen pressure of 142mmHg, again similar to the rupture pressure reported by Fillinger et al. (2002). However, the dissection location very different to that computed for geometry 1. In the case of geometry 2, dissection initiates in the intima-media layer, on the lateral right side of the aneurysm far from the neck.
region. While dissection initiates at a higher lumen pressure for geometry 2, the crack front propagates a much higher rate than that computed for geometry 1, so that a very large dissection patch is at a lumen pressure of 200mmHg. Finally, initial interlayer dissection is computed at the adventitia-media interface for geometry 3 at an increased lumen pressure of 188mmHg, with no dissection computed at the intima-media interface. The pronounced differences between the dissection predictions, in terms of initiation pressure, location and crack front propagation highlight the critical importance of geometric variation of AAA. These findings provide very strong motivation for the use patient-specific finite element cohesive zone simulations to inform clinical intervention strategies, as opposed to an exclusive reliance on empirical data derived from clinical studies.

Ultimate tensile strengths of 0.942MPa and 1.5MPa have been reported for AAA tissue by Raghavan et al. (1996) and Raghavan et al. (2006) respectively. The computed peak von Mises stresses in each AAA wall layer at the lumen pressure at which dissection initiates is lower than these reported values in this study, with the sole exception of the computed peak von Mises stress for geometry 2 in the adventitia layer (1.06MPa) which is slightly above the failure stress reported by Raghavan et al. (1996).

The influence of the thickness of the intima layer on dissection location is also investigated in the present study. A doubling of intima thickness is predicted to reduce the lumen pressure at dissection initiation from 132mmHg to 111mmHg, while also altering the location of dissection initiation with intima-media dissection occurring prior to adventitia-media dissection. Intima-media dissection has been observed in the CT imaging of aneurysms (Hyodoh et al., 1996). This finding that intima thickness has a strong influence on dissection may have clinical implications in light of studies that report a thickening of the intima layer in diseased arteries (Holzapfel et al., 2005; Holzapfel et al., 2007). Again, this highlights the requirement for further experimental characterisation and enhanced imaging techniques in order to accurately determine AAA wall layer geometries.
The presence of an intraluminal thrombus (ILT) has been reported in approximately 75% of AAAs (Vande Geest et al., 2006c). In addition to the importance of modelling the AAA wall as an inhomogeneous structure, this study also demonstrates the pronounced effect of the ILT on interlayer shear tractions. The presence of the ILT significantly alters the location of interlayer shear traction concentrations in comparison to simulations in which the ILT is included. In all cases the removal of the ILT resulted in the prediction of interlayer dissection near the vertebral column. This highlights the importance of the constraining effect of the vertebrae, which results in high concentrations of interlayer tractions if a AAA does not have an ILT. It is therefore suggested that the vertebral column should be represented in all AAA models. Interestingly, when the ILT was removed from the three patient-specific geometries used in this study, rupture initiated at a lower lumen pressure in all cases relative to simulations in which the ILT was included. The effect of the ILT on AAA wall stress has previously been reported by (Wang et al., 2002; Doyle et al., 2007). The present study furthers emphasises the importance of the ILT in terms of interlayer tractions and dissection prediction in an inhomogeneous wall.

Mixed-mode over-closure (compression) at the interface between AAA wall layers is computed due to the applied lumen pressure, demonstrating the importance of CZM over-closure behaviour in the simulation of AAA dissection. The theoretical analyses and computational assessment presented in Chapters 3 and 4, respectively, demonstrate the ability of the NP2 formulation to penalise mixed-mode over-closure, with interface compression leading to a physically realistic increase in resistance to shear (tangential) interface separation. The analyses presented in Chapters 3 and 4 suggest that the XN (Xu and Needleman, 1993) and VB (van den Bosch et al., 2006) CZMs will not provide reliable predictions of AAA dissection due to their failure to correctly penalise mixed-mode over-closure.

This study has a number of limitations. First of all, passive, hyperelastic materials are assigned the AAA wall layers and ILT. In reality the remodelling process involved in AAA evolution is a complex one involving the degradation of elastin
fibres, increase in collagen crosslinking and a reduction in the contractility of the AAA wall (Rizzo et al., 1989; Sakalihasan et al., 1993; Lopez-Candales et al., 1997; Henderson et al., 1999; Wilson et al., 2001; Carmo et al., 2002). A review of AAA histology is provided in the Appendix D. Important initial steps have been taken to develop an active remodelling constitutive framework to describe the evolution of a AAA (Watton et al., 2004; Watton and Hill, 2009). More biaxial tensile tests must also be conducted on AAA tissue in order to develop improved constitutive material formulations. Additionally, experimental dissection tests are required in order to characterise the interlayer dissection properties of the AAA wall. In this study, in the absence of AAA interlayer strength reported in the literature, AAA interlayer strength was estimated based on dissection experiments of healthy arterial tissue (Sommer et al., 2008). Some initial work in this area has been conducted by Pasta et al. (2011) for ascending thoracic aortic aneurysms. Residual stresses, which may exist in the AAA wall in vivo (Holzapfel et al., 2000), and wall shear stress induced by blood flow (Peattie et al., 1996) were also neglected in this study.

In conclusion, this study provides, for the first time, predictions of interlayer dissection in inhomogeneous trilayered AAA walls. Dissection locations are not found to correlate with locations of von Mises stress concentrations. Furthermore, initial interlayer dissection pressures and locations, in addition to the rate of dissection propagation are found to be highly influenced by the geometric variations between the three patient-specific CT reconstructed aneurysms. Finally, the inclusion of an ILT and the deformation constraint provided by the vertebral column were found to significantly influence the lumen pressures at which dissection initiates, and also strongly influences the location of dissection. This study highlights the potential of CZMs to predict interlayer dissection in CT derived geometries to guide the clinical management of AAAs.
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7.6 Tables and Figures

Figure 7-1: Outline of the reconstruction steps taken to create final AAA geometry. CT scans of the aneurysm (geometry 1) in the sagittal and transverse planes are shown in (a) and (b) respectively. The initial and final aneurysm ‘mask’ in the transverse plane is shown in (c) and (d) respectively. The initial and final 3D AAA geometry together with surface polylines is shown in (e) in (f) respectively with the position of the vertebral column also indicated.

Figure 7-2: Three AAA geometries utilised: (a) geometry 1(b) geometry 2 and (c) geometry3. The intraluminal thrombus (ILT) and lumen is indicated for each AAA geometry.
Figure 7-3: (a) Geometry of the reconstructed thrombus for AAA Geometry 1; (b) AAA wall layers are created by offsetting the wall of the thrombus three times; (c) Section view of the AAA geometry as indicated by the section line in (b); Zoomed in image of the individual AAA wall layers- intima, media and adventitia layer thicknesses of 0.17mm, 0.73mm and 0.43mm respectively are assigned (Holzapfel et al, 2004).

Figure 7-4: Normalised interlayer shear traction ($\tau_s/\tau_{max}$) following 100mmHg of applied lumen pressure when individual material properties are assigned to each AAA wall layer and an intraluminal thrombus (ILT) is included.
Figure 7-5: Normalised interlayer shear traction ($T_i/\tau_{\text{max}}$) following 100mmHg of applied lumen pressure when media layer properties are assigned to each AAA wall layer and an intraluminal thrombus (ILT) is included.
Figure 7-6: Normalised interlayer shear traction ($T_i/\tau_{\text{max}}$) following 100mmHg of applied lumen pressure when individual material properties are assigned to each AAA wall layer but an intraluminal thrombus (ILT) is neglected.
Figure 7-7: Computed interface shear traction as a function of applied lumen pressure for 6 nodes at the adventitia-media interface for geometry 1. A region where the critical cohesive characteristic distance is exceeded ($\Delta_s/\Delta_c > 1$) is shown on the right together with the position of the vertebral column (VC). Individual wall layer properties are used for the intima, media and adventitia layers and the intraluminal thrombus (ILT) is included.

Figure 7-8: Computed interface shear traction as a function of applied lumen pressure for 2 nodes at the intima-media interface for geometry 1. Two regions where the critical cohesive characteristic distance is exceeded ($\Delta_s/\Delta_c > 1$) are shown on the right together with the position of the vertebral column (VC). Individual wall layer properties are chosen for the intima, media and adventitia layers and the intraluminal thrombus (ILT) is included.
Figure 7-9: Computed interface shear traction as a function of applied lumen pressure for 8 nodes at the adventitia-media interface for geometry 1 when the intraluminal thrombus (ILT) is omitted. A region in which the critical cohesive characteristic distance is exceeded ($\Delta_s/\Delta_c > 1$) is shown on the right together with the position of the vertebral column (VC). The initial dissection region is also highlighted. Individual wall layer properties are chosen for the intima, media and adventitia layers.
Figure 7-10: Distribution of computed von Mises stress in (a) the adventitia layer and (b) the media layer at an applied lumen pressure of 150mmHg for geometry 1. Computed regions of interlayer dissection do not coincide with areas of peak von Mises stress. Individual wall layer properties are chosen for the intima, media and adventitia layers. The position of the vertebral column (VC) is also indicated.

Figure 7-3: Distribution of computed von Mises stress in the adventitia layer at an applied lumen pressure of 93mmHg for geometry 1 where the intraluminal thrombus (ILT) is omitted. Individual wall layer properties are chosen for the intima, media and adventitia layers. The position of the vertebral column (VC) is also indicated.
Figure 7-4: (a) Computed interface shear traction as a function of applied lumen pressure at the intima-media interface for geometry 2. A significant region in which the critical cohesive characteristic distance is exceeded ($\Delta_x/\Delta_c > 1$) is shown on the right together with the position of the vertebral column (VC). The initial computed dissection region is also indicated. The dissection patch is also shown for a lumen pressure of: (b) 142mmHg; (c) 160mmHg; (d) 170mmHg; (e) 180mmHg and (f) 195mmHg. Individual wall layer properties are chosen for the intima, media and adventitia layers and the intraluminal thrombus (ILT) is included.
Figure 7-5: Distribution of computed von Mises stress in the media layer at an applied lumen pressure of 142mmHg for geometry 2. While a region of interlayer dissection (dissection patch A) coincides with peak von Mises stress, the computed region of initial interlayer dissection at the intima-media interface (dissection patch B) does not coincide with region of peak von Mises stress. Individual wall layer properties are chosen for the intima, media and adventitia layers. The position of the vertebral column (VC) is also indicated.

Figure 7-6: Computed interface shear traction as a function of applied lumen pressure at 2 nodes at the adventitia-media interface for geometry 2 when the intraluminal thrombus (ILT) is omitted. Two regions in which the critical cohesive characteristic distance is exceeded ($\Delta_s/\Delta_c > 1$) are shown on the right together with the position of the vertebral column (VC). Individual wall layer properties are chosen for the intima, media and adventitia layers.
Figure 7-7: Distribution of computed von Mises stress in the adventitia layer at an applied lumen pressure of 135mmHg for geometry 2 where the intraluminal thrombus (ILT) is omitted. Computed regions of initial interlayer dissection at the adventitia-media do not coincide with region of peak von Mises stress. Individual wall layer properties are chosen for the intima, media and adventitia layers. The position of the vertebral column (VC) is also indicated.

Figure 7-8: Computed interface shear traction as a function of applied lumen pressure at 2 nodes at the adventitia-media interface for geometry 3 when the intraluminal thrombus (ILT) is included. A region in which the critical cohesive characteristic distance is exceeded ($\Delta_e/\Delta_c > 1$) is shown on the right together with the position of the vertebral column (VC). Individual wall layer properties are chosen for the intima, media and adventitia layers.
Figure 7-9: Distribution of computed von Mises stress in the adventitia layer, on the (a) posterior and (b) anterior AAA sides, at an applied lumen pressure of 188mmHg for geometry 3 where the intraluminal thrombus (ILT) is included. The computed region of interlayer dissection at the adventitia-media interface does not coincide with regions of peak von Mises stress. Individual wall layer properties are chosen for the intima, media and adventitia layers. The position of the vertebral column (VC) is also indicated.
Figure 7-10: Computed interface shear traction as a function of applied lumen pressure at 4 nodes at the adventitia-media interface for geometry 3 when the intraluminal thrombus (ILT) is omitted. Two regions in which the critical cohesive characteristic distance is exceeded ($\Delta_s/\Delta_c > 1$) are shown on the right together with the position of the vertebral column (VC). The initial computed dissection region is also indicated. Individual wall layer properties are chosen for the intima, media and adventitia layers.
Figure 7-11: Distribution of computed von Mises stress in the adventitia layer, on the (a) posterior and (b) anterior sides, at an applied lumen pressure of 105mmHg for geometry 3 where the intraluminal thrombus (ILT) is omitted. Computed regions of interlayer dissection at the adventitia-media interface do not coincide with regions of peak von Mises stress. Individual wall layer properties are chosen for the intima, media and adventitia layers. The position of the vertebral column (VC) is also indicated.
Figure 7-20: Initial computed dissection pressure (mmHg) at the intima-media and adventitia-media interface as a function of intima thickness (mm) for geometry 1. $E_{intima} = 2.9\text{MPa.}$
<table>
<thead>
<tr>
<th>Geometry 1</th>
<th>A-M dissection (132mmHg)</th>
<th>I-M dissection (138mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA wall layer</td>
<td>Adventitia</td>
<td>Media</td>
</tr>
<tr>
<td>Peak von Mises stress (MPa)</td>
<td>0.672</td>
<td>0.101</td>
</tr>
<tr>
<td>Location of peak von Mises Stress</td>
<td>Upper anterior</td>
<td>Upper anterior</td>
</tr>
<tr>
<td>Offset distance (mm)</td>
<td>~15</td>
<td>~22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geometry 2</th>
<th>A-M dissection (150mmHg)</th>
<th>I-M dissection (142mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA wall layer</td>
<td>Adventitia</td>
<td>Media</td>
</tr>
<tr>
<td>Peak von Mises stress (MPa)</td>
<td><strong>1.06</strong></td>
<td>0.18</td>
</tr>
<tr>
<td>Location of peak von Mises Stress</td>
<td>LL close to VC</td>
<td>LL close to VC</td>
</tr>
<tr>
<td>Offset distance (mm)</td>
<td>~26</td>
<td>~26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geometry 3</th>
<th>A-M dissection (188mmHg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA wall layer</td>
<td>Adventitia</td>
</tr>
<tr>
<td>Peak von Mises stress (MPa)</td>
<td>0.78</td>
</tr>
<tr>
<td>Location of peak von Mises Stress</td>
<td>Upper anterior</td>
</tr>
<tr>
<td>Offset distance (mm)</td>
<td>~55</td>
</tr>
</tbody>
</table>

Table 7-1: This table illustrates that peak von Mises stress locations do not coincide with the locations of dissection initiation. Offset distance is the distance from the initial dissection point to the point of peak von Mises stress. A-M and I-M refer to the adventitia-media and intima-media.
interfaces respectively. Areas LR and LL refer to lateral right and lateral left AAA locations respectively while VC refers to the vertebral column. Values are shown for AAAs in which the intraluminal thrombus (ILT) is included.

Table 7-2: Table summarising the influence of intima thickness and intima stiffness ($E_{\text{intima}}$) on initial dissection pressure and location for geometry 1. A-M and I-M refer to the adventitia-media and intima-media interfaces respectively. Areas LR, LL and ANT refer to lateral right, lateral left and anterior AAA locations respectively. All pressures are given in mmHg.

<table>
<thead>
<tr>
<th>$E_{\text{intima}}$</th>
<th>2.9MPa</th>
<th>5.8MPa</th>
<th>2.9MPa</th>
<th>5.8MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A-M</strong></td>
<td>132 (LR)</td>
<td>131 (LR)</td>
<td>120 (LR)</td>
<td>117 (LR)</td>
</tr>
<tr>
<td><strong>I-M</strong></td>
<td>138 (LR)</td>
<td>146 (LR)</td>
<td>115 (LR)</td>
<td>118 (LR)</td>
</tr>
<tr>
<td></td>
<td>168 (ANT)</td>
<td></td>
<td>111 (LL)</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 8

8 Computational Investigation of Endothelial Cell Delamination

8.1 Introduction

The reorientation of cells seeded onto flexible substrates subjected to cyclic tensile strain has received much attention in recent years (Ives et al., 1986; Dartsch and Betz, 1989; Wang et al., 1995; Wang et al., 2001; Wang et al., 2004; Kaunas et al., 2005; Kamotani et al., 2008; Hao et al., 2009; Balestrini et al., 2010). The cellular morphology and the actin cytoskeleton have been reported to align in the direction of minimum substrate strain (Dartsch and Betz, 1989; Iba et al., 1991; Wang et al., 1995; Wang et al., 2001; Balestrini et al., 2010). For example, in the study of Wang et al. (1995), human melanocytes were grown on rectangular culture dishes subjected to unidirectional cyclic stretching at a frequency of 1Hz for 24 hours. Cells were reported to align in the direction of minimum strain. In the study of Wang et al. (2001), human endothelial cells were seeded on deformable silicone membranes. The cells were subjected to three types of cyclic stretching; simple elongation, pure uniaxial stretching and equi-biaxial stretching. In all cases, it was reported that the cells aligned in the direction of minimum substrate strain. This study also revealed that the rate and extent of early cell reorientation depended mostly on the stretching magnitude and not on the stretch frequency. Similarly in the work of Balestrini et al. (2010), dermal fibroblasts aligned in a direction away from the direction of principal strain when seeded on flexible-bottomed culture wells. These studies suggest that cells reorient to minimise the strain acting on them. However, the specific mechanisms involved to produce such behaviour are not well understood. A number of computational frameworks have been proposed to investigate the mechanism of cell reorientation (Wang et al., 1995; Civelekoglu et al., 1998; Wang, 2000; McGarry et al., 2005; Na et al., 2007; Hsu et al., 2009).

In this chapter the biomechanical response of an endothelial cell on a cyclically stretching silicone substrate is simulated. CZMs are utilised to model cell-
substrate interface behaviour. It is demonstrated that mixed-mode separation occurs at the cell-substrate interface when the work of tangential separation exceeds the work of normal separation ($\mathcal{W}_t > \mathcal{W}_n$). In particular, it is shown that the use of the potential-based Xu-Needleman (XN) model (Xu and Needleman, 1993) at the cell-substrate interface results in the computation of repulsive normal tractions. Further, it is demonstrated that the modified potential-based (MP) model, presented in Chapter 3, significantly decreases the computation of such non-physical repulsive tractions. A three-dimensional active stress fibre formulation (Deshpande et al., 2006; Ronan et al., 2012b) is used to simulate active remodelling and contractility of the cell cytoplasm. Simulations reveal that incorrect treatment of mixed-mode behaviour at the cell-substrate interface has a significant effect on prediction of stress fibre remodelling in the cell cytoplasm. In Section 8.2, the cell-substrate finite element model and the constitutive formulation used to describe active cell contractility are presented. In Section 8.3, the results of the simulations are reported with particular focus on the implications of incorrect mixed-mode interface behaviour.
8.2 Methods

8.2.1 Finite Element Model

The cell geometry, shown in Figure 8-1, is based on the experimental data of Caille et al. (2002) for endothelial cells. The cell is attached to a silicone substrate which is cyclically stretched from 0-10% nominal axial strain via a sinusoidally varying displacement boundary condition at a frequency of 1Hz, based on experimental boundary conditions (Wang et al., 1995; Wang et al., 2001; Moretti et al., 2004; Kaunas et al., 2005; Na et al., 2007; Hsu et al., 2009). One quarter of the cell and substrate geometries are modelled due to the use of symmetry boundary conditions. The silicone substrate is assumed to behave as a linear elastic material with a Poisson’s ratio of 0.4 and a Young’s modulus of 0.25MPa (McGarry et al., 2005).

Cohesive zone formulations are used to simulate the cell-substrate interface. Specifically, the XN, MP and NP1 formulations, presented in Chapter 3, are considered. This application primarily relies on the potential-based CZMs (XN and MP) due to the possibility of cell debonding and rebonding during cyclic substrate stretching. Only potential-based models formally ensure that the net interface work is zero if a closed loop of mixed-mode debonding and rebonding is followed. A simulation using the non-potential-based NP1 formulation is also provided for comparison. The cohesive zone models are implemented in Abaqus Standard software (V.6.8-1, Abaqus Inc., RI, USA) via a user-defined interface subroutine (UINTER). Characteristic interface lengths of \( \delta_n = 25nm \) and \( \delta_t = 35.36nm \) are assumed based on ligand-receptor bond lengths reported in literature (Chan et al., 1999; Dong and Lei, 2000). A mode I interface strength of \( \sigma_{max} = 4 kPa \) is chosen based on experimental measurements of bond strength and bond density (Thoumine et al., 2000). It is assumed that the mode II strength is higher than mode I strength at the cell-substrate interface, so that \( \tau_{max} = 20 kPa \) (corresponding to \( q \approx 3 \) for the XN model). The exponential shape of the normal traction-separation curve for the three models considered in this study (XN, MP and NP1 formulations) is similar to an experimentally measured force-
deformation curve for an isolated ligand-receptor bond (Leckband and Israelachvili, 2001), providing motivation for the use of such models at the cell-substrate interface (Figure 8-2). It is worth noting that traction-separation relationship under pure mode I and pure mode II conditions is identical for all cohesive zone formulations. Critically, however, differences between the mixed-mode behaviour of the models has a pronounced effect on predicted cell debonding, and consequently on cell remodelling.

8.2.2 Constitutive Formulation for the Active Behaviour of the Cell Actin Cytoskeleton

The actin cytoskeleton, which comprises contractile stress fibres, plays a critical role in the active bio-mechanical behaviour of a cell. Stress fibres are formed in response to signalling cascades in the cell cytoplasm which lead to the assembly of the phosphorylated myosin and polymerized actin filaments. Cross-bridge cycling between the myosin motor proteins and actin filaments generates active contractility in the actin cytoskeleton. Several experimental studies have demonstrated that a reduction in cell tension leads to the dissociation of stress fibres (Franke et al., 1984; Kolega, 1986; Burridge and Chrzanowska-Wodnicka, 1996; Tan et al., 2003; Thomopoulos et al., 2005).

In the present study, an active bio-chemo-mechanical model, proposed by Deshpande et al. (2006) is used to simulate the formation, remodelling and contractility of the actin cytoskeleton. Using a three-dimensional (3D) numerical implementation of this framework developed by Ronan et al. (2012b), stress fibre formation at each integration point in the cell cytoplasm is computed in 400 evenly spaced directions in 3D space. Each discrete direction is defined by two angles $\omega$ and $\phi$. Theoretically stress fibres can form in an infinite number of directions at any point in the cell, but it has been demonstrated that a converged solution is obtained when the number of directions considered is greater than 200 (Ronan et al., 2012b).
The signal-induced formation and tension-dependent dissociation of the stress fibres is governed by a first order kinetic equation (Equation 8.1) in terms of the dimensionless stress fibre activation level, \( \eta \) (Deshpande et al., 2006).

\[
\dot{\eta}(\phi, \omega) = \left[ 1 - (\eta(\phi, \omega)) \right] C k_f - \left[ 1 - \frac{\sigma(\phi, \omega)}{\sigma_0(\phi, \omega)} \right] (\eta(\phi, \omega)) k_b \tag{8.1}
\]

The first term on the right hand side of the above equation drives the assembly of a stress fibre in response to a time dependent signal \( C \). \( k_f \) is a forward reaction rate constant. The second term drives the dissociation of the stress fibre when the stress fibre tension, \( \sigma(\phi, \omega) \) is lower than the isometric tension \( \sigma_0(\phi, \omega) \). \( k_b \) is the backwards reaction rate constant. The isometric tension is proportional to the stress fibre activation level, such that:

\[
\sigma_0(\phi, \omega) = \sigma_{\text{max}} \eta(\phi, \omega) \tag{8.2}
\]

where the model parameter \( \sigma_{\text{max}} \) represents the isometric tension of a fully activated stress fibre. As previously stated, stress fibre tension is generated by the cross-bridge cycling of actin-myosin pairs (Warshaw et al., 1990) resulting in a contractile behaviour similar to that of skeletal muscle. This behaviour is captured using the following Hill-like relation between stress fibre tension \( \sigma(\phi, \omega) \) and strain rate \( \dot{\epsilon}(\phi, \omega) \)

\[
\frac{\sigma(\phi, \omega)}{\sigma_0(\phi, \omega)} = \begin{cases} 
0 & \frac{\dot{\epsilon}(\phi, \omega)}{\dot{\epsilon}_0} < \frac{\eta(\phi, \omega)}{k_v} \\
1 + \frac{k_v}{\eta(\phi, \omega)} \frac{\dot{\epsilon}(\phi, \omega)}{\dot{\epsilon}_0} & \frac{\eta(\phi, \omega)}{k_v} \leq \frac{\dot{\epsilon}(\phi, \omega)}{\dot{\epsilon}_0} \leq 0 \\
1 & \frac{\dot{\epsilon}(\phi, \omega)}{\dot{\epsilon}_0} > 0 
\end{cases} \tag{8.3}
\]

where the model parameters \( k_v \) and \( \dot{\epsilon}_0 \) determine the slope of the Hill curve (Hill, 1938). It should be noted that stress fibres yield when lengthening (\( \dot{\epsilon}_0 > 0 \)). This active formulation is placed in parallel with a passive hyperelastic material model which represents the non-contractile elements of the cell cytoplasm, including intermediate filaments and microtubules. Material parameters for the active and passive components of the cell material model are taken from McGarry et al. (2009) and Ronan et al. (2012b).
8.3 Results and Discussion

Figure 8-3 shows the evolution of normal traction, \( T_n \) and separation, \( \Delta_n \) at a point A (Figure 8-1) at the leading edge of the cell during the first five substrate cycles. As the substrate is stretched, nodes at the front of the cell undergo mixed-mode debonding, as illustrated for point A in Figure 8-1. Firstly, considering the results computed by the XN model (Figure 8-3 (a)): During the first cycle, point A undergoes mixed-mode separation with the normal traction increasing up to a value of \( T_n \approx 0.9\sigma_{max} \) and then decreasing as the node fully debonds (pure mode I debonding would result in a higher peak normal traction of \( T_n = \sigma_{max} \)). A repulsive traction is computed for a brief period. The normal traction then vanishes and the normal separation undergoes a rapid increase to a peak value of \( \sim 30\delta_n \) when the substrate is fully stretched to 10% nominal strain. As the substrate stretch decreases during the second half of the cycle the normal separation decreases. However, the cell surface at point A does not return to the substrate at the end of the cycle, with a separation of \( \sim 5\delta_n \) being computed when the substrate returns to 0% nominal strain. Clearly, in Figure 8-3(a), this end of cycle separation (\( \Delta_n > 0 \)) is accompanied by repulsive normal tractions (\( T_n < 0 \)).

As discussed in Chapter 3 of this thesis, such repulsive normal tractions can be computed in potential-based models under mixed-mode conditions if the work of tangential separation exceeds the work of normal separation (\( \phi_t > \phi_n \)). As the substrate stretching resumes at the start of the second cycle the repulsive traction disappears, but it should be noted that the peak traction during the stretching phase of the second cycle is considerably lower than that of the first cycle as the node is already partially debonded due to the computation of repulsive forces at the end of the first cycle. As highlighted in Figure 8-3(a), repulsive tractions prevent the cell from contacting the substrate at point A at the end of every subsequent cycle.

Tractions and separations at point A computed using the MP model (Figure 8-3(b)) reveal a markedly different pattern to those computed using the XN model. During the initial substrate stretching in the first cycle the behaviour is almost identical to the XN predictions with normal traction increasing up to a
value of $T_n \approx 0.9\sigma_{max}$ and then decreasing, marking the onset of mixed-mode debonding. Following debonding, a small repulsive force ($T_n \approx -0.05\sigma_{max}$) is computed for a brief period after which the traction disappears and the normal separation rapidly increases until the substrate is fully stretched. During the second half of the first cycle, when the substrate strain is reduced from 10% to 0%, point A returns to the substrate surface. As no damage is included in the model, the node rebonds in a mixed-mode fashion, with a peak normal traction of $T_n \approx 0.9\sigma_{max}$ being computed during rebonding. At the end of the cycle, point A contacts the substrate surface and then slightly overcloses into the substrate. This over-closure is appropriately penalised by negative normal tractions. It is important that such negative normal tractions which penalise (negative) normal over-closure are not confused with the repulsive negative normal tractions computed by the XN model in Figure 8-3(a) at the end of the cycle which coincide with positive normal separation. During the second and subsequent cycles for the MP model (Figure 8-3(b)), point A goes through a similar debonding and rebonding cycle, with peak tractions of $T_n \approx 0.9\sigma_{max}$ being computed twice per cycle and extremely small repulsive tractions being computed only for a brief period following nodal debonding.

Trawctions and separations computed at point A using the non-potential-based (NP1) formulation are shown in Figure 8-3(c). Again, during initial substrate stretching in the first cycle the behaviour is almost identical to the XN and MP predictions with normal traction increasing up to a peak value of $T_n \approx 0.9\sigma_{max}$ marking the onset of mixed-mode debonding. Since repulsive tractions cannot be computed for non-potential-based formulations, mixed-mode cell reattachment is computed at the end of each substrate cycle. Similar to the MP model, over-closure is appropriately penalised by negative normal tractions.

Figure 8-3 presents traction and separation history for a single node at the leading edge of the cell. Figure 8-4 reveals the full extent of repulsive normal tractions computed by the XN model. Specifically, Figure 8-4 (a)-(c) shows the computed normal tractions, normal displacements and effective tangential tractions.
computed at the cell-substrate interface for the XN and MP models at the end of the third cycle when the substrate has returned to 0% nominal strain. In the case of the XN model, significant regions of unphysical repulsive normal tractions are computed around the outer perimeter of the contact region (characterised as regions where positive normal separations are coincident with negative normal tractions, as distinct from regions in which over-closure is being penalised, where both normal separations and normal tractions are negative). In contrast, no unphysical repulsive normal tractions are computed for the MP model when the substrate returns to 0% nominal strain and normal separations are close to zero throughout the interface, indicating a complete re-adhesion of the cell to the substrate. As can be seen in Figure 8-4(c), the repulsive normal tractions in the XN simulation have a pronounced affect on the tangential tractions at the cell-substrate interface, with minimal computed tractions at the leading edge of the cell at 0% nominal substrate strain. In contrast, tangential tractions are computed at the leading edge of the cell for MP following full cell reattachment.

Figure 8-5 shows the predicted remodelling of stress fibres at the base of the cell over 30 loading cycles using the MP model. Prior to initiation of cyclic substrate stretching an equilibrium stress fibre distribution is computed in response to an exponentially decaying signal in the cell cytoplasm on a static substrate. As expected in the absence of applied external substrate loading, an axisymmetric stress fibre distribution occurs in the cell (Figure 8-5(a)). No debonding occurs during this stage of the simulation as the interface tractions generated by the contractile actin cytoskeleton are an order of magnitude lower than the interface strength. Subsequent cyclic substrate stretching in the $x$-direction results in cyclic debonding and rebonding of significant regions of the cell-substrate interface (as shown in Figure 8-3) but little change in stress fibre distribution following one and three cycles (Figure 8-5(b, c)). However, following 10 cycles (Figure 8-5(d)) it can be observed that stress fibre dissociation begins to occur. A clear pattern of stress fibre redistribution emerges following 20 cycles (Figure 8-5(e)), whereby stress fibres remain intact in the regions of lowest cyclic strain rate. In highlighted region 1, stress fibre shortening in the $x$-direction during the unloading half cycle
results in tension reduction and dissociation. It should be noted that region 2 debonds during substrate stretching and reattaches to the substrate towards the end of the unloading half cycle (as shown in Figure 8-4(b)). Therefore stress fibres in this region experience a reduced period of shortening and tension reduction during unloading half cycles, leading to a slower rate of dissociation. Region 3 undergoes stress fibre shortening in the z-direction during cell stretching due to the Poisson’s effect, leading to dissociation. By 30 cycles (Figure 8-5(f)) a distinct band of stress fibres are computed from the centre of the cell to the cell periphery at an angle of ~60° to the stretching (x) direction. Further dissociation is also computed in region 2 following 30 cycles, all be it at a slower rate due to debonding and rebonding. Figure 8-6 demonstrates that significant stress fibre remodelling occurs throughout the entire cell cytoplasm, and not just at the base of the cell as shown in Figure 8-5. The prediction that stress fibres align at ~60° is strongly supported by experimental findings (Wang et al., 1995; Wang et al., 2001). This direction corresponds to the direction of minimum strain rate for a silicone substrate with a Poisson’s ratio of 0.4. This pattern of stress fibre alignment is not predicted by the XN model, as repulsive normal tractions during the unloading half cycles prevents reattachment of the cell to the substrate, as shown in Figure 8-3(a). Therefore stress fibres in region 3 are not subjected to shortening during any period of the unloading half cycles and no dissociation occurs in this region.

8.4 Conclusion

In this chapter mixed-mode separation of an endothelial cell on a cyclically stretching silicone substrate is simulated. It is demonstrated that mixed-mode separation occurs at the cell-substrate interface when the work of tangential separation exceeds the work of normal separation ($\Phi_t > \Phi_n$). A three-dimensional active stress fibre formulation (Deshpande et al., 2006; Ronan et al., 2012b) is used to simulate active remodelling and contractility of the cell cytoplasm. Simulations reveal that the use of the Xu-Needleman (XN) model at the cell-substrate interface results in the computation of significant regions of repulsive normal tractions, preventing the reattachment of the cell to the substrate during
substrate unloading half-cycles. The implications of the computation of unphysical repulsive forces are clearly demonstrated in terms of unphysical prediction in cell-substrate contact and erroneous prediction of associated remodelling of the actin cytoskeleton.

In contrast, negligible repulsive tractions are computed at the cell-substrate interface during mixed-mode cell deformation following the application of the modified potential (MP) formulation allowing for the computation of significant cytoskeletal remodelling with full cell reattachment computed at the end of each strain cycle. Simulations suggest that significant changes in stress fibre remodelling are not observed until 30 strain cycles where the dominant stress fibre bundling direction is computed to be at an angle of approximately 60° to the stretching direction. Experimental studies demonstrate that following ~10,000 cycles both the actin cytoskeleton and the cell morphology align in the direction of minimum substrate strain (Wang et al., 2001). For silicon substrates this corresponds to ~70° (as dictated by a Poisson’s ratio of ~0.4). Full cell reattachment is also predicted using the NPI formulation, where no repulsive forces are computed.

The use of a CZM to model cell adhesion has previously been undertaken in the literature (McGarry et al., 2005). However, the modelling of the cell-substrate interface using a passive cohesive zone framework represents a significant simplification. Cell-substrate adhesion entails traction-dependent binding of high-affinity integrins to ligands, leading to focal adhesion assembly, as detailed in the thermodynamically consistent framework of Deshpande et al. (2008). Additionally, the kinetics of bond formation and rupture has been the subject of a number of studies (Bell, 1978; Evans, 1985; Dembo et al., 1988; Dong and Lei, 2000; Freund and Lin, 2004). As the focus of this chapter is on the mixed-mode behaviour of path-independent potential-based models, the cell-substrate interface is treated as a passive entity, with debonding and readhesion being governed exclusively by an interface potential. The implementation of a mixed-mode active cell-substrate interface model is beyond the scope of the study presented in this chapter and has recently been reported elsewhere (Ronan et al., 2012a).
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8.6 Tables and Figures

Figure 8-1: Axisymmetric geometry of cell and substrate model. Arrows indicate the direction of cyclic substrate deformation. The inserts show the deformed geometry of the cell at 10% strain. Point A indicates a node at the cell-substrate interface where mixed-mode separation is computed. The cohesive zone application area is also highlighted.

Figure 8-2: Experimental tension measurement of an isolated ligand-receptor bond (Leckband and Israelachvili, 2001) motivating the use of an exponential form of cohesive zone model.

Removed due to copyright
Figure 8-3: Normalised normal traction ($T_n / \sigma_{\text{max}}$) and normalised normal separation ($\Delta_n / \delta_n$) as a function of time for (a) the XN (b) MP (m = 1) and (c) NP1 cohesive zone models. Repulsive normal tractions are highlighted in the case of the XN model.
Figure 8-4: (a) Computed normal tractions ($T_n$); (b) Computed normal displacements ($\Delta_n$); (c) Computed effective tangential tractions ($|T_t|$) for XN and MP (m=1) cohesive zone models. Results are shown at 0% substrate strain following 3 substrate strain cycles.
Figure 8-5: Computed dominant stress fibre bundling direction (Π) at the cell interface surface for the MP model following (a) equilibrium; (b) 1 cycle; (c) 3 cycles; (d) 10 cycles; (e) 20 cycles; (f) 30 cycles. In all cases cyclic loading is applied in the x-direction.

Figure 8-6: Computed dominant stress fibre bundling direction (Π) in the cell geometry for the MP model following (a) equilibrium; (b) 10 cycles; (c) 30 cycles. The loading direction is also indicated.
9 Concluding Remarks

The main objective of this thesis was to perform a rigorous analysis of potential-based and non-potential-based cohesive zone formulations under mixed-mode conditions and to predict failure in cardiovascular applications using the presented formulations. Detailed discussions and interpretation of results are presented in each technical chapter of the thesis (Chapters 3, 4, 6, 7, 8). This final chapter presents an overview of the key findings of the thesis in the broad context of cohesive zone modelling and cardiovascular biomechanics.

In Chapter 3, a comprehensive theoretical analysis of potential-based and non-potential-based cohesive zone models (CZMs) is carried out. Much of this theoretical work involves a complete analysis of the frequently implemented Xu-Needleman (XN) (Xu and Needleman, 1993) potential-based CZM, significantly expanding on the initial work of Abdul-Baqi and Van der Giessen (2001) and van den Bosch et al. (2006). To the best of the author’s knowledge, no comprehensive analysis of the commonly implemented XN CZM has previously been carried out in which the complete range of diverse interface behaviour under mixed-mode separation and mixed-mode over-closure has been characterised. Several experimental studies have reported that the work of normal ($\phi_n$) and tangential ($\phi_t$) separation required for interfacial fracture are different (Dollhofer et al., 2000; Warrior et al., 2003; Yang et al., 2001). For example, Hutchinson and Suo (1992) reported that the mode II fracture toughness is four times higher than the mode I fracture toughness for an epoxy-plexiglass interface. The analysis of Chapter 3 demonstrates that derivation of traction-separation relationships from the XN potential function results in non-physical behaviour under mixed-mode conditions when $\phi_t \neq \phi_n$. A modified potential-based model (MP model) is then considered, and it is demonstrated that the MP model partially addresses a number of limitations associated with the XN CZM. Essentially, an additional coupling parameter in this potential function reduces the zone in which unphysical interface
behaviour is computed under mixed-mode conditions. In contrast to the XN CZM, it is demonstrated that the MP model can significantly reduce the computation of unphysical repulsive normal tractions during mixed-mode separation when $\phi_t > \phi_n$. Considering that the work of tangential separation ($\phi_t$) has been reported to be greater than the work of normal separation in several experimental studies, as mentioned above, the MP formulation is shown to provide a significant improvement on the XN model for mixed-mode applications. However, it must be stated that no potential-based model can fully eliminate unphysical mixed-mode interface behaviour if $\phi_t > \phi_n$. In order to overcome this problem, previous studies which use potential-based models have set the value of normal traction to zero if repulsive tractions emerge from the potential function (Park et al., 2009; Sørensen and Kirkegaard, 2006). However, this approach of abandoning the potential function for certain displacement fields means that the cohesive zone model can no longer be defined as a potential-based framework as the net work done if the interface follows a closed displacement loop will not necessarily be zero.

It is demonstrated that non-potential-based CZMs must be implemented to fully eliminate the possible computation of repulsive normal tractions during mixed-mode separation if $\phi_t > \phi_n$. Theoretical analysis of the non-potential-based cohesive zone model of van den Bosch et al. (2006) (VB CZM) reveals that it fails to provide physically realistic behaviour under mixed-mode over-closure. In order to correct the unphysical behaviour of the VB CZM in mixed-mode over-closure, two non-potential-based models (NP1 and NP2) are considered, and it is demonstrated that both of these formulations provide physically reasonable coupling under mixed-mode separation and over-closure. Finally, a formulation which offers the possibility of mode-independent work of separation is considered whereby coupling terms are based on the separation magnitude (SMC model). The analyses presented in this study provide valuable guidance for future development and implementation of CZMs for problems involving mixed-mode separation and over-closure.
Chapter 4 extends on the theoretical analysis presented in Chapter 3 by providing a computational assessment of cohesive zone performance in mixed-mode over-closure and separation. Firstly, simulations are performed to assess the performance of each CZM under traction-controlled mode mixity. Specifically, traction distributions at the interface of a bi-layered arch are considered. An analytical solution has been developed (Parry and McGarry, 2012) whereby the traction magnitude is constant along the arch, but mode mixity is a function of position on the arch interface with a symmetric sinusoidal distribution of normal and shear tractions from the top to the bottom of the arch. Finite element simulations in Chapter 4 reveal that in cases where the coupling terms in a cohesive zone formulation result in a bias towards mode I or mode II separation, the analytical solution is not reproduced. The normal-tangential coupling terms in each cohesive zone formulation are found to significantly affect computed tractions and debonding patterns at the arch interface with most CZMs exhibiting a bias towards either mode I or mode II separation prior to coating debonding. Proportional separations corresponding to the analytical solution at all points along the interface are computed only for the SMC formulation. This computational assessment of mixed-mode CZM performance demonstrates that predicted debonding patterns are highly sensitive to normal-tangential coupling terms in a CZM for a traction controlled interface such as a bi-layered arch.

In order to assess the performance of CZMs under conditions of mixed-mode over-closure, the behaviour of a coating on the compressive region of a cardiovascular stent during stent deployment is also simulated in this chapter. It is shown that the VB model (van den Bosch et al., 2006) fails to correctly penalise mixed-mode coating over-closure (compression) leading to incorrect prediction coating stress and, subsequently, coating buckling. In contrast, the NP1 and NP2 formulations correctly penalise mixed-mode coating compression during stent expansion and predict similar coating buckling patterns to those observed experimentally for commercially available stents (Basalus and von Birgelen, 2010). Chapter 4 provides a challenging computational assessment of the mode sensitivity of CZMs presented in Chapter 3, both in over-closure and in
separation. Having established the suitability of the SMC CZM for mode-sensitive interface separation and the robustness of the NP2 CZM for mixed-mode over-closure, these models are implemented to describe interface behaviour for the first two applications (stent coating delamination and aneurysm dissection), with the SMC CZM being used in separation and the NP2 model being used in over-closure.

An assessment of the traction distributions along the interface between a cardiovascular stent and coating is presented in Chapter 6. Interface traction distributions are initially assessed in the absence of interface debonding. Additionally, it is demonstrated that coating debonding patterns are highly dependent on material properties, stent deployment levels and geometry. A 2D unit cell reference configuration of a stent and coating geometry is used based on the dimensions of commercially available stent designs (Regar et al., 2001). Firstly, an elastic stent is considered in order to develop an initial fundamental understanding of interface traction behaviour. When interface tractions are assessed for a range of strut lengths, stent thicknesses and coating thicknesses, it is shown that peak normal tractions exceed peak tangential tractions at low stent deployment whereas peak tangential tractions exceed peak normal tractions at high stent deployment. Considering that stents are typically subjected to high levels of deployment, these results suggest that mode II coating debonding should be carefully considered. The simulation of a short strut results in reduced normal tractions and increased tangential tractions along the stent-coating interface whereas a longer strut results in an increased rotation at the base of the stent arch, reducing the tangential tractions and increasing the normal tractions. Stent-coating interface tractions are shown to increase with increasing coating thickness. These results suggest that antiproliferative drugs such as sirolimus and paclitaxel should be delivered, if possible, via thinner coatings. Interface tractions are also shown to increase with increasing stent thickness. The influence of stent thickness on interface tractions is particularly relevant based on the fact that clinical studies have suggested that thinner stents reduce restenosis rates (Kastrati et al., 2001; Pache et al., 2005; Turco et al., 2008). In the second part of Chapter 6 interface
traction distributions are presented for an elastic-plastic stent. It is shown that for a very thin elastic-plastic stent, interface tractions are not significantly influenced by stent strain hardening moduli, while coating stiffness again has a significant influence on computed tractions. In contrast, the computed tractions are highly dependent on both stent strain hardening moduli and coating stiffness for a stent thickness typical of commercially available stents. Simulations reveal that the location and mechanism of initial coating debonding is highly dependent on interface strength and the ratio of peak normal to tangential traction, suggesting that rigorous bench-side testing experiments should be carried out to quantify the mode I and mode II fracture toughness of a stent-coating interface.

This thesis demonstrates that the mechanisms of coating debonding are quite complex and depend on numerous stent, coating and interface design criteria. Numerous experimental studies using scanning electron microscopy have reported extensive delamination of polymer coatings from the stent surface during deployment (Otsuka et al., 2007; Levy et al., 2009; Basalus and von Birgelen, 2010; Wiemer et al., 2010). It has been suggested that coating damage may play a key role in late stent thrombosis (Hoffmann et al., 2002; Wang et al., 2002; Balakrishnan et al., 2005; Iakovou et al., 2005; Otsuka et al., 2007; Levy et al., 2009). It is reasonable to suggest that additional clinical complications may arise as a result of coating damage including micro-embolism formation, impaired drug delivery and obstruction of blood flow. Currently, the FDA does not provide guidelines for computational analysis and design techniques for coated stents, despite the aforementioned clinical implications of coating debonding. The simulations of Chapter 6 provide valuable insight into the stress-state at the stent-coating interface as a function of the stent design parameters. Such analyses allow for a more reliable assessment of the limits relating to safe implantation of coated stents.

In Chapter 7, dissection between the arterial wall layers of an abdominal aortic aneurysm (AAA) is simulated. The prediction of AAA interlayer dissection using a cohesive zone formulation is a unique approach that has not previously been
simulated. Three patient-specific AAA geometries are reconstructed from CT scans. Firstly, it is demonstrated that the distribution of computed interlayer traction is highly dependent on the prescribed material properties. Additionally, omission of the intraluminal thrombus (ILT), which is reported to be present in over 70% of AAAs, is found to have a significant influence on the location of maximum interface tractions. The location of initial interlayer dissection is found to be highly dependent on the specific AAA geometry considered. Importantly, in most cases, initial interalyer dissection is not predicted to occur in the same locations as peak wall stresses. A mortality rate of 90% is associated with the rupture of AAAs. However, the reliable evaluation of the rupture risk of a specific AAA does not currently exist. In all cases the surgeon is presented with a dilemma: to operate and risk surgical complications or to carefully monitor the growth of the AAA. While previous computational models have attempted to predict the likelihood of AAA rupture based on the magnitude and location of maximum von Mises stress in the AAA wall, the initiation mechanisms and underlying mechanics of AAA rupture are poorly understood. It has been suggested in numerous studies that shear dissection between the layers of the AAA wall could play a role in AAA rupture (Ring, 2000; Phillippi et al., 2011; Pasta et al., 2011; Raghavan et al., 2011). However, the simulations presented in Chapter 7 demonstrate that locations of inter layer dissection do not necessarily coincide with locations of maximum von Mises stress in the AAA wall. Therefore traditional approaches to predicting rupture location based on von Mises stress concentrations must be questioned. The use of CZMs with CT derived geometries to predict interlayer dissection, as developed in this thesis, could potentially guide the future surgical assessment of AAA rupture potential.

The biomechanical response of an endothelial cell on a cyclically stretching silicone substrate is simulated in Chapter 8. As both cell debonding and rebonding can occur in this cyclic application, only the potential-based XN (Xu and Needleman, 1993) and MP formulations are considered so that no net interface work is performed if a point on the cell interface undergoes a closed loop where it debonds and then rebonds to its initial position on the substrate. Mixed-
mode separation of the cell from the substrate is computed when the prescribed work of tangential separation exceeds the work of normal separation ($\phi_t > \phi_n$). Active remodelling and contractility of the cell cytoplasm is described by a three-dimensional active stress fibre formulation (Deshpande et al., 2006; McGarry et al., 2009; Ronan et al., 2012). It is demonstrated that differences between the mixed-mode behaviour of the models has a pronounced effect on predicted cell debonding, and consequently on cell remodelling. Implementation of the XN model results in the computation of non-physical repulsive normal tractions which prevent cell rebonding during the unloading half cycles. In contrast, when the MP CZM is used to model the cell-substrate interface non-physical repulsive normal tractions are not computed and the cell rebonds to the substrate at the end of each cycle. When the MP CZM is used, significant changes in stress fibre remodelling are observed following 30 cycles with the dominant stress fibre bundling direction corresponding to experimentally observed cell realignment at $\sim 70^\circ$ to the stretching direction (Wang et al., 2001). The reorientation of cells seeded onto flexible substrates subjected to cyclic tensile strain has received much attention in recent years. The cellular morphology has been reported to align in the direction of minimum substrate strain (Dartsch and Betz, 1989; Iba et al., 1991; Wang et al., 1995; Wang et al., 2001; Balestrini et al., 2010). The findings of this chapter demonstrate that the XN CZM can introduce non-physical repulsive normal tractions at the cell-substrate interface while the MP model does not suffer from this drawback, and hence provides a prediction of cytoskeletal remodelling that corresponds closely to experimental observations.
9.1 Limitations and Future Directions

There are a number of limitations in the work presented in this thesis. The CZMs used in this work were not validated experimentally and were instead motivated by previous studies. A number of experiments could be performed to directly validate the cohesive zone formulations. For example, T-peel tests of commercially available stent coating could be performed to determine the shape and cohesive zone parameters of the cohesive zone formulation used in Chapter 6. In Chapter 7, where interlayer dissection is predicted in aneurysm geometries, lap shear tests could be used to characterise the mode II fracture strength of aortic tissue. Inflation testing of aortic ring specimens could be carried out to investigate the mechanism of arterial fracture in healthy and diseased tissue. Additionally, damage was neglected in the cohesive zone formulations employed in this work. The incorporation of damage variables could produce altered interface failure predictions in the computational analyses and should be considered in future work. Furthermore, no rate dependence was included in the CZMs used in this work which could also influence predicted failure patterns. In Chapter 6, coating delamination was considered only one side (tensile side) of the stent unit cell. In contrast to this work where only one unit cell design was considered, future work should investigate different delamination patterns for a number of different stent unit cell architectures. In Chapter 7, a passive hyperelastic material model was used to describe the aneurysm wall. In reality, the evolution of an aneurysm involves complex remodelling of collagen and elastin fibres in the media and adventitia layers. Future work should incorporate an active remodelling framework for the aneurysm wall. For the cell contractility model presented in Chapter 8, no active model was included to describe the mechanism of cell debonding and rebonding. In reality, cell-substrate adhesion entails traction-dependent binding of high-affinity integrins to ligands, leading to focal adhesion assembly (Deshpande et al. (2008)). The implementation of an active cell-substrate interface model has recently been reported elsewhere (Ronan et al., 2012a).
In conclusion, the theoretical analysis presented in this thesis provides valuable guidance for future development and implementation of potential and non-potential-based CZMs for problems involving mixed-mode separation and over-closure. The implementation of mixed-mode cohesive zone models for cardiovascular applications provide novel insight relating to: Debonding of stent coatings during deployment; Interlayer dissection of arterial tissue in AAAs; Debonding, rebonding and cytoskeletal remodelling in endothelial cells during cyclic stretching.
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Appendix A

A.1 Additional Theory Formulations

A.1.1 Introduction

Theoretical formulations employed in this work, either directly or indirectly, are outlined in this chapter. The principles of continuum mechanics are presented in Section A.1.2 while the implicit finite element solution method is presented in Section A.1.3. The theoretical formulations provided in this section are largely based on the Abaqus, 2009 Theory Manual.

A.1.2 Continuum Mechanics Principles

A.1.2.1 Notation

In this section, scalars, vectors and matrices are utilised to describe some of the fundamental theories in continuum mechanics. A simple format for the representation of these entities is used so that the equations can be represented more concisely and to develop a more general understanding of their physical meaning. A scalar value is represented by ‘$a$’. A vector can be represented by $\mathbf{a}$ or $[a]$. A second-order tensor or matrix is represented by $\mathbf{a}$ or $[a]$. A fourth-order tensor is represented by $\mathbf{A}$. Vectors and matrices, although written using the same form of notation, are differentiated by the context in which they are used. $\mathbf{a}^T$ signifies use of a vector, $\mathbf{a}$, in a ‘row’ format.

Vectors and tensors can be written in terms of their components which are associated with an axis system, defined by a set of base vectors in each point in space. For example, a vector, $\mathbf{a}$, can be defined as;

$$\mathbf{a} = a^1 \mathbf{e}_1 + a^2 \mathbf{e}_2 + a^3 \mathbf{e}_3$$

(A.1)
where \( a^1, a^2 \) and \( a^3 \) are the components of \( \mathbf{a} \) associated with base vectors \( \mathbf{e}_1, \mathbf{e}_2 \) and \( \mathbf{e}_3 \). The above equation can be simplified to:

\[
\mathbf{a} = a^\alpha \mathbf{e}_\alpha \tag{A.2}
\]

Similarly, instead of representing a matrix, \( \mathbf{A} \), in component form where:

\[
\mathbf{a} = e_1 a^{11} e_1 + e_1 a^{12} e_2 + e_1 a^{13} e_3
\]

\[
e_2 a^{21} e_1 + e_2 a^{22} e_2 + e_2 a^{23} e_3
\]

\[
e_3 a^{31} e_1 + e_3 a^{32} e_2 + e_3 a^{33} e_3
\]

the component form of a matrix can be simplified to (Flugge, 1972):

\[
\mathbf{a} = e_\alpha a^{\alpha \beta} e_\beta \tag{A.4}
\]

The dot product of two vectors is denoted by:

\[
\mathbf{a} = \mathbf{b} \cdot \mathbf{c} \tag{A.5}
\]

Matrix multiplication is denoted by:

\[
\mathbf{a} = \mathbf{b} \cdot \mathbf{c} \tag{A.6}
\]

The cross product of two vectors is defined by:

\[
\mathbf{a} = \mathbf{b} \times \mathbf{c} \tag{A.7}
\]

The scalar product of two matrices is denoted by:

\[
\mathbf{a} = \mathbf{b} : \mathbf{c} \tag{A.8}
\]

### A.1.2.2 Deformation and Strain

The equations describing deformation are based on the movement of a particle of material in the current configuration, \( \mathbf{x} \) relative to the initial configuration, \( \mathbf{X} \). The location history of the particle can be written as:

\[
\mathbf{x} = \mathbf{x}(\mathbf{X}, t) \tag{A.9}
\]

If we consider two neighbouring particles located at \( \mathbf{X} \) and \( \mathbf{X} + d\mathbf{X} \) in the initial configuration, then in the current configuration:

\[
d\mathbf{x} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} d\mathbf{X} \tag{A.10}
\]
The matrix;

$$F = \frac{\partial x}{\partial X}$$  \hspace{1cm} (A.11)

is known as the deformation gradient where;

$$dx = F \cdot dX$$  \hspace{1cm} (A.12)

Considering an infinitesimal gauge length $dX$ around a particle initially at $X$, the initial and current lengths of the particle can be measured by;

$$dL^2 = dX^T \cdot dX \text{ and } dl^2 = dx^T \cdot dx$$  \hspace{1cm} (A.13)

The stretch ratio or measure of strain at this gauge length is;

$$\lambda = \frac{dl}{dL} = \sqrt{\frac{dx^T \cdot dx}{dX^T \cdot dX}}$$  \hspace{1cm} (A.14)

If $\lambda = 1$, the point of material has undergone rigid body motion only and there is no strain at this gauge length. From Equation (A.12);

$$dx^T \cdot dx = dX^T \cdot F \cdot F \cdot dX$$  \hspace{1cm} (A.15)

So that Equation (A.14) becomes;

$$\lambda^2 = \frac{dX^T}{\sqrt{dX^T \cdot dX}} \cdot F^T \cdot F \cdot \frac{dX}{\sqrt{dX^T \cdot dX}} = N^T \cdot F^T \cdot F \cdot N$$  \hspace{1cm} (A.16)

where $N$ is a unit vector in the direction of gauge length $dX$. This equation can be used to measure the exact stretch ratio associated with any direction, $N$, at any material point defined by the initial or reference configuration. Stationary values of the stretch ratio, $\lambda^2$, can be obtained by solving the variational equation:

$$\delta \{ N^T \cdot F^T \cdot F \cdot N - p(N^T \cdot N - 1) \} = 0$$  \hspace{1cm} (A.17)

where $p$ is a Lagrange multiplier, used to retain the constraint;

$$N^T \cdot N = 1$$  \hspace{1cm} (A.18)

when $N^T \cdot N = 1$;
By letting \( \mathbf{n}_1, \mathbf{n}_2, \mathbf{n}_3 \) be unit vectors in the initial configuration corresponding to \( \mathbf{N}_1, \mathbf{N}_2, \mathbf{N}_3 \) in the reference configuration;

\[
\mathbf{n}_1 = 1/\lambda_1 \mathbf{F} \mathbf{N}_1 \quad \ldots \quad \tag{A.20}
\]

Then;

\[
\mathbf{n}_1^T \mathbf{n}_2 = 1/\lambda_1 \lambda_2 (\mathbf{N}_1^T \mathbf{F}^T \mathbf{F} \mathbf{N}_2) = 1/\lambda_1 \lambda_2 (\lambda_2^2 \mathbf{N}_1^T \mathbf{N}_2) = 0 \quad \tag{A.21}
\]

Since \( \mathbf{n}_1, \mathbf{n}_2 \) and \( \mathbf{n}_3 \) are unit vectors;

\[
\mathbf{n}_1 = \mathbf{R} \mathbf{N}_1, \quad \mathbf{n}_2 = \mathbf{R} \mathbf{N}_2, \quad \mathbf{n}_3 = \mathbf{R} \mathbf{N}_3 \quad \tag{A.22}
\]

Where \( \mathbf{R} \) is the pure rigid body rotation matrix and has the property \( \mathbf{R}^T = \mathbf{R}^{-1} \). Therefore, it is possible to isolate the rigid body rotation and stretch of a particle by comparing the principle stretch directions in the current and reference configurations.

Strain in one-dimension is considered next. The magnitude of strain is zero at \( \lambda = 1 \). Often, the stretch ratio on its own is not sufficient to yield an accurate measure of strain. In one dimension, the strain, \( \varepsilon \), can be defined in terms of the stretch ratio, \( \lambda \), by;

\[
\varepsilon = f(\lambda) \quad \tag{A.23}
\]

By using a Taylor series expansion in the unstrained state (\( \lambda = 1 \)), the strain can be expanded to;

\[
\varepsilon = f(1) + (\lambda - 1) \frac{df}{d\lambda} + \frac{1}{2!} (\lambda - 1)^2 \frac{d^2 f}{d\lambda^2} + \ldots \quad \tag{A.24}
\]

So that \( f(1) = 0 \) in the unstrained state. This technique provides a more accurate method for determining the strain magnitude. For very small strains, the higher order terms in the Taylor series are negligible and the overall strain tends towards \( f(1) \). Many different strain measures are implemented such as;

Nominal strain (Biot’s strain);
If $L$ is the reference gauge length and $l$ is the current gauge length for a uniaxial specimen, this strain is given as $l/L - 1$.

Logarithmic strain is commonly implemented to describe metal plasticity. It is often used for these materials due to the fact that the elastic portion of strain is usually small. It is given as:

$$ f(\lambda) = \ln(\lambda) \quad (A.26) $$

The Green strain is often implemented for problems involving large motions but small strains. It can be generalised to a strain tensor in any 3-D motion and this tensor can be computed directly from the deformation gradient without the need for computing principal stretch directions and ratios. The Green strain is given as:

$$ f(\lambda) = \frac{1}{2}(\lambda^2 - 1) \quad (A.27) $$

### A.1.2.3 Finite Rotation

In Abaqus/Standard software, the components of the rotation vector, $\mathbf{\phi}$, are stored as degrees of freedom 4, 5 and 6 at a node where rotation is required. $\mathbf{\phi}$ consists of a rotation magnitude, $(\mathbf{\phi} = ||\mathbf{\phi}||)$ and a rotation axis, $\mathbf{P} = \mathbf{\phi}/||\mathbf{\phi}||$. Rotation is interpreted as a rotation by $\mathbf{\phi}$ radians about the axis, $\mathbf{P}$. The rotation matrix is defined by using the rotation vector, $\mathbf{\phi}$, in addition to the skew-symmetric matrix, $\hat{\mathbf{\phi}}$:

$$ \hat{\mathbf{\phi}} \cdot \mathbf{\phi} = 0 \text{ and } \hat{\mathbf{\phi}} \cdot \mathbf{v} = \mathbf{\phi} \times \mathbf{v}, \text{ for all vectors } \mathbf{v} \quad (A.28) $$

If $= \{\phi^1, \phi^2, \phi^3\}^T$, then:

$$ \begin{bmatrix} \hat{\mathbf{\phi}} \end{bmatrix} = \begin{bmatrix} 0 & -\phi^3 & \phi^2 \\ \phi^3 & 0 & -\phi^1 \\ -\phi^2 & \phi^1 & 0 \end{bmatrix} \quad (A.29) $$
A.1.2.4 Rate of Deformation and Strain Increment

The velocity of a material particle is:

\[ \mathbf{v} = \frac{\partial \mathbf{x}}{\partial t} \]  \hspace{1cm} (A.30)

which defines the rate of change of a fixed material particle in the spatial position \( \mathbf{x} \). The difference in velocity between two neighbouring particles in the current configuration is given as:

\[ d\mathbf{v} = \frac{\partial \mathbf{v}}{\partial \mathbf{x}} . d\mathbf{x} = \mathbf{L} . d\mathbf{x} \]  \hspace{1cm} (A.31)

where \( \mathbf{L} = \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \) is the current configuration velocity gradient. Since \( d\mathbf{x} = \mathbf{F} . d\mathbf{X} \):

\[ d\mathbf{v} = \mathbf{L} . d\mathbf{x} = \mathbf{L} . \mathbf{F} . d\mathbf{X} \]  \hspace{1cm} (A.32)

where \( \mathbf{F} \) is the deformation gradient. \( \mathbf{L} \) takes account of the material strain rate and rate of spin and can be decomposed into two parts; a symmetric strain rate matrix and an antisymmetric spin (rotation) rate matrix. The symmetric strain rate matrix is defined as:

\[ \mathbf{D} = \frac{1}{2} (\mathbf{L} + \mathbf{L}^T) = \frac{1}{2} \left( \frac{\partial \mathbf{v}}{\partial \mathbf{x}} + \left[ \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \right]^T \right) \]  \hspace{1cm} (A.33)

The spin rate matrix is defined as:

\[ \mathbf{W} = \frac{1}{2} (\mathbf{L} - \mathbf{L}^T) = \frac{1}{2} \left( \frac{\partial \mathbf{v}}{\partial \mathbf{x}} - \left[ \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \right]^T \right) \]  \hspace{1cm} (A.34)

A.1.2.5 Equilibrium Equations

Letting \( V \) denote a material volume in the current configuration and \( S \) denote the surface bounding the volume, the surface traction on any point on \( S \) can be denoted by the force, \( \mathbf{t} \), and the body force acting at any point in the material volume denoted as \( \mathbf{f} \). The force equilibrium for the volume of material is then given as:
\[ \int_S \mathbf{t} \, dS + \int_V \mathbf{f} \, dV = 0 \]  \tag{A.35}

The Cauchy or true stress matrix, \( \mathbf{\sigma} \), at a point on the surface, \( S \) is given by;

\[ \mathbf{t} = \mathbf{n} \cdot \mathbf{\sigma} \]  \tag{A.36}

where \( \mathbf{n} \) is the unit outward normal to the surface at the point. Therefore, Equation (A.35) can be written as;

\[ \int_S \mathbf{n} \cdot \mathbf{\sigma} \, dS + \int_V \mathbf{f} \, dV = 0 \]  \tag{A.37}

The application of Gauss’s theorem to the surface integral gives;

\[ \int_S \mathbf{n} \cdot \mathbf{\sigma} \, dS = \int_V \left( \frac{\partial}{\partial \mathbf{x}} \right) \cdot \mathbf{\sigma} \, dV \]  \tag{A.38}

The differential equation for translational equilibrium can then be defined as;

\[ \left( \frac{\partial}{\partial \mathbf{x}} \right) \cdot \mathbf{\sigma} + \mathbf{f} = 0 \]  \tag{A.39}

By taking moments about the origin, moment equilibrium can be written as;

\[ \int_S (\mathbf{x} \times \mathbf{t}) \, dS + \int_V (\mathbf{x} \times \mathbf{f}) \, dV = 0 \]  \tag{A.40}

Use of the Gauss theorem shows that the true Cauchy stress matrix must be symmetric;

\[ \mathbf{\sigma} = \mathbf{\sigma}^T \]  \tag{A.41}

So that at each material point there are only six independent stress components. The above equation assumes that there are no point couples acting on the volume in which case symmetry property of Equation (A.41) would no longer be valid.

**A.1.2.6 Stress Measures**

The internal virtual work rate takes into account the symmetric part of the velocity gradient, \( \mathbf{D} \) and Cauchy stress, \( \mathbf{\sigma} \) such that;
where \( J = \frac{dV}{dV^0} \), known as the Jacobian, defines the volume change from the reference configuration. The standard Green strain matrix is defined as:

\[
\varepsilon^G = \frac{1}{2} (F^T \cdot F - I)
\]

(A.43)

with respect to the reference configuration. The rate of Green strain is defined as:

\[
\dot{\varepsilon}^G = \frac{1}{2} (\ddot{F}^T \cdot F + F^T \cdot \ddot{F}) = F^T \cdot D \cdot F
\]

(A.44)

and therefore:

\[
D = F^{-T} \cdot \dot{\varepsilon}^G \cdot F^{-1}
\]

(A.45)

The work rate per unit volume can then be defined as:

\[
dW^0 = J \sigma : D = J \sigma : (F^{-T} \cdot \dot{\varepsilon}^G \cdot F^{-1})
\]

(A.46)

From this equation, the stress measure, \( S \), known as the second Piola-Kirchoff stress tensor can be defined as:

\[
S = JF^{-1} \cdot \sigma \cdot F^{-T}
\]

(A.47)

which is used to describe material subjected to large rotations but small strains. \( S \) can also be written in terms of the rotation, \( R \), of the principal axis of deformation as:

\[
S = R^T \cdot \sigma \cdot R
\]

(A.48)

**A.1.2.7 Hyperelasticity**

Strain energy potentials are used to describe hyperelastic materials in Abaqus/Standard software. The strain energy potentials define the strain energy stored in the material per unit reference volume as a function of the strain at a point in the material. Numerous strain energy potentials exist to model incompressible isotropic elastomers including the Arruda Boyce form, the Marlow form, the neo-Hookean form, the Ogden form, the Mooney Rivlin form, the
polynomial form, the reduced polynomial form the Yeoh form and the Van der Walls form. The Yeoh and neo-Hookean forms can be viewed as special cases of the reduced polynomial model.

The form of the neo-Hookean strain energy potential is;

\[ U = C_{10}(\bar{I}_1 - 3) + 1/D_1 \left(J^{\text{el}} - 1\right)^2 \]  

where \( U \) is the strain energy per unit reference volume; \( J^{\text{el}} \) is the elastic volume ratio; \( C_{10} \) and \( D_1 \) are temperature-dependent material parameters; \( \bar{I}_1 \)is the first deviatoric strain invariant defined as;

\[ \bar{I}_1^2 + \bar{I}_2^2 + \bar{I}_3^2 \]  

where the deviatoric stretches \( \bar{\lambda}_i = J^{-1/3}\lambda_i \). \( J \) is the total volume ratio and \( \lambda_i \) are the principal stretches. The initial shear and bulk moduli are given by;

\[ \mu_0 = 2C_{10}, \quad K_0 = 2/D_1 \]  

The temperature-dependent material parameters are related to the Young’s modulus, \( E \), and poisons ratio, \( \nu \), by;

\[ C_{10} = \frac{E}{4(1 + \nu)}, \quad D_1 = \frac{6(1 - 2\nu)}{E} \]  

Hyperelastic materials are often incompressible or near incompressible. The relative compressibility of a material can be assessed by the ratio of the initial bulk modulus, \( K_0 \), to the initial shear modulus, \( \mu_0 \) and in terms of the poisons ratio since

\[ \nu = \frac{3K_0/\mu_0 - 2}{6K_0/\mu_0 + 2} \]  

Abaqus/Standard computes the initial bulk modulus from the initial shear modulus by;

\[ D_1 = \frac{2}{K_0} = \frac{3(1 - 2\nu)}{\mu_0(1 + \nu)} \]
Using \( \mathbf{x} \) to define the current position of a material point and \( \mathbf{X} \) to represent the reference position of the same point, the deformation gradient, \( \mathbf{F} \), is defined as;

\[
\mathbf{F} = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \quad (A.55)
\]

The total volume change at the point is defined by the Jacobian, \( J \);

\[
J = \text{det}(\mathbf{F}) \quad (A.56)
\]

For simplicity, the deformation gradient with the volume change eliminated is defined as;

\[
\bar{\mathbf{F}} = J^{-1/3} \mathbf{F} \quad (A.57)
\]

The left Cauchy-Green strain tensor of \( \bar{\mathbf{F}} \) is defined as;

\[
\bar{\mathbf{B}} = \bar{\mathbf{F}} \bar{\mathbf{F}}^T \quad (A.58)
\]

The first deviatoric strain invariant, \( \bar{I}_1 \), is defined as;

\[
\bar{I}_1 = \text{trace}(\bar{\mathbf{B}}) = \mathbf{I} : \bar{\mathbf{B}} \quad (A.59)
\]

where \( \mathbf{I} \) is a unit matrix.

The second strain invariant is defined as;

\[
\bar{I}_2 = \frac{1}{2} (\bar{I}_1^2 - \text{trace}(\bar{\mathbf{B}} \cdot \bar{\mathbf{B}})) \quad (A.60)
\]

The gradient of the displacement variation regarding the current position is defined as;

\[
\delta \mathbf{L} = \frac{\partial \delta \mathbf{u}}{\partial \mathbf{x}} \quad (A.61)
\]

The gradient of the displacement variation is divided into symmetric and anti-symmetric parts. The virtual rate of deformation is the symmetric part of \( \delta \mathbf{L} \) where;

\[
\delta \mathbf{D} = \text{sym}(\delta \mathbf{L}) = \frac{1}{2} (\delta \mathbf{L} + \delta \mathbf{L}^T) \quad (A.62)
\]

The anti-symmetric part of \( \delta \mathbf{L} \) is the virtual rate of spin where;

\[
\delta \mathbf{W} = \text{asym}(\delta \mathbf{L}) = \frac{1}{2} (\delta \mathbf{L} - \delta \mathbf{L}^T) \quad (A.63)
\]
A.1.2.8 Viscoelasticity

For linear isotropic viscoelasticity:

\[ \sigma(t) = \int_{0}^{t} 2G(\tau - \tau') \dot{e} \, dt' + I \int_{0}^{t} K(\tau - \tau') \dot{\phi} \, dt' \quad (A.64) \]

where \( e \) and \( \phi \) are the mechanical deviatoric and volumetric strains respectively; \( G \) is the shear modulus and \( K \) is the bulk modulus. \( \tau \) is the reduced time. The reduced time is defined in terms of the actual time, \( t \) by:

\[ \tau = \int_{0}^{t} \frac{dt'}{A_{\theta}(\theta(t'))} \quad (A.65) \]

where \( \theta \) is the temperature and \( A_{\theta} \) is the shift function. If \( A_{\theta}=1 \), then the reduced time, \( \tau \) is equal to the actual time, \( t \).

A standard linear solid model can be used to represent both bulk and shear behaviour for a linear, isotropic viscoelastic material. In Abaqus/Standard software, the bulk and shear functions, \( K(t) \) and \( G(t) \), can be defined individually in terms of a series of exponentials known as the Prony series:

\[ K(\tau) = K(\infty) + \sum_{i=1}^{n_{K}} K_{i} e^{-\tau/\tau_{i}^{K}} \quad (A.66) \]

\[ G(\tau) = G(\infty) + \sum_{i=1}^{n_{G}} G_{i} e^{-\tau/\tau_{i}^{G}} \quad (A.67) \]

where \( K(\infty) \) and \( G(\infty) \) are the long-term bulk and shear moduli respectively, \( \tau \) is the relaxation modulus, \( \tau_{i}^{K} \) and \( \tau_{i}^{G} \) are the bulk and shear relaxation moduli. The Prony series parameters \( (g^{p}, k^{p}, \tau) \) can be defined directly for each term in the Prony series:

\[ K(t) = \frac{K(\infty) \left( 1 - k^{p} \left( 1 - \exp^{-\frac{t}{\tau}} \right) \right)}{1 - k^{p}} \quad (A.68) \]

\[ G(t) = \frac{G(\infty) \left( 1 - g^{p} \left( 1 - \exp^{-\frac{\tau}{\tau}} \right) \right)}{1 - g^{p}} \quad (A.69) \]
where $g^P$ is the modulus ratio of the first term in the Prony series expansion of the shear relaxation modulus and $k^P$ is the modulus ratio of the first term in the Prony series expansion of the bulk relaxation modulus.

**A.1.2.9 Isotropic Elasto-Plasticity**

The elastic response must always be small in cases where these constitutive models are used. Usually, plasticity is used to describe deformation in materials such as metals, polymer, crushable foams and concrete, where the elastic strain is usually negligible. Both rate-independent and rate-dependent plasticity constitutive models are based on the same numerical technique in Abaqus/Standard. Rate-independent plasticity is usually used to model the deformation response of metal and some other materials at low temperature and low strain rates. Elastic-plastic models are based on the assumption that the deformation can be divided into elastic and plastic parts. In the most basic and general form, this equation can be expressed as:

$$ F = F^{el} \cdot F^{pl} $$  \hspace{1cm} (A.70)

Where $F$ is the entire deformation gradient, $F^{el}$ is the recoverable and $F^{pl}$ is the unrecoverable portion of deformation at a point under consideration. An additive strain decomposition can be used to formulate the plasticity model;

$$ \dot{\varepsilon} = \dot{\varepsilon}^{el} + \dot{\varepsilon}^{pl} $$  \hspace{1cm} (A.71)

where $\dot{\varepsilon}$ is the total mechanical strain rate, $\dot{\varepsilon}^{el}$ is the elastic strain rate and $\dot{\varepsilon}^{pl}$ is the plastic strain rate. Equation (A.71) is a consistent approximation of Equation (A.70) when elastic strains are infinitesimal and when strain rate measure equals the rate of deformation;

$$ \dot{\varepsilon} = \text{sym} \left[ \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \right] $$  \hspace{1cm} (A.72)

The elastic part of the response can be derived from an elastic strain energy density potential and the stress defined by;
where $U$ is the strain energy density function and $\sigma$ is the true (Cauchy) stress.

In an isotropic elasto-plasticity model, the volume strain is defined as;

$$
\varepsilon_{vol} = \text{trace}(\varepsilon) \tag{A.74}
$$

and the deviatoric strain is

$$
e = \varepsilon - \frac{1}{3} \varepsilon_{vol} I \tag{A.75}
$$

In the case of linear and isotropic elasticity, the bulk modulus, $K$, and shear modulus, $G$, can be used to describe the constitutive response;

$$
K = \frac{E}{3(1 - 2v)} \tag{A.76}
$$

and

$$
G = \frac{E}{2(1 + v)} \tag{A.77}
$$

Elasticity can be expressed in terms of volumetric component as;

$$
p = -K\varepsilon_{vol} \tag{A.78}
$$

where $p$ is the equivalent pressure stress and is also defined as;

$$
p = -\frac{1}{3} \text{trace}(\sigma) \tag{A.79}
$$

Elasticity can also be defined in terms of the deviatoric component as;

$$
S = 2Ge^{el} \tag{A.80}
$$

where $S$ is the deviatoric stress and also defined as;

$$
S = \sigma + pI \tag{A.81}
$$

The plastic flow rule is defined as;

$$
de^{pl} = d\varepsilon^{pl} n \tag{A.82}
$$

where
\[ n = \frac{3 S}{2 q} ; q = \sqrt{\frac{3}{2} S : S} \]  

(A.83)

and \( d\bar{\varepsilon}^{pl} \) is the equivalent plastic strain rate. The material must satisfy a uniaxial-stress, plastic-strain relationship for plasticity. For rate-independent material, the yield condition is;

\[ q = \sigma^0 \]  

(A.84)

where \( \sigma^0 \) is the yield stress and is a function of the temperature (\( \theta \)) and equivalent plastic strain(\( \bar{\varepsilon}^{pl} \)). For isotropic hardening, the yield surface changes size uniformly in all directions so that the yield stress increases or decreases in all strain directions as plastic strain progresses. If isotropic hardening is defined, the yield stress, \( \sigma^0 \), can be represented as a tabular function of plastic strain and temperature or other predefined variables.

For rate-dependent material, the equivalent plastic strain rate is defined by the uniaxial flow rate definition;

\[ \dot{\bar{\varepsilon}}^{pl} = h(q, \bar{\varepsilon}^{pl}, \theta) \]  

(A.85)

where \( h \) is a known function. Integrating by the backward Euler method gives;

\[ \Delta \bar{\varepsilon}^{pl} = \Delta t h(q, \bar{\varepsilon}^{pl}, \theta) \]  

(A.86)

The general uniaxial form for both the rate-independent and the rate-dependent models is;

\[ q = \bar{\sigma}(\bar{\varepsilon}^{pl}) \]  

(A.87)

Where \( \bar{\sigma} \) is obtained through inversion of Equation (A.86) for the rate-dependent model and \( \bar{\sigma} = \sigma^0 \) for the rate-independent model.
A.1.3 Implicit Finite Element Solution Method

In the context of finite element methods, the word “implicit” refers to the method by which the finite element model is updated from time $t$ to $t+\Delta t$. A fully implicit procedure means that the state at $t+\Delta t$ is determined based on information at time $t+\Delta t$, whereas the explicit method solves for $t+\Delta t$ based on information at time $t$.

A range of solution procedures are used by implicit finite element solvers. A form of the Newton-Raphson (N-R) method is the most common and is presented here. For illustrative purposes, the small strain case is presented and matrix/vector notation is used. When solving a quasi-static boundary value problem, the principle of virtual work is a fundamental equation upon which this method is based:

$$
\int_V \delta \varepsilon^\tau \sigma dV = \int_S \delta \mathbf{u}^\tau \mathbf{t} dS
$$

(A.88)

where the equilibrium is enforced on a reference volume, $V$, which is bounded by a surface, $S$. $\sigma$ and $\mathbf{t}$ are the stress and surface traction vectors respectively, while $\delta \varepsilon$ and $\delta \mathbf{u}$ are the virtual strain and virtual displacement vectors. Consider the integrals of Equation (A.88) taken over a finite element mesh with individual elements “e” of volume $V_e$ and surface $S_e$. Within each element one has the following finite element interpolation:

$$
\delta \varepsilon = \mathbf{B}_e \delta \mathbf{u}_e
$$

(A.89)

and

$$
\delta \mathbf{u} = \mathbf{N}_e \delta \mathbf{u}_e
$$

(A.90)

where $\mathbf{N}_e$ and $\mathbf{B}_e$ are the element shape function and shape function gradient matrices, respectively. Substituting these into Equation (A.88) and rearranging, the following expression is generated:

$$
\sum_e \int_{V_e} \delta \mathbf{u}_e^T \mathbf{B}_e^T \sigma(\mathbf{u}_e) dV = \sum_e \int_{S_e} \delta \mathbf{u}_e^T \mathbf{N}_e^T \mathbf{t} dS
$$

(A.91)
where the summation is over all elements in the finite element mesh. Note that the stress matrix is dependent on the elemental vector of nodal displacements, $u_e$. Performing the summation, which in effect means assembling elemental quantities into global quantities, and eliminating the arbitrary virtual quantities yields the following global expression:

$$
\int_V B^T \sigma(u) dV = \int_S N^T t dS
$$

(A.92)

where $u$ is the global nodal displacement vector for the mesh. A set of global equations in $u$ for the out of balance force, $G$, can then be assembled:

$$
G(u) = \int_V B^T \sigma(u) dV - \int_S N^T t dS = 0
$$

(A.93)

In general for non-linear problems involving non-linear constitutive laws and/or non-linear boundary conditions Equation (A.93) is non-linear, and is usually solved by incremental methods, where loads/displacements are applied in time steps, $\Delta t$, up to an ultimate time, $t_{final}$.

Within each increment, the state of the analysis is updated iteratively using the N-R method from time $t$ to time $t+\Delta t$ to solve for $u_i^{t+\Delta t}$. An estimation of the roots of Equation (A.93) is made, such that for the $i^{th}$ iteration:

$$
\delta u_{i+1} = u_{i+1}^{t+\Delta t} - u_i^{t+\Delta t} = -\left( \frac{\partial G(u_i^{t+\Delta t})}{\partial u} \right) G(u_i^{t+\Delta t})
$$

(A.94)

where $u_i^{t+\Delta t}$ is the vector of nodal displacements for the $i^{th}$ iteration at time $t+\Delta t$. The partial derivative on the right hand side of the equation is the Jacobian matrix of the governing equations and can be referred to as the global stiffness matrix, $K_G$. Equation A.94 is manipulated and inverted to produce a system of linear equations:

$$
K_G(u_i^{t+\Delta t}) \delta u_{i+1} = -G(u_i^{t+\Delta t})
$$

(A.95)

Equation (A.95) must be solved, for each iteration, for the change in incremental displacements, $\delta u_{i+1}$. In order to solve for $\delta u_{i+1}$ the global stiffness matrix, $K_G$. 
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must be inverted. Although, this is a computationally expensive operation, iteration ensures that a relatively large time increment can be used while maintaining accuracy of solution. Following iteration $i$, $\delta u_{i+1}$ has been determined and a better approximation of the solution has been made, $u_{i+1}^{r+\Delta t}$, through Equation A.93. This in turn is used as the current approximation to the solution for the subsequent iteration ($i+1$).

The accuracy of the method depends on the accurate evaluation of $G(u_i^{t+\Delta t})$ for each iteration, which in turn depends on the accurate evaluation of $\sigma(u_i^{t+\Delta t})$. The latter of these two quantities requires an accurate stress update algorithm to be in place to calculate the stresses for each iterative estimate of the displacements, $u_i^{t+\Delta t}$. The accuracy of the solution is also dictated by the convergence criterion where the updated value for $G$ must be less than a tolerance value. Complications can arise in an analysis that has a highly non-linear stress-strain response or where there is contact and sliding between two surfaces. For a complex problem it can be difficult to predict how long it will take to solve or even if convergence will occur at all.

Abaqus/Standard uses a form of the N-R iterative solution method to solve for the incremental set of equations. Formulating and inverting the Jacobian matrix is the most computationally expensive process. Several variations on the N-R method exist to improve the solution time. The modified Newton method is the most commonly used alternative and is suitable for non-linear problems. The Jacobian is only recalculated occasionally and in cases where the Jacobian is unsymmetric it is not necessary to calculate an exact value for it. The modified Newton method converges quite well using a symmetric estimate of the Jacobian.
A.1.4 References


Appendix B

B.1 Stent Parameter Sensitivity and Mesh

Sensitivity Analysis

Figure B-1(a) shows the maximum normal interface traction \(\frac{T_{n,\text{max}}}{E_c}\) computed at \(\theta = 0\) as a function of arch deployment \(\Sigma_a\) using the mesh density of 181760 elements and a mesh density in which the element length is halved (727680 elements). At all levels of stent deployment, the higher density mesh results in a negligible percentage change (less than 1%) in computed traction. This clearly demonstrates that the mesh element length used in the current study is sufficiently accurate. Figure B-1(b) shows the computed interface traction \(\frac{T_{n,\text{max}}}{E_c}\) computed at \(\theta = 0\) as a function of interface length \(\frac{\delta}{R}\). \(\frac{\delta}{R}\) ratios of, \(4 \times 10^{-5}, 4 \times 10^{-4}, 4 \times 10^{-3}\) and \(4 \times 10^{-2}\) are considered. For a radial distance \(R\) of \(100\mu m\), these ratios correspond to interface lengths of \(4 \times 10^{-3}, 4 \times 10^{-2}, 4 \times 10^{-1}\) and \(4 \mu m\). It is clear that the characteristic interface length has no influence on computed interface tractions at small \((\Sigma_a = 0.004)\), medium \((\Sigma_a = 0.2)\) and finite \((\Sigma_a = 0.4)\) arch deformation. 4-noded bilinear plane strain quadrilateral elements (CPE4) were utilised for the meshed stent and coating geometries.
Figure B-1: Maximum normalised normal traction \( T_{n,max}/E_c \) computed at \( \theta = 0 \) as a function of (a) arch deformation (\( \Sigma_a \)) for two mesh densities and (b) normalised characteristic interface length (\( \delta = \delta_n = \delta_c \)) at three levels of arch deformation (\( \Sigma_a \)). \( E_c \) is the coating stiffness. \( R \) is the radial distance to the stent-coating interface.
B.2 Abdominal Aortic Aneurysm-Mesh Sensitivity

Analysis

Figure B-2 shows the peak von Mises stress ($\sigma_{\text{mises,max}}$) computed in the adventitia layer as a function of applied lumen pressure. An increase in finite element mesh density from approximately 5000 to 50000 elements results in only a ~2% increase in the computed stress. Therefore, considering computational efficiency, a mesh density of approximately 5000 elements is used for all analyses presented in Chapter 7. 8-noded linear brick elements (C3D8) are used for all aneurysm simulations.

![Graph showing peak von Mises stress normalised by prescribed interface strength as a function of applied lumen pressure for two mesh densities.](image)

$E_{\text{intima}} = 2.9 \text{MPa}$, $\sigma_{\text{max}} = 17 \text{kPa}$, $\delta_n = \delta_t = 10 \mu m$. 
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Appendix C

C.1 Rotational Constraint at the Base of the Stent Struts

Certain stent designs may effect a rotational constraint at the bottom of the struts (Figure C-1), e.g. a repeating diamond arrangement of struts. This constraint results in a significant increase in tangential traction for all deployment levels and also results in a normal compression at the stent–coating interface at the bottom of the arch. When strut rotation is prevented, peak tangential tractions exceed peak normal tractions, even at a low of stent deployment ($\Sigma_a = 0.028$) (Figure C-2 (a)), for a short strut length ($L/R = 0.5$). The patterns of computed traction for a medium deployment level ($\Sigma_a = 0.228$), Figure C-2(b)) are reasonably similar to those presented for a low deployment level. At a high level of deployment ($\Sigma_a = 0.335$), peak tangential traction significantly exceeds the peak computed normal tractions for a shorter strut ($L/R = 0.5$) with $|T_{t,max}/T_{n,max}| > 4$. Additionally, significant coating compression is computed for $L/R = 0.5$ from $1 \leq x/R \leq 1.9$. Constraining arch rotation clearly results in an increase in computed tangential tractions and decrease in normal tractions computed along the stent-coating interface.
Figure C-1: von Mises ($\bar{\sigma}$) stress distribution on the deformed geometry for (a) $L/R = 2$ and (b) $L/R = 10$ at an arch deployment of $\Sigma_a = 0.335$. A boundary condition is imposed on the bottom edges of the stent strut to prevent edge rotation.
Figure C-2: Computed normal ($T_n$) and tangential ($T_t$) tractions along the stent-coating interface for a range of strut lengths for (a) low deployment ($\Sigma_a = 0.028$) (b) medium deployment ($\Sigma_a = 0.228$) and (c) high deployment ($\Sigma_a = 0.335$). Boundary conditions are imposed on the strut ends to prevent rotation. $E_c=200\text{GPa}$, $E_s=500\text{GPa}$ $\sigma_{max}/E_c = \tau_{max}/E_c = 2$, $h_1/R = 0.2$, $h_2/R = 1$. 
Appendix D

D.1 Abdominal Aortic Aneurysm (AAA) Histology

D.1.1 Introduction

In this section, the reported histology of healthy aorta and diseased AAA tissue is presented. In the case of the AAA tissue, both layer specific and general histological features are presented.

D.1.2 Histology - Healthy Aorta

The intima is made of endothelium resting on a basal lamina and a subendothelial connective tissue layer. Endothelial cells are elongated in the direction of blood flow. The subendothelial layer contains elastic fibres and type I collagen fibrils, fibroblasts and small smooth muscle-like myointimal cells. With age, these myointimal cells accumulate lipid and can lead to atherosclerotic change in the intima. Thickening of the intima progresses with age and is more marked in the distal rather than the proximal segment of the aorta. An internal elastic lamina lies between the intima and the media. The media consists of a layered structure of fenestrated layers of elastic (elastic lamellae), interlamellar smooth muscle cells (SMC’s), collagen and fine elastic fibres. Some 75% of the mass of the media consists of SMC’s, which run circumferentially around the vessel wall. The SMC’s serve as the contractile machinery in the medial layer. In addition to collagen and elastic fibres, the adventitial layer contains flattened fibroblasts, macrophages, mast cells, lymphatic vessels and nerve bundles. It is composed of thick bundles of collagen fibrils arranged in helical structures (Standring, 2008).
D.1.3 Histology-Aneurysm (layer-specific)

The transition from healthy AA tissue to diseased AAA tissue is associated with significant changes in each arterial layer. Additionally, it has been reported that an intraluminal thrombus (ILT) in approximately 70% of AAAs (Vande Geest et al., 2006). SEM images from three different intraluminal thrombus regions were analysed by Wang et al. (2001). Specifically, tissue samples from the luminal, medial and abluminal regions were assessed. A significant difference in tissue composition was reported based on the region analysed. In the luminal region, fibrin fibres were clearly identifiable, arranged into primary thick fibrin bundles and fine secondary structures crosslinking the primary bundles. In the medial region many of the fibrin fibres were degenerated. It was reported that all of the fibrin fibres were degenerated in the abluminal region, with the ILT in this region showing little or no structure at all. A porous ILT structure was reported by Gasser et al. (2009) where histological slices from 7 ILT’s were assessed. Larger pores were reported in the abluminal layer when compared to the luminal layer. ILT’s from 24 patients were histologically assessed by Adolph et al. (1997). Large pores(cavities) were reported throughout the entire thickness of the ILT tissue. Additionally, T-cells, neutrophils, macrophages, platelets and red blood cells were detected throughout the thickness of the ILT tissue. T-cells and macrophages were quantified in the luminal region of the ILT suggesting that the ILT is a biologically active structure and may play a significant role in the pathogenesis of AAAs. It was reported by Busuttil et al. (1982) that elastase activity is significantly higher in aneurysmal tissue, particularly in the intima and medial layers. Kazi et al. (2003) reported inflammatory cells (macrophages and T-cells) in the intimal layer with apoptosis of cells in the thrombus-covered intimal layer also confirmed. However, it has been reported that elsewhere that a recognisable intimal layer does not exist in a AAA wall (Holmes et al., 1995; Vorp, 2007). A significant reduction in elastin and SMC content in the medial layer has been reported (Busuttil et al., 1982; Kazi et al., 2003). Interestingly, the work of Kazi et al. (2003) showed that SMC’s were more necrotic and apoptotic in thrombus-covered AAA tissue as opposed to AAA tissue where no thrombus resided.
The research of Freestone et al. (1995) involved the analysis of AAA tissue samples for the activity of matrix metalloproneises (MMPs). MMPs are enzymes which play an important role in the remodelling of extra cellular matrix components (mainly elastin and collagen in aorta). The histological feature most clearly associated with enlarging aneurysm diameter was a higher density of inflammatory cells in the adventitia. Specifically, macrophages and B lymphocytes were identified in this layer. It was concluded that the proliferation of inflammatory cells into the adventitial layer along with the upregulation of metalloproteinases, including gelatinase B, could contribute to the rapid growth and rupture of larger aneurysm.

D.1.4 Histology- Aneurysm (general)

Menashi et al. (1987) tested for collagen content in AAA and non AAA tissue. Patients were categorised according to age and sex. It was found that the overall collagen content increased from 62% to 84% for AAA tissue which was suggested to be the result of preferential elastin degradation. A subgroup of three patients with a significant family history of aneurysm exhibited a lower amount of type 3 collagen in aortic media, suggesting that abnormalities in type 3 collagen may be one of the genetic factors which can lead to the development of AAAs. Rizzo et al. (1989) concluded that neither patients with a family history of aneurysms nor those without a history of aneurysm formation had collagen type I or type II deficiency. Collagen types I and III were measured following tissue digestion with cyanogen bromide. Overall levels of collagen content were reported to be increased as well as evidence of fragmented elastin in the AAA tissue. However, Minion et al. (1994) suggested an increase in both elastin and collagen content in AAA tissue and Gandhi et al. (1994), did not support the hypothesis of a cross-linking deficiency in the elastin of AAAs. Smooth muscle cells play a crucial role in aortic medial layer architecture and matrix remodelling. The work of Lopez-Candales et al. (1997) involved immunohistochemistry analysis on pathological and non-pathological human abdominal aortic tissue specimens (N=21) in order to evaluate SMC density levels (α smooth muscle cell actin and direct cell counts).
In situ end labelling (ISEL) of fragmented DNA was used to detect apoptotic cells and it was subsequently evaluated that approximately 30% of the AAA wall cells were apoptotic. P53 protein levels increased 4fold in AAA tissue compared to non AAA tissue. It was also found that smooth muscle cell density decreased by 74% in AAA tissue compared to controls (n=10). These findings were corroborated by Henderson et al. (1999) where an increase in smooth muscle cell apoptosis and decrease in the density of smooth muscle cells in AAA tissue were reported. An increase in elastolysis in AAA tissue was reported by Wilson et al. (2001). Sixty two male patients of median age were prospectively studied. An increase in overall collagen turnover was reported for AAA tissue -increased collagen turnover is associated with reduced distensibility. A procollagen 3-N-terminal propeptide (PIINP) was used in this study to quantify overall collagen turnover. A significant reduction in the concentration of elastin crosslinking in AAA tissue was reported in the work of Carmo et al. (2002). It was also reported that collagen crosslinks were 350% higher in AAA tissue than in control tissue. However, the markers indicating the levels of overall collagen and elastin content reduced suggesting that the synthesis of new collagen and elastin fibres is inhibited in pathological AAA tissue leading to the progression of the disease. However, an increase in collagen content and a decrease in elastin content was reported for AAA tissue in the research of Sakalihasan et al. (1993). Research conducted by Wilson et al. (2005), suggested that the concentration of MMP-8 was significantly raised in AAA tissue compared to healthy tissue. TIMP1 and TIMP2 (tissue inhibitors of metalloproteinases) expression was significantly reduced in AAA tissue compared to control samples. It was concluded that the high concentration of MMP-8 in aortic aneurysms could present a potent pathway for collagen degradation and subsequently aneurysm formation and expansion. It was also suggested that the loss of elastin can initiate the development of the AAA but it is the loss of collagen which leads to continued expansion.
D.1.5 References


Appendix E

E.1 User Subroutines Used to Define Surface Interaction Behaviour

E.1.1 2D-UINTER

subroutine uinter(stress, ddsddr, flux, ddfddt, ddsddt, ddfddr,
                 statev, sed, sfd, spd, svd, scd, pnewdt, rdisp, drdisp,
                 temp, dtemp, predef, dpred, time, dtime, ciname, slname, msname,
                 props, coords, aLocalDir, drot, area, chrLength, node, ndir, nstatv,
                 npred, nprops, mcrd, kstep, kinc, kit, linper, lOpenClose,
                 lState, lSdi, lPrint)

include 'aba_param.inc'

dimension stress(ndir), ddsddr(ndir, ndir), flux(2), ddfddt(2, 2),
            ddsddt(ndir, 2), ddfddr(2, ndir), statev(nstatv), rdisp(ndir),
            drdisp(ndir), temp(2), dtemp(2), predef(2, npred), dpred(2, npred),
            time(2), props(nprops), coords(mcrd), aLocalDir(mcrd, mcrd),
            drot(2, 2)
character*80 ciname, slname, msname
REAL*8 LN, LT, k, UTEST

Q1=1.D0
Q0=0.0000000000000000E+00
SMAX = PROPS(1)
LN = PROPS(2)
LT = PROPS(3)
TMAX = PROPS(4)
ZETA = PROPS(5)

UN = RDISP(1) * -1.
UT = RDISP(2)
UM = RDISP(3)

DUN = DRDISP(1) * -1.
DUT = DRDISP(2)
DUM = DRDISP(3)

U = UN / LN

V = UT / LT

if (UN > Q0) then
   APPLY SMC

TN = SMAX * EXP (Q1) * U * EXP (-SQRT((U*U) + (V*V)))
   $ + (ZETA * SMAX * DUN / (DTIME * LN))

TT = TMAX * EXP (Q1) * V * EXP (-SQRT((U*U) + (V*V)))
   $ + (ZETA * TMAX * DUT / (DTIME * LT))

jabobian

C 318
if (u.eq.0) then
  DDSDDR(1,1)=SMAX*exp(1-sqrt(V*V+U*U))+(ZETA*SMAX/LN/DTIME)
else
  DDSDDR(1,1)=SMAX*EXP(Q1-SQRT(V*V+U*U))/LN-(SMAX*UN*UN*EXP(Q1-SQRT(V*V+U*U)))*LN/LN/SQRT(V*V+U*U)+(ZETA*SMAX/LN/DTIME)
endif

write(6,*)'DDSDDR(1,1)',DDSDDR(1,1)
DDSDDR(1,2)=(SMAX*UN*UT*EXP(Q1-SQRT(V*V+U*U)))/LN*LN*LT*LT)
write(6,*)'DDSDDR(1,2)',DDSDDR(1,2)
c
write(6,*)'DDSDDR(1,2)',DDSDDR(1,2)

DDSDDR(2,1)=(TMAX*UN*UT*exp(Q1-SQRT(V*V+U*U)))/LN*LN*LT*SQRT(V*V+U*U)
write(6,*)'DDSDDR(2,1)',DDSDDR(2,1)
endif

c
else
  APPLY NP2 FORMULATION
  UTEST=1.0
  k=SQRT(2.)-1.

  TN=SMAX*EXP(Q1)*U*EXP(-U)*EXP(-SQRT(V*V)*k)
  +(ZETA*SMAX*DUN/(DTIME*LN))
*EXP(-SQRT(W*W)*k)
write(6,*)'TN=',TN

  TT=TMAX*V*EXP(Q1)*EXP(-SQRT(V*V))*EXP(-U*k)
  +(ZETA*TMAX*DUT/(DTIME*LT))
*EXP(-SQRT(W*W))
write(6,*)'TT=',TT

  TM=TMAX*W*EXP(Q1)*EXP(-SQRT(V*V))*EXP(-U*k)
  +(ZETA*TMAX*DUM/(DTIME*LT))
*EXP(-SQRT(W*W))
write(6,*)'TM=',TM

319
CC

C  jacobian

    DDSDDR(1,1)=(smax*exp(-k*abs(UT))/abs(LT)-
        $\frac{UN/LN+1}{LN}$-\(\frac{smax*UN*exp(-k*abs(UT))/abs(LT)}{LN}$-\(UN/LN+1)/LN$)+(ZETA*SMAX/LN/DTIME)
    
C  write(6,*),'DDSDDR(1,1)',DDSDDR(1,1)

    DDSDDR(1,2)=(k*smax*UN*sign(USTEST,UT)*exp(-
        $k*abs(UT))/abs(LT)$-UN/LN+1)/(abs(LT)*LN)

C  write(6,*),'DDSDDR(1,2)',DDSDDR(1,2)

    DDSDDR(1,3)=(k*smax*UN*SIGN(UTEST,UM)*exp(-
        $k*abs(UM))/abs(UT)$-UN/LN+1))/(abs(LT)*LN)

C  write(6,*),'third jac comp',third jac comp

    DDSDDR(2,1)=(k*tmax*UT*exp(-abs(UT)/abs(LT)-
        $k*abs(UT))/abs(LT)$-UN/LN+1)/(LT*LN)
    
C  write(6,*),'DDSDDR(2,1)',DDSDDR(2,1)

    DDSDDR(2,2)=(tmax*exp(-abs(UT)/abs(LT)-
        $k*abs(UT))/abs(LT)$-tmax*(UT)*SIGN(USTEST,UT)\*exp(-
        $k*abs(UM))/abs(LT)$-\(ZETA*TMAX/LT/DTIME)$)
    
C  write(6,*),'DDSDDR(2,2)',DDSDDR(2,2)

ENDIF

C  write(6,*),'AFTER JACOBIAN=',AFTER JACOBIAN

    STRESS(1)=TN*-1.
    STRESS(2)=TT
    STRESS(3)=TM

    STATEV(1)=TN
    STATEV(2)=TT
    STATEV(3)=sqrt(TN*TN+TT*TT)
    STATEV(4)=UN
STATEV(5)=UT
STATEV(6)=sqrt(UN*UN+UT*UT)

c
   write(6,*)'*************************************************
   *****
C

   RETURN
   END

C
E.12 3D-UINTER

subroutine uinter(stress, ddsddr, flux, ddfddt, ddsddt, ddfddr, 
   1 statev, sed, sdf, spd, svd, scd, pnewdt, rdisp, drdisp, 
   2 temp, dtemp, predef, dpred, time, dtime, ciname, slname, msname, 
   3 props, coords, aLocalDir, drot, area, chrLngth, node, ndir, nstatv, 
   4 npred, nprops, mcrd, kstep, kinc, kit, linper, lOpenClose, 
   5 lState, lSdi, lPrint)

  include 'aba_param.inc'

dimension stress(ndir), ddsddr(ndir, ndir), flux(2), ddfddt(2, 2), 
   stress(ndir, 2), ddfddr(2, ndir), statev(nstatv), rdisp(ndir), 
   drdisp(ndir), temp(2), dtemp(2), predef(2, npred), dpred(2, npred), 
   time(2), props(nprops), coords(mcrd), aLocalDir(mcrd, mcrd), 
   drot(2, 2)

  character*80 ciname, slname, msname

  REAL*8 LN, LT, k, UTEST

  Q1=1.D0
  Q0=0.0000000000000000E+00

  SMAX=PROPS(1)
  LN=PROPS(2)
  LT=PROPS(3)
  TMAX=PROPS(4)
  ZETA=PROPS(5)

  UN=RDISP(1)*-1.
  US=RDISP(2)
  UM=RDISP(3)
  UT=sqrt (US*US+UM*UM)
DUN = DRDISP(1) * -1.
DUS = DRDISP(2)
    DUM = DRDISP(3)
    DUT = sqrt (DUS*DUS + DUM*DUM)

U = UN/LN

write(6,*) 'UN=', UN
write(6,*) 'u=', u
V = UT/LT

UTEST = 1.0
k = SQRT (2.) - 1.

if (ut.ne.0.0000000000000000E+00) then

    TN = SMAX * EXP (Q1) * (U) * EXP (-U) * EXP (-SQRT (V*V) * k)
    $ + (ZETA * SMAX * DUN / (DTIME * LN))

    TT = TMAX * V * EXP (Q1) * EXP (-SQRT (V*V)) * EXP (-U * k)
    $ + (ZETA * TMAX * DUT / (DTIME * LT))
    TS = TT * (US/UT)
    TM = TT * (UM/UT)

C CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
\[ DTNDUT = (k \cdot \text{smax} \cdot \text{UN} \cdot \text{sign}(U_TEST, UT) \cdot \exp(-k \cdot \text{abs}(UT)) / \text{abs}(LT) - \text{UN} / \text{LN} + 1) / (\text{abs}(LT) \cdot \text{LN}) \]

\[ \text{c} \]
\[ \text{xDDDDR}(2,1) \]
\[ \text{c} \]
\[ DTTDUN = (k \cdot \text{tmax} \cdot UT \cdot \exp(-\text{abs}(UT)) / \text{abs}(LT) - k \cdot \text{UN} / \text{LN} + 1) / (\text{LT} \cdot \text{LN}) \]

\[ \text{c} \]
\[ \text{c} \]
\[ \text{xDDDDR}(2,2) \]
\[ \text{c} \]
\[ DTTDUT = (\text{tmax} \cdot \exp(-\text{abs}(UT)) / \text{abs}(LT) - k \cdot \text{UN} / \text{LN} + 1) / (\text{LT} \cdot \text{LN}) - (\text{tmax} \cdot UT \cdot \text{SIGN}(U_TEST, UT) \cdot \exp(-k \cdot \text{abs}(UT)) / \text{abs}(LT) - k \cdot \text{UN} / \text{LN} + 1) / (\text{LT} \cdot \text{abs}(LT)) + (\text{ZETA} \cdot \text{TMAX} / \text{LT} / \text{DTIME}) \]

\[ \text{c} \]
\[ \text{c} \]
\[ \text{C22} \]
\[ DTSDUS1 = (\text{US} / \text{UT}) \cdot (\text{US} / \text{UT}) \cdot DTTDUT \]
\[ DTSDUS2 = (((\text{UT} \cdot \text{UT}) - (\text{US} \cdot \text{US})) / (\text{UT} \cdot \text{UT} \cdot \text{UT})) \cdot \text{TT} \]
\[ DTSDUS = (DTSDUS1 + DTSDUS2) \]

\[ \text{C} \]
\[ \text{C33} \]
\[ DTMDUM1 = (\text{UM} / \text{UT}) \cdot (\text{UM} / \text{UT}) \cdot DTTDUT \]
\[ DTMDUM2 = (((\text{UT} \cdot \text{UT}) - (\text{UM} \cdot \text{UM})) / (\text{UT} \cdot \text{UT} \cdot \text{UT})) \cdot \text{TT} \]
\[ DTMDUM = (DTMDUM1 + DTMDUM2) \]

\[ \text{C} \]
\[ \text{C23} \]
\[ DTSDUM1 = (\text{US} / \text{UT}) \cdot (\text{UM} / \text{UT}) \cdot DTTDUT \]
\[ DTSDUM2 = (((\text{US} \cdot \text{UM}) / (\text{UT} \cdot \text{UT} \cdot \text{UT})) \cdot \text{TT} \]
\[ DTSDUM = (DTSDUM1 + DTSDUM2) \]

\[ \text{C} \]
\[ \text{C32} \]
\[ DTMDUS1 = (\text{US} / \text{UT}) \cdot (\text{UM} / \text{UT}) \cdot DTTDUT \]
\[ DTMDUS2 = (((\text{US} \cdot \text{UM}) / (\text{UT} \cdot \text{UT} \cdot \text{UT})) \cdot \text{TT} \]
\[ DTMDUS = (DTMDUS1 + DTMDUS2) \]

\[ \text{C} \]
\[ \text{C12} \]
\[ DTNDUS = (\text{US} / \text{UT}) \cdot DTNDUT \]

\[ \text{C13} \]
\[ DTNDUM = \left( \frac{UM}{UT} \right) \times DTNDUT \]

\[ DTSDUN = \left( \frac{US}{UT} \right) \times DTNDUT \]

\[ DTMDUN = \left( \frac{UM}{UT} \right) \times DTNDUT \]

\[ \text{else} \]

\[ TN = 0. \text{D}0 \]
\[ TS = 0. \text{D}0 \]
\[ TM = 0. \text{D}0 \]

\[ DTNDUN = 0. \text{d}0 \]
\[ DTNDUS = 0. \text{d}0 \]
\[ DTNDUM = 0. \text{d}0 \]
\[ DTSDUN = 0. \text{d}0 \]
\[ DTSDUS = 0. \text{d}0 \]
\[ DTSDUM = 0. \text{d}0 \]
\[ DTMDUN = 0. \text{d}0 \]
\[ DTMDUS = 0. \text{d}0 \]
\[ DTMDUM = 0. \text{d}0 \]

\[ \text{endif} \]

\[ DDSDDR(1,1) = DTNDUN \]
\[ DDSDDR(1,2) = DTNDUS \]
\[ DDSDDR(1,3) = DTNDUM \]
\[ DDSDDR(2,1) = DTSDUN \]
\[ DDSDDR(2,2) = DTSDUS \]
\[ DDSDDR(2,3) = DTSDUM \]
\[ DDSDDR(3,1) = DTMDUN \]
\[ DDSDDR(3,2) = DTMDUS \]
\[ DDSDDR(3,3) = DTMDUM \]

\[ \text{STRESS(1)} = TN \times -1. \]
\[ \text{STRESS(2)} = TS \]
\[ \text{STRESS(3)} = TM \]
STATEV(1) = TN
STATEV(2) = TS
STATEV(3) = TM
STATEV(4) = TT
STATEV(5) = SQRT (TN*TN + TT*TT)
STATEV(6) = UN
STATEV(7) = US
STATEV(8) = UM
STATEV(9) = UT
STATEV(10) = SQRT (UN*UN + UT*UT)

RETURN

END