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Author Abstract

Expansions of trinucleotide repeats (TNRs) are the genetic cause of several inherited neurological diseases, such as Huntington's disease, myotonic dystrophy and fragile X syndrome. TNR diseases and their causal expansion mutations display several unique characteristics that distinguish them from other diseases and their associated genetic mutations. Such features include the ability of expandable repeats to form secondary structures such as hairpins, which are thought to be central to expansion mutagenesis and the occurrence of a threshold that demarcates stable and unstable alleles. The mechanisms by which TNRs expand are not well-defined. The mechanisms underlying expansions that cross the threshold length are largely uncharacterized, especially in human cells.

In order to gain some insight into this area, I used a selective genetic assay to determine the involvement of trans-acting factors in mediating CTG•CAG repeat instability near the threshold length in a human astrocytic cell line. RNA interference and/or small molecule inhibitors were used to interfere with proteins of interest to establish if they were relevant to instability in this system. This approach revealed novel mediators and shed some light on the mechanisms of repeat instability near the threshold. This study identified particular histone deacetylases (HDACs) and histone acetyltransferases (HATs) involved in instability. Specifically, HDAC3 and HDAC5 are proposed to promote expansions, while the evidence points towards HDAC9 having the contravening effect. Evidence suggests that the HATs, CBP and p300, function to inhibit expansions. Taken together with findings from the Lahue lab that specific HDAC complexes promote CTG•CAG repeat expansions in yeast, this represents a novel mechanism for repeat instability.

Further findings imply a direct role for the mismatch repair (MMR) complex MutSβ but not MutSa in promoting expansion of threshold-length CTG•CAG tracts. This observation led me to investigate whether certain HDACs might be mediating their expansion-promoting actions through MutSβ. Double knockdown analysis suggested that HDAC3 and MSH2 are acting through a common pathway to facilitate expansions. The nature of this functional interaction has not been identified. We determined that HDAC3 does not promote expansions by controlling access of MutSβ to the repeat tract, or by regulating MSH2 or MSH3 protein levels. Nevertheless, the identification of this linkage between HDACs and MMR represents an interesting mechanistic pathway.

Based on findings in yeast that the DNA helicase Srs2 inhibits expansions in concert with the postreplication repair (PRR) pathway, I investigated human orthologues of Srs2 and PRR factors with respect to TNR expansions. RTEL1, a proposed functional homologue of Srs2 was shown to prevent expansions in a common pathway with the PRR factors RAD18 and HLTF.
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CHAPTER 1

Introduction
1.1 Repeat instability overview
Trinucleotide repeats (TNRs) constitute the largest class of repetitive elements associated with disease. These tandem arrays of three base pairs are normally genetically stable, rarely undergoing significant length changes. However, some undergo very frequent expansion (increased length) mutations that are the sole genetic cause of at least 15 inherited neurological diseases including Huntington’s disease (HD), myotonic dystrophy type 1 (DM1), Friedreich’s ataxia (FRDA) and fragile X syndrome (FRAXA). I endeavour to describe the unique features of TNRs in this introduction and review some of the key molecular mechanisms proposed to underlie instability.

1.2 TNR diseases
TNR diseases predominantly exhibit autosomal dominant and X-linked inheritance patterns except for FRDA, which is autosomal recessive. While TNR diseases are all caused by a single type of mutation i.e. expansion of the relevant repeat tract, the clinical manifestations of disease vary greatly among this group of disorders (Orr and Zoghbi, 2007). TNR diseases can be divided into two broad categories based on whether the expanded TNR allele is located in a coding or noncoding region of the gene locus (Fig. 1.1). The first class of TNR diseases comprises those that have the expanded TNR located within the coding region. The expanded mutation generally arises within CAG tracts resulting in extraneous polyglutamine (PolyQ) tracts in the cognate protein. Many characterised polyQ proteins are involved in aspects of gene transcription suggesting a key function for these repeats (Butland et al., 2007). Increases in the length of these polyQ tracts are at the core of pathogenesis, leading to altered protein conformation and a dominant gain-of-function neurotoxicity (Orr and Zoghbi, 2007). Polyalanine-coding repeats have also been shown to undergo expansions. These polyalanine elongations are associated with at least nine human diseases, mostly early-onset developmental abnormalities (Messaed and Rouleau, 2009). Unlike many TNR expansions, polyalanine expansions contain tract interruptions, do not undergo somatic instability and are stably transmitted to the next generation (Messaed and Rouleau, 2009). The diseases of this class tend to exhibit shorter, less frequent expansions than those caused by mutation in non-coding regions (Pearson et al., 2005).

In the latter class of diseases, the TNR is not expressed in the cognate protein. With regard to genomic location, expandable repeats in this group of diseases can be situated at the 5’untranslated regions (5’-UTRs) or 3’-UTRs. These TNR disorders are typically characterized by much larger and more variable expansions than for polyglutamine diseases. For non-coding disorders, disease pathogenesis arises either due to a loss-of-function by the protein, e.g. FRDA, or a toxic gain-of-function for the respective RNA transcript e.g. DM1
The causative expansion within the non-coding region of a TNR disease gene can induce multisystem pathogenic effects with several different tissues vulnerable to dysfunction or degeneration. For example in DM1, symptoms include skeletal muscle wasting, myotonia, cardiac conduction impairment, gastrointestinal defects and other manifestations unrelated to muscular function such as hypersomnia, cataracts and learning difficulties (Day and Ranum, 2005).

Figure 1.1 TNR diseases in humans. Polyglutamine diseases are demarcated by an aqua-blue line, while disorders of the non-coding variety are highlighted by a maroon line. Green represents normal length repeat alleles, yellow signifies carrier length and red denotes disease length. FRAXE: Fragile X mental retardation, SCA: spinocerebellar ataxia. Modified from (Kumari et al., 2012).

In unaffected individuals, the repeat tracts in the associated TNR disease gene are usually small (~5-35 repeats) and are generally stably transmitted to successive generations (Cleary and Pearson, 2003). For most TNR loci, repeat sequences display a polymorphic distribution with no apparent clinical significance within the general population. The transition between normal and disease state is demarcated by a clinical threshold length beyond which repeats are highly unstable and expand upon germline transmission resulting in the disease state. The defined clinical threshold varies among diseases but generally instability ensues when repeat length reaches 30-40 for diseases with repeats in the coding sequence, while for non-coding sequences unstable transmission initiates within the range of 55-200 repeats (Mirkin, 2007; McMurray, 2010). The spectrum of repeat lengths from stable and disease-length tracts can be defined based on the relative contribution to disease pathogenesis. At the HD locus, alleles of 26 or less CAG repeats are genetically stable with no clinical symptoms or instability during transmission observed (Semaka et al., 2006). Individuals harbouring 27-35 repeats are termed intermediate allele carriers. Carriers themselves do not develop HD.
although intermediate alleles exhibit *de novo* repeat instability during germline transmission so there is a risk, albeit small, of their offspring developing HD (Myers et al., 1993; Semaka et al., 2010). Individuals affected by HD have at least 36 repeats, although full disease penetrance has only been observed when tract length exceeds 39 repeats (Rubinsztein et al., 1993). Thus, a sharp threshold for disease governs HD; individuals with 35 or less repeats will remain unaffected while small increases in repeat length can deliver a transition to the pathogenic state.

### 1.3 Germline and somatic instability

It is important to differentiate between germline and somatic instability. Germline (arising during reproductive cell formation) instability is apparent for all TNR diseases. However some TNR diseases exhibit tissue-specific patterns of somatic instability, whereby tract length for a specific TNR locus varies between different tissues throughout development. The extent to which somatic instability contributes to TNR disease pathogenesis is debatable, although it appears to depend on the disorder. DM1 patients have much larger expansions in muscle cells, the primary affected tissue, than in unaffected tissues like blood (Thornton et al., 1994). For polyglutamine disorders, some of which also display somatic instability, the situation is not clear. In a knock-in mouse model of SCA1, no correlation was observed between somatic instability and the regions affected by disease pathogenesis (Watase et al., 2003). This group reported that instability was most prevalent in the striatum but less notable in areas vulnerable to pathogenesis such as the cerebellum. In support of the hypothesis that somatic expansion contributes to disease progression, a study that detailed somatic instability in the cortex region of the brain from HD individuals reported that instability was predictive of age of disease onset, with longer increases in repeat length associated with an earlier age of onset (Swami et al., 2009). Based on the observations that for DM1 and HD instability is most prominent in tissues that are the targets of pathogenesis, it has been proposed that somatic instability contributes to the progression of these TNR diseases during the lifetime of an individual. Thus factors that modify somatic instability represent useful therapeutic targets. The work described in this thesis models somatic expansions.

### 1.4 TNRs undergo dynamic mutations

One aspect that underscores TNR expansions as a unique form of mutation is their dynamic mutational mechanism. In many genetic diseases, the responsible mutation is retained in somatic tissues and exhibits a typical Mendelian pattern of inheritance; thus it is stable from generation to generation so all affected family members share the same inherited mutation. Examples of such static mutational events include point mutations, deletions and inversions.
In contrast to the static inheritance of these other single-gene mutations, the TNR mutation process is highly changeable, with products that continue to mutate across generations and within tissues so both germline and ongoing somatic instability is observed in some cases (Pearson et al., 2005). Thus, the products of a TNR expansion mutation have a greater predisposition to experience a successive mutation than their original substrate. These dynamic mutations are thus expansion-biased in a length-dependent manner. The dynamic nature of TNR instability is reflected in the genetic anticipation displayed by TNR diseases. Anticipation is the increase in the severity of disease with an earlier age of onset of symptoms in successive generations. This phenomenon had been reported as early as 1918 in DM1 but had often been dismissed as a statistical artefact (Howeler et al., 1989). It was not until the early 1990’s when TNR instability was described that it was revealed to be a consequence of increase in TNR allele size with each consecutive generation (Fu et al., 1992; Mahadevan et al., 1992). Thus, anticipation is governed by the unusual characteristics of TNRs that determine their propensity to expand.

1.5 Unique characteristics of TNRs

While a wide range of pathogenic outcomes are triggered by TNR expansions, these mutations share several unique properties which reflect common dynamics and molecular mechanisms. One key feature of TNR diseases is that expansions are limited to only the TNR disease locus, which is in contrast to the genome-wide instability seen in HNPCC and sporadic colorectal cancers (Goellner et al., 1997). HNPCC-affected individuals have defects in one or more mismatch repair (MMR) proteins which are responsible for the observed multi-loci instability that manifests as small deletions and gains (Liu et al., 1996; Kwak and Chung, 2007). This is indicative of cis-elements internal to the repeat sequence influencing its mutability including the sequence of the repeat sequence, the length of the tract and the purity of the repeat tract, likely in concert with trans-acting factors involved in DNA metabolism. Other cis-elements proposed to regulate repeat instability are outside of the repeat tract itself and include flanking sequence, replication origins, CpG methylation and chromatin structure (Cleary and Pearson, 2003).

1.5.1 Threshold

One key feature of TNR instability is the occurrence of a genetic threshold, defined as the narrow part of the expansion mutation spectrum (~30-40 repeats in humans) that separates short stable repeats from longer, unstable disease-length repeats (McMurray, 2008). Work in the Lahue lab has focused on the infrequent expansions that demarcate short stable repeats, from longer unstable tracts. Studies in yeast have shown evidence of a threshold for
expansions of ~15 repeats based on the findings that an increase of the starting tract length from 10 to 20 CTG repeats leads to a 100-fold increase in expansion rates (Rolfsmeier et al., 2001). Expansion of a starting tract of 25 to 29-40 that crosses the predicted boundaries between normal, moderate, and disease-causing alleles for most (CAG)• (CTG) repeat disease genes, including HD was detected in a human astrocytic cell line (Claassen and Lahue, 2007).

Mutation (contractions and expansions) of the HD locus was analysed by measuring CAG length changes in single sperm from normal and unaffected individuals (Leeflang et al., 1995). Normal length alleles (15-18 repeats) underwent mutation at a rate of 0.6%. When the repeat tract increased to 30 or 36, the mutation frequency concomitantly rose to 11% and 53%, respectively. 92-99% of sperm carrying pathogenic alleles (38-51 repeats) showed alterations in length, with a strong bias towards expansions (Leeflang et al., 1995). Contractions were predominant up to 36 repeats, but a shift towards decreasing contractions was observed for longer alleles. The expansion bias is illustrated in figure 1.2.

Figure 1.2 Instability bias above and below the TNR threshold. The thicker arrows reflect the bias towards either contraction or expansion. The thinner arrows reflect a lesser tendency to change length from one state to another.

The Lahue lab has identified several proteins involved in inhibiting TNR instability of sub-threshold length repeats in yeast (Bhattacharyya and Lahue, 2004; Daee et al., 2007; Razidlo and Lahue, 2008) and recently discovered that certain histone deacetylase components promote expansions in yeast (Debacker et al., 2012). Recent evidence from the Leffak lab, has provided an additional report of human proteins protecting short repeats from destabilisation, with the finding that knockdown of the replication fork stabilisation proteins Claspin, Timeless and Tipin led to increased contraction and expansion of a (CTG)13• (CAG)13 allele (Liu et al., 2012). However, in this study, it is difficult to determine if the instability observed following knockdown arose from the (CTG)13• (CAG)13 allele, as it is ambiguous whether events are contraction products from amplification of the expanded (CTG)1000• (CAG)1000 allele or expansions of the shorter, unexpanded allele. Nevertheless, very little information is currently available on what trans-acting factors influence the occurrence of the critical initiating expansions that cross the TNR threshold and lead to enhanced instability in higher organisms. To shed light on the rather, infrequent but important instability events that cross the threshold, I used a human astrocytic cell line and a
starting tract of 22 repeats, which is near the threshold (~30-40 repeats) for many human disorders, to identify proteins that modulate these events.

1.5.2 Sequence dependence
The sequence of the TNR repeat is proposed to be intrinsic in the governance of instability. The observation that only particular TNR sequences undergo instability might correspond to their ability to form of non-B sequence-specific structures, which are thought to be central to instability. Indeed, a common feature of TNRs that are prone to expand is their capacity to adopt secondary structures such as triplexes, quadruplexes, slipped strand structures and hairpins (Fig. 1.3), whereas TNR tracts that are not reported to expand have much lower propensity for secondary structure formation (Gacy et al., 1995; Zhao et al., 2010). CNG repeats, where N is any nucleotide, can fold into intrastrand slipped structures or hairpins containing predominantly Watson-Crick (WC) and non-WC base-pairs. The inclination for CNG repeat tracts to form hairpins (Fig. 1.3A) is explicated by the stabilisation of a hairpin stem by GC doublets, which display strong base-stacking interactions (Petruska et al., 1996). The stability of these CNG hairpins is further governed by the identity of the associated mismatch (non-WC) such that the order of stability is as follows: CGG>CCG=CTG>CAG (Gacy et al., 1995). CTG hairpins are more thermodynamically stable than CAG due to the smaller T-T mismatches being less bulky and thus less likely to interfere with normal base-stacking of GC and CG doublets than the A•A mismatches (Petruska et al., 1996) T-T mispairs actually form wobble pair with one H bond; slightly stabilizing the hairpin. The transient nature of non-B structures has made their detection in vivo difficult and this is borne out in the vast array of studies demonstrating their formation in vitro (Zhao et al., 2010). Recently, the formation of hairpin structures has been demonstrated in vivo in HeLa cells in an elegant study using zinc-finger nucleases that specifically cleaved CTG/CAG hairpins during replication (Liu et al., 2010).

Slipped-strand structures form when the TNR duplex denatures and renatures in a misaligned manner. This results in loop-outs on both strands (Fig. 1.3C) and the complexity of the structures formed were increased with the length of the repeat tracts reminiscent of the length-dependent instability effects observed in TNR disease (Pearson and Sinden, 1996; Pearson et al., 1998).

As well as hairpins, CGG repeats have been proposed to adopt a variety of structural conformations in vitro depending on repeat length and pH including G-quadruplexes (Fig. 1.3B) (Mitas et al., 1995; Fojtik and Vorlickova, 2001). The current dogma for instability encompasses secondary structures as crucial facilitators of instability. Thus, most models for instability predict that secondary structures formed by TNRs serve as mutagenic
intermediates, whose aberrant metabolism may lead to instability. GAA repeat tracts due to their asymmetric nature, have a tendency to form triplexes (Fig. 1.3D). The third strand of this structure can comprise of TTC repeats (pyrimidine:purine:pyrimidine) or GAA repeats (pyrimidine:purine:purine) (Gacy et al., 1998; Sakamoto et al., 1999). Furthermore, two GAA tracts on the same plasmid were shown to form ‘sticky DNA’, a composite triplex structure arising from the interaction of the two triplexes in the molecule (Gacy et al., 1998; Sakamoto et al., 1999; Vetcher et al., 2002).

The working model for this study is centred on the formation of a hairpin intermediate as a key intermediate structure in the expansion process. Based on this assertion, it is proposed that TNR instability reflects the opposing actions of two sets of proteins, one inhibiting mutation and a second promoting it (Fig. 1.4). Several factors, mainly involved in replication and repair, have been implicated in either inhibiting or promoting expansions in various model systems. For example, the helicase Srs2 has been shown to unwind the TNR hairpin intermediate in yeast thereby preventing the occurrence of expansions (Savouret et al., 2003; Bhattacharyya and Lahue, 2004; Bhattacharyya and Lahue, 2005; Kerrest et al., 2009). Conversely, the mismatch repair factors MSH2/MSH3 are known to bind TNR hairpin substrates and studies in mice have shown that they promote expansions (Manley et al., 1999; van den Broek et al., 2002; Savouret et al., 2003; Wheeler et al., 2003; Owen et al., 2005; Foiry et al., 2006). The premise that certain proteins promote expansions and others prevent these mutations is a central rationale for the work described in the main body of the thesis. I will take a candidate-based approach to determining which factors are important in the control of expansion of repeats near the threshold in human cells.
Figure 1.4 Proteins shown to inhibit or promote expansions in various model organisms. Of these, the proteins that are investigated in this study are underlined. In the case of the yeast factors, the human homologues or proposed functional orthologues are assessed.

1.5.3 Interruptions

Another feature of TNRs that influences instability is the purity of the repeat tract. Repeat tract interruptions are associated with TNR loci for a number of TNR diseases including SCA1, SCA2, SCA3, SCA8, DM1, FRDA and FRAXA (Lopez Castel et al., 2010). It is generally thought that interruptions reduce repeat instability as in many cases loss of interruptions is coincidental with expansion of the repeat tract. This is the case for FRAXA, whereby normal alleles have AGG interruptions in the CGG tract, while loss of a single interruption can confer repeat stability (Eichler et al., 1994). Additionally, in SCA1 patients, a CAG repeat tract containing as many as 39 repeats punctuated by a CAT interrupt was stable, while (CAG)_{40} uninterrupted tract was unstable (Chong et al., 1995). More recent work has identified (CCG)• (CGG) interruptions at the 3’ end of a (CTG)• (CAG) repeat at the DM1 locus, which likely contribute to the disease variability observed in such patients (Musova et al., 2009; Braida et al., 2010). It is thought that the instability associated with loss of interruptions is based on the propensity for TNR sequences to form secondary structures. CAT or AGG interruptions within CAG or CGG tracts result in fewer slipped DNA structures than pure, uninterrupted tracts (Pearson et al., 1998), which is linked with reduced instability. Interestingly, in yeast deficient in mismatch repair, there is an increased incidence in expansions of interrupted alleles (Rolfsmeyer et al., 2000). Interruptions do not confer stability in all cases; expanded alleles of SCA8 contain interruptions, while normal alleles were reported to have no interruptions (Moseley et al., 2000).

1.6 Mechanisms of repeat instability

The mechanisms by which repeat instability occurs are relatively poorly understood.
However, the observation that expansion of TNR tracts inherently requires the synthesis of nascent DNA underlines the prerequisite for DNA metabolic processes such as replication, repair, recombination and transcription in mediating expansion. One salient commonality for the majority of proposed models of expansion, regardless of the metabolic source of instability, is that the unusual secondary structures formed by TNRs are thought to act as mutagenic intermediates during the instability process. Direct evidence for hairpin formation in vivo has recently been shown (Liu et al., 2010).

1.6.1 Replication

Many models for TNR expansions assume a replication-dependent mechanism. Evidence that supports a replication-induced mode of instability is gleaned from several model systems that require proliferation for instability (Schweitzer and Livingston, 1999; Cleary et al., 2002; Yang et al., 2003). Furthermore, pronounced instability is observed in DM1 patients in proliferative tissues such as the blood (Martorell et al., 1998) and during periods of rapid cell division including tumourgenesis and male germ cell (Jinnai et al., 1999; Leeflang et al., 1999). Studies have shown that TNRs cause replication fork stalling. (CAG)\(^\bullet\) (CTG) and (CGG)\(^\bullet\) (CCG) repeats have been shown to invoke replication fork stalling in yeast, primate and human cells (Pelletier et al., 2003; Voineagu et al., 2009; Liu et al., 2012). The proposed formation of secondary structures that can cause impediments for replication fork progression leading to instability is likely during lagging strand synthesis. This hypothesis was borne out of the observation that a region of the lagging strand template called the Okazaki initiation zone (OIZ) remains transiently single-stranded, thus TNR repeats could fold into secondary structures within this region.

Replication origin activity has been the focus of many studies. Origins of replication are common elements around several TNR repeat loci (Nenguke et al., 2003; Cleary et al., 2010; Liu et al., 2012). Studies in various model organisms suggest that TNR instability depends on repeat orientation relative to the origin of replication. This orientation bias is attributed to the propensity of the ability of the sequence to form thermodynamically stable hairpin structures. An increase in contractions occurs if the more structure-prone sequence is on the template strand, whereas expansions arise if the structure-prone TNR is on the nascent strand. Accordingly, studies in E.coli, yeast, HeLa cell extracts, simian cells and cultured astrocytes have demonstrated that contractions are more frequent when CTG comprised the lagging strand template (CAG on nascent lagging strand), whereas expansions were predominant when the CAG sequence was on the lagging strand template (CTG on nascent lagging strand) (Kang et al., 1995; Freudenreich et al., 1997; Miret et al., 1998; Cleary et al., 2002; Panigrahi et al., 2002). Additionally, the distance between the origin of replication and
the repeats is proposed to influence instability. In primate cells, this was supported by the finding that shifting the distance between (CTG)$_n$ repeats by as little as 130 bp caused a switch from predominantly expansions to contractions (Cleary et al., 2002). Studies in DM1 human fibroblasts and transgenic mice, containing a copy of the 45 kb human expanded (CTG)$_{300}$ transgene, comparing origin activity at the DMPK locus have provided an insight into the complexity of the relationship between replication and instability (Cleary et al., 2010). Similar instability patterns were observed between human cells and mice (Lia et al., 1998) and human origins have been shown to be active when transferred to mouse cells (Aladjem et al., 1998). However, the origin activity at the DMPK locus between the two systems was markedly different; two origins were mapped upstream and downstream of the expanded repeat tract in DM1 fibroblasts, both of which were active, but only the downstream origin was active in mice (Cleary et al., 2010). This implies that the chromosomal integration site of the transgene and/or elements outside the transgene region might control origin activity, thereby influencing instability (Cleary et al., 2010).

Strong evidence for replication contributing to TNR instability is garnered from pharmacological interference studies. Exposure of DM1 fibroblasts to aphidicolin (inhibits lagging and leading strand replication) and emetine (hinders lagging strand replication), selectively increased the magnitude of CTG expansions for the expanded allele but did not affect the normal-length allele (Yang et al., 2003). Kidney cells from Dmt-D transgenic mice bearing (CTG)$_{160}$•(CAG)$_{160}$ repeats displayed increased expansions upon exposure of caffeine, which interferes with replication (Gomes-Pereira and Monckton, 2004). A similar increase in overall instability in a HeLa cell line containing 45 and 102 (CTG)$_n$•(CAG)$_m$ repeat tracts following treatment of these cells with aphidicolin and emetine (Liu et al., 2010).

Two models for TNR expansion arising during lagging strand synthesis have been proposed. The first model involves polymerase slippage on the 3’ end (Fig. 1.5). The DNA polymerase pauses or stalls while replicating across the TNR region leading to a transient dissociation of nascent DNA from its template. Reassociation of the strands results in misalignment leading to possible formation of a hairpin on the nascent strand. This loop-out can be incorporated into DNA during the next round of replication resulting in an expansion. Evidence for this model is derived from replication stalling at TNRs and also from the finding that Srs2 and post-replication repair (PRR) inhibit TNR expansions (Bhattacharyya and Lahue, 2004; Daee et al., 2007).
Figure 1.5 3’ slippage model. Polymerase slippage at the 3’ end of an Okazaki fragment occurs due to the repetitive nature of the TNR tract. This leads to hairpin formation and expansion of the tract. Green represents repeat tract.

Srs2, a 3’-5’ helicase was identified in a yeast screen for trans-acting factors that inhibit TNR expansions (Bhattacharyya and Lahue, 2004). This yeast work and that described below provides the basis for the corresponding experiments in human cells, which are detailed in chapter in chapter 5. Srs2 suppresses homologous recombination to ensure HR takes place in an appropriate temporal and spatial manner and positively regulates PRR. Srs2 antirecombinase activity is evidenced by srs2 mutants exhibiting a hyper-recombination phenotype (Aguilera and Klein, 1988). In vitro analysis demonstrated that Srs2 translocates on ssDNA and prevents Rad51-directed recombination by disrupting the Rad51 presynaptic filament (Krejci et al., 2003; Veaute et al., 2003). Srs2 was shown to be a potent inhibitor of expansions with increased expansion rates of CTG, CAG and CGG repeat tracts of up to 40-fold in srs2 mutants. The phenotype of srs2 mutants is selective for expansions; there is no effect of mutation of Srs2 on dinucleotide repeats, at unique sequences or on contractions. Biochemical analysis revealed that Srs2 selectively unwinds TNRs substrates that mimic the in vivo hairpin intermediates thought to contribute to instability (Dhar and Lahue, 2008). Further genetic analysis demonstrated that the protective role of Srs2 against expansions was independent of its role in homologous recombination rather via its capacity to direct PRR (Bhattacharyya and Lahue, 2004; Daee et al., 2007).

Srs2 acts as a molecular switch that favours processing of aberrant replication intermediates by PRR rather than homologous recombination. PRR ensures continuation of DNA synthesis in the presence of polymerase-blocking damage, deferring the engagement of conserved repair mechanisms that are in place, to faithfully repair DNA to its original sequence (Waters et al., 2009). Unlike DNA repair, PRR does not remove the replication-blocking lesion but facilitates bypassing of the damage allowing the replicative machinery to proceed. Because no repair as such occurs, PRR has often been referred to DNA damage tolerance (DDT) in many instances in the literature. PRR, which is best characterized in S. cerevisiae, has three main branches all directed by the Rad18-Rad6 ubiquitin-conjugating complex (Fig.
1.6) (Ulrich, 2005). Monoubiquitination of PCNA following damage at lysine 164 (K164) promotes the translesion synthesis (TLS) branch of PRR. This involves the use of specialized DNA polymerases that can use damaged DNA as a template permitting lesion bypass and continuation of replication. TLS is often error-prone due to the low fidelity of the polymerases that enable replication to proceed across damage but some TLS polymerases replicate past the lesion in an error-free manner. Rad6/Rad18-mediated monoubiquitination of PCNA is also required for the Rad5-dependent error-free branch of PRR. K63-linked polyubiquitination of PCNA at K164 residue is subsequently mediated by the physical interaction between Rad5’s ubiquitin ligase domain and the ubiquitin-conjugating complex Mms2-Ubc13 (Ulrich and Jentsch, 2000). The mechanism of this pathway is not clearly defined. Genetic data in yeast has shown that Rad5’s ATP-dependent 3’-5’ helicase function, in addition to its ubiquitin ligase activity, is essential for its role in the replication of damaged DNA (Gangavarapu et al., 2006). This branch is thought to bypass DNA damage by using the undamaged sister duplex (template switching).

**Figure 1.6 Postreplication repair pathways in yeast.** In response to replication stress, PCNA is modified with ubiquitin (Ub) at K164. Monoubiquitination, which is catalysed by the Rad6 Rad18 complex, is thought to promote TLS. Subsequent polyubiquitination at the same K164 residue by Mms2-Ubc13-Rad5 promotes the error-free branch. PCNA sumoylation (S) recruits Srs2 to the replication fork to prevent recombination.

A study in yeast found that when the PRR pathway is disrupted by deletion of Rad18, Rad5 or Mms2 or by abolishing PCNA modification, there was a specific increase in expansions, but not contractions, of short repeats (Daee et al., 2007). Further analysis revealed that Srs2 and the PRR pathway concertedly act to inhibit TNR expansions (Daee et al., 2007). Functional human orthologues for Srs2 have been proposed such as FBH1, RTEL1 and, most recently, PARI (Chiolo et al., 2007; Barber et al., 2008; Moldovan et al., 2012). Additionally, two functional orthologues of Rad5 have been characterized HLTF and SHPRH (Motegi et al., 2006; Unk et al., 2006; Motegi et al., 2008; Unk et al., 2008).
Chapter 5 details efforts to determine if FBH1, RTEL1 or both recapitulate the expansion-protecting mechanism of Srs2. Members of the PRR pathway are also investigated to establish if they are involved in inhibiting expansions in human cells and to identify potential functional interactions between this pathway and Srs2 homologues.

The second model for expansions occurring during lagging strand synthesis involves TNRs folding to form hairpin structures in the 5’ flap of the Okazaki fragment created during strand displacement (Fig. 1.7). It has been postulated that this hairpin prohibits flap processing by FEN1 (Gordenin et al., 1997), which is a flap endonuclease involved in removal of 5’ flaps formed during Okazaki fragment maturation (Liu et al., 2004). The flaps can anneal with the adjacent Okazaki fragment leading to expansion. This provides the rationale for studying the role of FEN1 in expansions in human cells in chapter 5.

**Figure 1.7 5’ Flap model.** A 5’ flap is formed following displacement of the upstream Okazaki fragment. Persistence of this flap can lead to formation of a hairpin, which can be ligated into the downstream Okazaki fragment and result in extra repeats (expansion). Green represents repeat tract.

This model is supported by biochemical data and by yeast mutant analysis. In yeast, loss of the FEN1 homologue Rad27 resulted in an increase in the occurrence of CTG expansions (Freudenreich et al., 1998). This group reported that expansions were enhanced by approximately 30- and 60-fold, when the initial repeat tracts were (CTG)$_{40}$ and (CTG)$_{70}$, respectively. *rad27* yeast displayed an overall destabilisation of CAG repeat tracts with approximately 50% of the instability compromising expansions of one or more repeats (Schweitzer and Livingston, 1998). Haploinsufficiency of Rad27 in yeast was found to be sufficient in inducing length-dependent instability, with no change in tracts of 70 repeats, while (CAG)$_{155}$ tracts had substantially higher expansion frequencies (Freudenreich et al., 1998). Interestingly, double mutants of *rad27* and *rad18* revealed a synergistic increase in expansion rates of a (CTG)$_{13}$ relative to single mutants, implying that the two pathways act independently (presumably at the 5’ and 3’ ends, respectively) but synergize to prevent some expansion events (Daee et al., 2007). Thus in yeast, FEN1 is proposed to cleave a substantial
fraction of flaps prior to their folding in FEN1-resistant structures and thus preventing expansion.

However, this protective function has not been recapitulated in most of the human cell systems or transgenic mice models tested for TNR instability. FEN1 homozygous null mice die at an early stage of embryogenesis and this limitation restricts study of FEN1 to haploinsufficient Fen1 mice. Somatic cells of haploinsufficient Fen1 mice harbouring (CAG)\textsubscript{120}•(CTG)\textsubscript{120} repeats at an ectopic HD locus did not undergo instability of this tract (Spiro and McMurray, 2003). In this study, an increase in intergenerational expansion frequency was reported although this was not statistically significant. No expansion of a (CTG)\textsubscript{110}•(CAG)\textsubscript{110} tract was observed in a knock-in mouse model of DM1 (van den Broek et al., 2006) or a (CGG • CCG)\textsubscript{130} model of fragile X syndrome (Entezam et al., 2010). CAG repeats (13–27 repeat units) were stably maintained at the huntingtin gene locus in cells with FEN1 stably knocked down over 27 passages (Moe et al., 2008). Taken together, this implies that FEN1 does not play a role in repeat expansion but a caveat with the mouse studies is that reduction of FEN1 expression is only 50% of normal levels and the remaining levels of enzyme activity might be sufficient to inhibit expansions. In an attempt to shed some light on the role of FEN1 in TNR expansions in human cells, I used RNA interference to determine if loss of FEN1 has any impact on expansions near the threshold length (Chapter 5).

1.6.2 Repair

Despite the strong experimental evidence for replication-based TNR instability, it is not sufficient to explain the instability observed in non-dividing cells. The lack of correlation between the proliferative potential of transgenic mice tissues and repeat instability has highlighted the contribution of replication-independent mechanisms (Lia et al., 1998; Kennedy and Shelbourne, 2000; Seznec et al., 2000). Furthermore, postmitotic neurons from HD patient and HD mouse brains show expansions (Shelbourne et al., 2007; Gonitel et al., 2008).

Numerous studies have proposed that repair proteins play a role in inducing instability. The concept that the presence and not the absence of certain proteins promotes the occurrence of expansions is seemingly counterintuitive but these normally protective pathways have been hypothesised to have their normal biochemical functions replaced by mutagenic actions due to aberrant TNR-forming secondary structures. Evidence for the presence of such expansion-promoting factors includes the observation that disease-length alleles expand with almost 100% probability (Fu et al., 1991). The inherent site-specific nature of TNR expansions,
with no discernible effect on the rest of the genome (Goellner et al., 1997), supports the existence of proteins actively contributing to TNR instability. If defective repair was responsible for TNR instability, genome-wide instability would occur concurrently increasing cancer predisposition and no such susceptibility has been described.

Certain mismatch repair (MMR) proteins have been heralded for providing a mechanism for inducing CAG/CTG instability. MMR generally functions to maintain genomic instability by removing mismatches generated during replication (Li, 2008). In mammalian cells, the initiation of MMR via recognition of mismatches involves two heterodimeric complexes: MutSα (MSH2/MSH6) and MutSβ (MSH2/MSH3). MutSα preferentially binds base-base mismatches and small insertion/deletion loops (IDLs), while MutSβ favours larger IDLs. Msh2 has been shown promote instability in numerous transgenic mouse models. Loss of Msh2 leads to a decrease in somatic and germline expansions in DM1 mice (Savouret et al., 2003). Msh2 deficiency also promotes somatic and intergenerational expansions in various HD mouse models (Manley et al., 1999; Kovtun and McMurray, 2001; Wheeler et al., 2003). Further investigation of MSH2 interacting partners revealed that DM1 mice lacking Msh3 mimic the reduced somatic expansion phenotype of mice with an Msh2 deficiency, whereas loss of Msh6 resulted in an increase in expansions (van den Broek et al., 2002). Msh6−/− HD mice did not show any change in germline or somatic expansions, while an absence of Msh3 suppressed both (Owen et al., 2005). Thus MutSβ, not MutSα, seems to be the relevant MMR recognition complex for promoting expansions. It has been reported in several TNR disease mouse models that absence of Msh2 or Msh3 decreases the frequency of expansions in concert with an increase in contractions (Savouret et al., 2003; Wheeler et al., 2003; Foiry et al., 2006; Tome et al., 2009).

Interestingly, work in mice demonstrates that the effects of MMR on instability for GAA tracts are distinct to those reported for CAG/CTG TNRs. Mice expressing a YAC with the human FXN locus containing (GAA)_{90-230} sequence were crossed with Msh2, Msh3, Msh6 and Pms2 knockout mice (Ezzatizadeh et al., 2012). The instability patterns observed suggest that MSH2 and MSH3 protect against contractions, but have no effect on expansions, while MSH6 protects against both expansions and contractions and PMS2 prevents expansions. Furthermore, MMR effects seem to differ between species for CNG repeats. In *E. coli*, defects in MMR result in a suppression of large (CTG)• (CAG) contractions, but an increase in small-scale expansions and contractions (Wells et al., 1998; Parniewski et al., 2000; Schmidt et al., 2000). In yeast, loss of MMR does not alter
expansions or contractions of CTG•CAG repeats (Schweitzer and Livingston, 1997; Miret et al., 1998; Rolfsmeier et al., 2000).

The mechanism through which MMR proteins mediate TNR instability has not yet been definitively identified. One commonly cited model proposes that MutSβ binds to (CAG)•(CTG) hairpins and stabilizes the repeats instead of processing the “mismatches”. This hypothesis is based on the observation that binding of MutSβ to (CAG)$_{13}$ or (CTG)$_{13}$ hairpins impaired its ATPase activity, altered both binding between the complex and DNA and its nucleotide affinity (Fig 1.8) (Owen et al., 2005; McMurray, 2008). This so-called “hijacking” model predicts that MutSβ recognizes and binds the mismatched base pairs in the stem of the TNR hairpin, but fails to successfully co-ordinate recognition/binding with downstream repair signalling. Inhibition of faithful DNA repair would lead to incorporation of unrepaired loops as expansions. Further support for this model was provided by recent single-molecule data demonstrating trapping of MutSβ by repair-resistant CAG loops implying that MutSβ binds hairpins but cannot elicit downstream repair signaling (Lang et al., 2011). However, this model has fallen out of favour due to a number of recent developments. An identical reduction in MutSβ ATPase activity was observed regardless of whether it was interacting with a (CAG)$_{13}$ hairpin, a (CTG)$_{13}$ hairpin, or its preferred substrate, an ID heteroduplex (Tian et al., 2009). Together with the finding that the catalytic efficiencies (kcat/Km) were similar for all three substrates, this suggests that the aberrant ATP hydrolysis is a general feature of MutSβ binding to DNA rather than being specific to TNR hairpins (Tian et al., 2009). Transgenic DM1 mice bearing >300 CTG repeats were crossed with Msh2 ATPase-defective mice (Msh2$^{G674A}$ mice) to establish the importance of the ATPase activity in TNR expansions (Tome et al., 2009). The authors found that this mutation, which disrupts ATP binding and/or hydrolysis abrogated the incidence of both germline and somatic expansions and stimulated contractions in parent-to-offspring transmissions (Tome et al., 2009). In light of the finding that Pms2, which is involved subsequent to mismatch recognition, is partially required for TNR instability in DM1 mice (Gomes-Pereira et al., 2004), these data support the hypothesis that functional MMR activity is required for expansions (Fig. 1.8). Taken together, these findings challenge the hypothesis the role of MMR in driving expansions is limited to the recognition of hairpins by MutSβ. If functional MMR is indeed required for expansions, targeting downstream members of the pathway should evoke similar findings as for MSH2, MSH3 and PMS2.

The mice used in the studies described above carry long TNR tracts, typically from 84 to >300 repeat units in length. An unanswered question, which I address in Chapter 4, is
whether the finding that MutSβ is an important promoter of expansions is applicable to short, sub-threshold alleles in human cells.

**Figure 1.8 Proposed models for MMR involvement in TNR instability.** Common to both models is a pre-formed hairpin and a nick on the strand opposite the hairpin. On the left-hand side, a model for active MMR is shown. In this model, MutSβ binds to the hairpin and signals to recruit downstream MMR factors resulting in a nick opposite the hairpin. Following gap-filling synthesis by a polymerase (purple), the hairpin becomes incorporated. Conversely, on the right-hand side, MutSβ binds to the hairpin and this binding prevents activation of downstream MMR events. This might result in recruitment of an alternative mechanism that leads to expansion. Adapted from McMurray, 2010

In addition to MMR, base excision repair (BER) has been proposed to cause somatic instability in mammals (Liu and Wilson, 2012). BER is the main DNA repair pathway involved in removal of damaged bases, such as oxidized bases (Robertson et al., 2009). Transgenic mice harbouring the HD (CAG)$_{135}$ repeat were crossed with mice lacking the BER DNA glycosylase OGG1 responsible for removal of 7,8-dihydro-8-oxoguanine (8-oxoG). Loss of OGG1, but not other glycosylases resulted in suppressed or delayed age-dependent somatic expansion in vivo (Kovtun et al., 2007). In vitro evidence further supports a requirement for BER for expansion with the finding that creation of a ssDNA break by OGG1 and APE1 during oxidative base removal in the context of CAG repeats, postulated to lead to hairpin formation, and subsequent extension by the BER polymerase, polβ leads to
repeat tract expansion (Kovtun et al., 2007; Liu et al., 2009). The hypothesis proposed is that the hairpin formed during oxidative repair of CAG repeats is refractory to FEN1 removal and thus becomes incorporated into the DNA forming an expansion. Because the damage is still present, it will be recognized by OGG1 and processed in the same way leading to cyclic expansions over time.

Based on in vitro BER experiments, it has been suggested that mis-coordination between FEN1 and the BER polymerase polβ leads to CTG/CAG instability, as an increased FEN1 level resulted in increased expansion products (Liu et al., 2009). The authors suggested that increased FEN1 expression promotes expansion by facilitating ligation of hairpins by strand slippage (Liu et al., 2009). However, in HD transgenic mice, analysis of tissue-specific levels of BER proteins showed that low levels of FEN1 expression relative to polβ in the striatum correlates with high instability in this tissue, whereas a higher FEN1: polβ ratio was evident in the relatively stable cerebellum (Goula et al., 2009). Recent in vitro data showing that damage in CTG/CAG repeats are less efficiently repaired in BER reconstitution experiments mimicking the stoichiometry in the striatum than those reflecting the BER levels of the cerebellum provides support for the latter study (Goula et al., 2012).

The NER pathway is involved in the removal of bulky, helix-distorting lesions. Nucleotide excision repair (NER) has also been linked with instability but there is discordance between the findings of various studies. Mutation of uvrA, an excision nuclease involved in NER, increased contractions of transcribed repeats in E.coli (Parniewski et al., 1999). Conversely, depletion of several NER genes including CSB, ERCC1 and XPG, suppressed transcription-dependent CAG contractions in a human cell line (Lin et al., 2006; Lin and Wilson, 2007). The Wilson group showed that knocking down XPC, which is specific to the global genome NER (GG-NER) did not affect instability, implying that the other branch of NER, transcription-coupled repair (TC-NER), is the relevant pathway to instability (Lin and Wilson, 2007). Indeed, knockdown of CSB, which is involved specifically in TC-NER, suppressed expansions (Lin and Wilson, 2007). Use of transgenic mice to investigate a role for NER has led to conflicting results. Mice deficient in XPA bearing 145 CAG repeats at the SCA1 locus had reduced expansions in neuronal tissues but does not alter instability in the germline (Hubert et al., 2011), whereas HD mice deficient in CSB displayed increased germline repeat expansions but no major somatic instability in the brain (Kovtun et al., 2011). The authors of the SCA1 publication point out that this may be due to differences in experimental approaches or systems. Furthermore, XPA is only known to function in NER but CSB has been shown to have roles outside of NER including chromatin remodeling and transcription (Balajee et al., 1997; Citterio et al., 2000). It is also worth noting that while the
data from the SCA1 mouse model provides considerable evidence for a causative role for NER in somatic instability, it does not distinguish between TC-NER and GG-NER as XPA is a common component to both pathways. The premise that TC-NER is involved in inducing instability is based on evidence that transcription itself is involved. In a human cell contraction-based system, transcription increases contractions by around 15-fold (Lin et al., 2006). It has been postulated that hairpins arise during repair of R-loops (RNA•DNA hybrids), which form at transcribed TNRs leading to instability (Lin et al., 2010; Nakamori et al., 2011).

To the best of my knowledge, MSH2 and MSH3 are the only proteins that have been shown to be involved in promoting both germline and somatic CAG/CTG instability. Loss of XPA suppresses instability in neuronal tissues but does not affect germline transmission (Hubert et al., 2011), while OGG1 also specifically affects somatic instability (Kovtun et al., 2007). In contrast, CSB, DNA ligase I and the DNA methyltransferase DNMT1 are implicated only in germline instability (Dion et al., 2008; Kovtun et al., 2011; Tome et al., 2011). Because MSH2 and MSH3 are causative for both types of instability, it is possible that although differential mechanisms are involved in mediating these instability events, MutSβ is common to both.

1.7 Chromatin and TNRs
1.7.1 Expanded repeats are generally associated with heterochromatin
TNR expansions occur due to the interplay between DNA and modulating proteins. A crucial unknown is how chromatin structure affects these interactions. It has been well documented that expanded TNR alleles, unlike their corresponding normal-length alleles, display alterations in chromatin structure consistent with a heterochromatic environment (Dion and Wilson, 2009). At the DM1 locus, the chromatin surrounding expanded CTG repeats (>1000) contains an enrichment in the heterochromatic mark H3K9 trimethylation and a decrease in the euchromatic-associated H3K4 trimethylation, compared to the unexpanded counterpart (Cho et al., 2005). High levels of heterochromatic marks were detected at the disease locus in FRAXA patient cells, while marks typical of euchromatic regions were reduced (Coffee et al., 1999; Coffee et al., 2002). Additionally, expanded (GAA)•(TTC) repeats at the FRDA locus showed hypoacetylation of H3 and H4 and increased trimethylation of H3K9 (Herman et al., 2006). It is proposed that the heterochromatic environment of the expanded alleles contributes to the gene silencing associated with some TNR diseases.
1.7.2 Chromatin-modifying factors and TNRs

Interestingly, several studies investigating the mechanisms of TNR expansion have identified chromatin modifying proteins as key modulators of the mutagenic process. Many TNR genes have binding sites for the insulator protein CTCF (CCCTC-binding factor) either side of the repeat tracts (Filippova et al., 2001). In a SCA7 mouse model, inhibition of CTCF binding by methylation or mutation of CTCF binding sites near the SCA7 locus resulted in increased the incidence of contractions and expansions of a (CAG)\textsubscript{92} tract (Libby et al., 2008). CTCF binding at two CTCF sites which flank the CTG repeat at the DM1 locus act to restrict repeat-mediated heterochromatin to the immediate repeat region (Filippova et al., 2001). In contrast, the expanded DM1 allele in cells of congenital DM1 individuals displays abrogated CTCF binding coincident with spreading of heterochromatin to neighbouring genes and localised CpG methylation (Cho et al., 2005). The mechanism though which CTCF acts to prevent expansions is uncertain but a report from the same lab implies that CTCF positively regulates DNA replication near the repeat region, thereby acting to stabilise repeats (Cleary et al., 2010). Work in transgenic mice and mammalian cell lines has illustrated a role for the DNA methyltransferase that performs faithful maintenance of DNA methylation at CpG sites, DNMT1, in TNR instability. Chemical inhibition of DNMT1 activity and genome-wide methylation levels in CHO cells resulted in increases in contraction frequency as high as 1000-fold for (CTG)\textsuperscript{n} (CAG)\textsuperscript{m} tracts of 61 and 95, while expansions were increased in DM1 patient fibroblasts (Gorbunova et al., 2004). Furthermore, germline but not somatic expansions of (CAG)\textsubscript{145} were enhanced in \textit{Dnmt1}\textsuperscript{+/−} SCA1 mice (Dion et al., 2008). The authors reported some subtle alterations in DNA methylation and local chromatin structure with increased DNA methylation and H3K9 methylation near the repeats indicative of heterochromatin but did not observe any corresponding change in histone acetylation. These data imply a role for methylation in TNR instability but no specific mechanisms have been identified.

Studies in fly and yeast have identified roles for HATs in repeat instability. Haploinsufficiency of the histone acetyltransferase (HAT), CBP, increased intergenerational (CTG)\textsubscript{78} repeat expansions in a SCA3 \textit{Drosophila} model, whereas treatment with TSA resulted in a decrease in TNR expansions (Jung and Bonini, 2007). These data infer that CBP normally stabilises repeats, and some unknown HDAC(s) act in an opposing manner to promote expansions. Although global levels of histone H3 and H4 acetylation were found to be altered in this study, no changes were detected in the vicinity of the repeat, suggesting that the effects of histone acetylation on instability are likely direct. In yeast, loss of the HAT Rtt109 enhanced contractions of a CAG\textsubscript{85} repeat tract by 3.3-fold with no detectable impact on expansions (Yang and Freudenreich, 2010). Double strand break (DSB) repair...
was found to partially contribute to the generation of some contractions in \textit{rtt109} mutants. The authors propose that Rtt109-catalysed H3K56 acetylation is important for proper nucleosome assembly at the replication fork to prevent aberrant secondary structures that might lead to contractions (Schneider et al., 2006). Repeat-localised measurements of histone acetylation status were not determined so it is unclear whether chromatin structure at the repeats is directly mediating the instability or the effects are wholly through an indirect mechanism. Although there is an increasing collection of evidence pointing toward proteins that influence chromatin structure being important in controlling TNR instability, no clear mechanisms have been described.

\subsection*{1.8 HDACs}

In Chapter 3, investigations focus on the involvement of HDACs in instability so I provide some detail on these chromatin-modifiers here. Histone acetylation has been extensively studied since it was first discovered in 1964 that levels of histone acetylation correlated with gene activation (Allfrey et al., 1964). This status of this modification is controlled by the opposing action of HATs, which catalyse the addition of acetyl groups typically leading to an increase in gene transcription due to the resultant open chromatin structure, and HDACs, which mediate removal of acetyl groups often leading to gene expression silencing determined by the consequential closed chromatin structure. A dynamic balance between HAT and HDAC activities is proposed to govern gene expression. 18 HDACs have been identified in humans to date and they are grouped into four classes based on their homology to yeast HDACs (Fig 1.9) (de Ruijter et al., 2003; Yang and Seto, 2008; d'Ydewalle et al., 2012). Class I HDACs include HDAC1, 2, 3 and 8 and are most closely related to yeast Rpd3, the first HDAC described in yeast. HDAC1, 2 and 3 are ubiquitously expressed in most tissues, while HDAC8 expression is limited to smooth muscle (Waltregny et al., 2005). With the exception of HDAC3, all class I HDACs are predominantly localized to the nucleus due to the lack of a nuclear export signal (NES) (de Ruijter et al., 2003).

Class II HDACs have a more complex domain structure than class I HDACs, and are related to the yeast HDAC, Hda1. Unlike class I HDACs, expression of class II HDACs is tissue-restricted. Class IIa comprises HDAC4, HDAC5, HDAC7 and HDAC9, which shuttle between the cytoplasm and nucleus. It has been shown that the HDAC domains of HDAC4, HDAC5 and HDAC7 do not harbour enzymatic activity, but instead mediate HDAC activity by interacting with HDAC3 (Fischle et al., 2002). Furthermore, class IIa enzymes have been shown to bind acetylysine peptides but fail to deacetylate acetylysine (Bradner et al., 2010), implying that class IIa HDACs might bind acetylysine residues and recruit HDAC3 to execute deacetylation. Class IIb includes HDAC6 and HDAC10, which are characterized by
two HDAC domains, although only one is known to be functional for HDAC10 (Guardiola and Yao, 2002). HDAC11 is the sole member of class IV. Little is known of its biological function and on the basis of lack of catalytic domain homology, it has not been classified as class I or II. Class I, II and IV HDACs contain a zinc molecule at the active site, which is critical for enzymatic activity. In contrast class III HDACs (sirtuins 1-7), which are homologous to yeast Sir2, do not depend on zinc, but instead catalyse deacetylation in a NAD$^+$-dependent manner (Yang and Seto, 2008).

Figure 1.9 Classification of the 18 human HDACs. HDACs are grouped into classes I-IV based on their homology to yeast. HDACs sizes are shown in amino acid to the right of each HDAC. From (d'Ydewalle et al., 2012)

In addition to their role in histone-mediated chromatin remodeling, HDACs can deacetylate many non-histone proteins including transcription factors, chaperones, hormone receptors, signaling factors and cytoskeletal proteins (Yang and Seto, 2008). In fact, phylogenetic data from bacterial HDACs imply that histones evolved subsequent to HDAC evolution raising the possibility that histones may not be the primary targets of some HDACs (Gregoretti et al., 2004).

1.9 HDAC inhibitors as a potential treatment for TNR diseases

HDAC inhibitors are being investigated as potential therapeutic agents in the treatment of some TNR diseases by amelioration of the associated aberrant gene expression effects (Butler and Bates, 2006). Many TNR diseases are caused by down-regulation of normal transcription of one or more genes as a result of TNR expansion e.g. for Freidreich’s ataxia, expansion of GAA repeats at the FRDA locus into the disease range results in formation of heterochromatin and a subsequent silencing of frataxin expression (Herman et al., 2006; De Biase et al., 2009). For HD, the transcriptional repercussions of pathologically relevant CAG
expansions are more indirect. The expanded polyglutamine sequence of mHTT sequesters a number of important transcription factors including the HAT and transcriptional co-activator, CBP, and thereby precludes their normal role in mediating gene expression (Fig. 1.10) (Kazantsev et al., 1999; McCampbell et al., 2000; Steffan et al., 2000). Furthermore, mHTT can alter posttranslational modifications of histones promoting the advent of heterochromatic structure (Steffan et al., 2001; Stack et al., 2007). Microarray studies of the brains of HD patients and R6/2 HD mice highlight the transcriptional dysfunction, with many genes being downregulated (Luthi-Carter et al., 2002; Hodges et al., 2006). In light of this transcriptional dysregulation, HDAC inhibitors seem like promising therapeutic candidates for treating these disorders.

**Figure 1.10 Transcription defects in HD.** The wild type protein, which is predominantly located in the nucleus, does not interfere with the histone acetyltransferase CBP binding to CREB. CBP, increases basal transcription levels by interacting with transcription factors and acetylates histones of neuronal genes, which leads to higher levels of transcription overall. Thus, in normal individuals CBP acts to promote the transcription of key genes that facilitate neuronal health and survival. In cells affected by HD, the mutant huntingtin binds CBP and sequesters it into protein aggregates. This sequestered CBP is then redistributed away from its normal nuclear location. This results in an overall decrease in histone acetylation due to the balance being shifted in favour of HDACs, which leads to decreased transcription and eventual neurodegeneration. Image adapted from http://www.biocarta.com/pathfiles/h_huntingtonpathway.asp.

Various models of HD including *Drosophila* and mouse have been shown to respond beneficially to treatment with non-specific HDAC inhibitors. The class I and II HDAC inhibitors suberoylanilide hydroxamic acid (SAHA) and sodium butyrate suppressed
neuronal degeneration in a *Drosophila* model of HD (Steffan et al., 2001). In the R6/2 HD mouse model, administration of SAHA elevated histone acetylation levels in the brain and improved motor function (Hockly et al., 2003). Treatment of R6/2 mice with sodium butyrate improved motor performance, survival and increased histone H4 acetylation when administered presymptomatically (Ferrante et al., 2003). Phenylbutyrate, a class I and II inhibitor, attenuated brain atrophy and effected a increase in histone acetylation and a decrease in H3K9 methylation in N171-82Q HD mice (Gardian et al., 2005). In addition to HD, beneficial effects were reported in mouse models of spinobulbar muscular atrophy, DRPLA and spinocerebellar ataxia type 3 following treatment with sodium butyrate (Minamiyama et al., 2004; Ying et al., 2006; Chou et al., 2011). While pan-HDAC inhibitors have proved useful, these compounds are often limited by their toxicity, probably resulting from their non-selective nature (Kazantsev and Thompson, 2008). Development of isoform-specific HDAC inhibitors has been ongoing in order to reduce toxicity and to perhaps avoid isoforms that are unrelated to disease, or even beneficial. A HDAC3-selective inhibitor, 4b, was found to delay weight loss, improve motor function and reduce brain atrophy in the R6/2 HD mouse model, with minimal cell cytotoxicity and apoptotic effects reported for this molecule at doses much higher than that required for effective enzyme inhibition (Thomas et al., 2008). In addition to ameliorating the disease phenotype, 4b reversed several transcriptional deficits and increased H3 acetylation in the brain. HDAC1- and HDAC3-specific inhibitors, including 4b, were effective in rescuing eye neurodegeneration in a *Drosophila* model of HD and improving metabolic defects associated with mHTT in immortalized cells from striatal tissue of *HdhQ111* knock-in mice (Jia et al., 2012). 4b was also shown to increase H3 and H4 acetylation in the frataxin gene upstream of the GAA repeats and to elevate frataxin mRNA levels 2.5-fold in FRDA primary lymphocytes, effects not recapitulated by the SAHA or Trichostatin A (TSA), pan-HDAC inhibitors (Herman et al., 2006). Recently it was shown that HDAC3<sup>−/−</sup> mice crossed with R6/2 HD mice did not show any improvement in behavioural and molecular phenotypes (Moumne et al., 2012). However, these mice retained 60% of HDAC3 protein level in the brain, which might not be sufficient to reveal HDAC3-dependent effects (Moumne et al., 2012).

It is evident that HDACs represent potential pharmacological targets in treatment of TNR diseases but whether specific HDACs have any effect on the process repeat instability is unknown. Intriguingly, a yeast screen performed in the Lahue lab to identify factors that promote expansion of (CTG)<sub>n</sub> (CAG) repeats near the threshold generated 3 of 11 hits as components of HDAC complexes, namely *SIN3*, *PHO23*, and *HDA3*, an enrichment of ~100-fold compared to random chance (Debucker et al., 2012). *SIN3* encodes a subunit of HDACs Rpd3L and Rpd3S, whereas the subunit encoded by *PHO23* is unique to Rpd3L.
*HDA3* encodes a subunit of another HDAC, Hda1. Genetic mutation or chemical inhibition of yeast Rpd3L or Hda1 suppressed expansions by up to 90%. Considering this evidence and the growing body of evidence for chromatin modifying factors being implicated in instability, I decided to investigate the role of specific HDACs in promoting expansions near the threshold length in human cells (Chapter 3). To this end, isoform-specific HDAC inhibitors and HDAC-targeted siRNA were used to interfere with individual HDACs to identify relevant players. The small molecule HDAC inhibitors used were 4b, which I alluded to earlier, and compound 3, which is selective for HDAC1 (Fig 1.11).
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**Figure 1.11 Chemical structure of small molecule HDAC inhibitors, compound 3 and 4b.** A. HDAC1/2-specific inhibitor, compound 3 (Xu et al., 2009) B. HDAC3-specific inhibitor, 4b (Herman et al., 2006).

1.10 Using cultured human astrocytes as a model for instability

The cell line used in this study is an astrocytic cell line, SVG-A, derived from primary human glial cells, and immortalized by origin defective simian tumour virus 40 (Major et al., 1985). Astrocytes outnumber non-dividing neurons in the brain. Their functions are manifold and include promoting neuronal survival, elimination of glutamate and other toxic substances and regulation of the blood-brain barrier in the CNS (Hsiao and Chern, 2010). SVG-A cells are relevant to the study of instability as the brain is a major source of TNR instability. Several studies in humans and transgenic mice showing age-dependent increases in TNR length in the central nervous system (CNS) are based on evidence from terminally differentiated neurons (Kovtun et al., 2007; Shelbourne et al., 2007). Consequently, some of these studies suggest that non-replicative repair is the main mechanism for induction of TNR instability. However, the affected brain regions include neuronal cells and cells that maintain replicative capacity, such as astrocytes and microglia; the samples analysed contain non-neuronal cells also. Additionally, somatic expansions have been observed in glia in human and mouse HD brain tissue and it has been shown using laser capture microdissection that glia exhibit the greatest instability in DRPLA patients (Watanabe et al., 2000; Kovtun et al., 2007).
2007). This indicates that instability in glial populations might contribute to TNR disease pathogenesis, particularly in light of the proposed role of astrocytes in HD.

Although neuronal death is considered to be the crucial event in HD pathogenesis, there is mounting evidence that glia also contribute to neuronal dysfunction in HD. Glial cells from HD patients have been shown to express mutant huntingtin (Singhrao et al., 1998; Shin et al., 2005), implying a role in HD neuropathology. Expression of mutant huntingtin (mHTT) in astrocytes of transgenic mice elicited age-dependent neurological symptoms (Bradford et al., 2009). Mice expressing mHTT in both neuronal and glial cells have an exacerbated disease phenotype than those expressing mHTT predominantly in neuronal cells (Bradford et al., 2010). The mechanism underlying the apparent role of astrocytes in HD pathogenesis is under investigation. It was found that glial mHTT resulted in an increased susceptibility of neurons to glutamate excitotoxicity (Lievens et al., 2001; Shin et al., 2005). Medium spiny neurons in the striatum, which are progressively lost in HD, are especially vulnerable to glutamate-induced cell-death due to being innervated by glutamatergic neurons. In addition, it has been shown that glial mHTT suppresses the transcription and release of the chemokine CCL5/RANTES in astrocytes of R6/2 mice (Chou et al., 2008). It is thought that decreased availability of this chemokine to neurons results in altered neuronal properties and impaired motor coordination (Hsiao and Chern, 2010). Brain-derived neurotrophic factor (BDNF) is proposed to protect striatal neurons from excitotoxicity, which contributes to their degeneration in HD (Perez-Navarro et al., 2000). Interestingly, primary astrocytes expressing mHTT secreted less BDNF than astrocytes expressing wild-type HTT, most likely due to disruptions in BDNF processing by the Golgi apparatus (Wang et al., 2012). This reduction of BDNF in astrocytes in the HD model might decrease its availability to neurons and may lead to neurodegeneration. Regardless of the underlying mechanism of astrocytes in HD pathogenesis, the evident biological relevance suggests that instability in glia is likely to be important in elucidating molecular mechanisms contributing to TNR disease pathogenesis. Thus, the SVG-A cell line can be considered a useful model for investigating disease-relevant instability.

SVG-A cells are amenable to routine cell culture techniques such as RNA interference and plasmid transfection and have been shown to exhibit instability, in the form of both contractions and expansions (Farrell and Lahue, 2006; Claassen and Lahue, 2007). The selective nature of the assay (Farrell and Lahue, 2006; Claassen and Lahue, 2007) (described in Chapter 2) facilitates measurement of length changes in short alleles. Transgenic mouse models for TNR instability typically use long alleles (~84-300 repeats). Assays to measure expansion in mice typically employ measurement of alleles by non-selective methods such
as PCR or Southern blot, which require frequent expansion to allow measurement due to a lack of sensitivity attributed to these methods. Additionally, although these mice tend to display a trend towards expansion, both somatically and inter-generationally, the threshold seems to be higher than for humans. For example, a transgenic mouse containing full-length human HD cDNA with 44 CAG repeats, (disease-length) did not exhibit any instability over several generations (Goldberg et al., 1996). A DM1 transgenic mouse model harbouring a 45-kb genomic segment with a (CTG)\textsuperscript{55} tract showed mild somatic and germline instability, with changes in length being no more than +/-7 which is much lower than expected for the equivalent tract in humans (Gourdon et al., 1997) providing further evidence for mice having a higher threshold for instability than humans. Because mouse models fail to recapitulate a threshold for instability, this is suggestive of differential regulatory factors governing instability in humans and mice, underscoring the importance of human cells for studies on the stability of TNRs. Thus, transgenic mice are particularly useful for investigating the molecular mechanism that drive long, disease-causing alleles to become even longer but they are not applicable for measuring the infrequent expansions crossing the threshold are critical initiating mutations leading to further instability and disease. The SVG-A system has detected expansions in this region of the mutation spectrum (Claassen and Lahue, 2007).

A limitation in the field of TNR instability is the lack of human cell systems in existence to study expansions in cells that are biologically relevant to the incidence of disease. Several studies use fibroblast and lymphoblast cell lines derived from patients to model instability. The use of such cells where instability is typically very low in patients raises the issue of whether they are pathogenically relevant. For example, fibroblasts from HD patients are stable in culture (Kovtun et al., 2004). Additionally, CTG repeat tracts were stably maintained in cultured embryonic fibroblasts from DM1 mice (Gomes-Pereira et al., 2001). Additionally patient cell lines, like mice, often use long TNR tracts to ensure that instability is high enough to be detected by PCR or Southern blotting. While these physical methods are suitable when the mutation frequency is high, as in affected families (Fu et al., 1991), they do not provide sufficient sensitivity for the lower frequency events such as those near the threshold.

Use of SVG-A cells allows measurement of somatic instability. The magnitude of expansions observed using this system is more consistent with polyglutamine diseases rather than disorders of the non-coding class. Thus, it is a suitable model for investigating mechanisms underlying polyglutamine disorders but does not recapitulate large-scale expansions such as those observed in DM1. One major advantage of the shuttle vector assay in SVG-A cells is that it permits detection of single expansion events due to its genetic,
selective nature. This system is highly amenable to siRNA and plasmid transfection. Furthermore, it has been shown to recapitulate length- and sequence-dependence instability associated with TNR mutagenesis (Farrell and Lahue, 2006; Claassen and Lahue, 2007). The SVG-A system does have intrinsic shortcomings. Because SVG-A cells are SV40-transformed, certain DNA metabolic processes are altered, which might unduly influence repeat instability. The starting length of the repeat tract is limited to normal/near-threshold length so it is not applicable for analysis of disease length repeats. Additionally the non-chromosomal nature of the shuttle vector precludes examination of chromosomal, endogenous sequences flanking the repeat that might influence instability.

1.11 Thesis Objectives

In light of some the unanswered questions regarding TNR mutagenesis mentioned in this introduction, the study described in this thesis attempts to shed light on some key issues. Accordingly, the work presented addresses the role of candidate trans-acting factors and contribute to an understanding of the mechanisms underlying TNR instability.

1. HDACs and HATs contribute to the modulation TNR expansions

Yeast studies in the Lahue lab yeast work identified key HDAC components involved in facilitating expansions (Debacker et al., 2012). Chapter 3 describes experiments that investigate the role of numerous HDACs for a role in TNR instability in human cells. The results presented imply that certain HDACs, namely HDAC3 and HDAC5, promote expansions of repeat tracts near the threshold in human cells. The novel finding that acetylation is involved in TNR expansion is further supported by evidence for the HATs CBP and p300 acting to inhibit expansions. The involvement of specific HDACs in promoting expansions is consistent with preceding yeast data.

2. MutSβ and HDAC3 and HDAC5 appear to act in a shared pathway to promote expansions

MutSβ has been shown in several mouse models to promote expansions of disease-length repeats. As I discussed previously, it was unknown whether this would be applicable to expansion of shorter repeat tracts. Evidence presented in Chapter 4 implies that MutSβ also promotes this type of expansion. Additionally, I show a functional interaction between HDAC3 and MSH2 in promoting expansions. The nature of this interaction is addressed experimentally but remains unknown.
3. RTEL1 and PRR factors prevent expansions in a concerted manner

Work in the Lahue lab indicated that Srs2 works with PRR to inhibit expansions in yeast. A model for this suggests yeast Srs2 acts with PRR to target TNR hairpins for unwinding to prevent inhibiting expansions. Chapter 5 describes investigations of human orthologues of Srs2, namely RTEL1 and FBH1, and PRR proteins, SHPRH, HLTF and RAD18 with respect to TNR expansions. Interestingly, this work yielded results consistent with the idea that RTEL1, HLTF and RAD18 work together to inhibit expansions. Biochemical analysis of RTEL1 action by collaborators suggests that it unwinds TNR substrates predicted to form hairpins, similarly to Srs2. We suggest that RTEL1 might be targeted to the TNR hairpin where it resolves the structure preventing the occurrence of an expansion.
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CHAPTER 2

Materials and Methods
2.1 General reagents and consumables

Unless otherwise indicated, all chemical and molecular reagents were obtained from Fisher Scientific (Ballycoolin, Dublin), Sigma Aldrich (Arklow, Co. Wicklow, Ireland), Formedium (Hunstanton, Norfolk, U.K.), New England Biolabs (ISIS Ltd., Unit 1 & 2, Ballywaltrim Business Centre, Boghall Road, Bray, Co. Wicklow, Ireland). All primers for PCR analysis were acquired from Eurofins MWG Operon (Anzingerstr. 7a, 85560 Ebersberg, Germany). All plastics and consumables were purchased from Sarstedt (Sinnottstown Lane, Drinnagh, Co. Wexford) or Fisher Scientific. All sterile plastic-ware for cell culture was from Sarstedt.

2.2 Shuttle vector assay overview

The shuttle vector assay utilizes yeast as a biosensor for measuring expansion and contraction events that occur in mammalian tissue culture cells (Pelletier et al., 2005; Farrell and Lahue, 2006; Claassen and Lahue, 2007). The benefits of this assay are numerous; it is a sensitive and selective genetic assay for examination of instability events that occur in human cell culture. This assay system has been demonstrated to recapitulate numerous aspects of CTG•CAG repeat instability including threshold effects, sequence-dependence and orientation of replication (Farrell and Lahue, 2006; Claassen and Lahue, 2007). Additionally, sizes of the instability events can be measured by PCR and expansion sizes in SVG-A cells were shown to overlap with in vivo somatic expansions in polyglutamine diseases (Claassen and Lahue, 2007). A limitation of the assay is the number of repeats that can be used. The assay does not allow evaluation of expansions for tracts longer than ~26 repeats because tracts above this size turn off the CAN1 gene so expansions could be identified because of a lack of selection. This precludes its applicability from the study of disease-length repeat instability. One of the key features of this assay is the shuttle vector itself. The shuttle vector harbours numerous genetic elements that facilitate its propagation in bacterial, yeast and mammalian cells. The plasmid is capable of replication in SVG-A and other mammalian cells expressing the SV40 large T antigen by means of the SV40 origin of replication. The presence of the ARS and CEN elements allow for low-copy plasmid replication in yeast. The HIS3 gene identifies yeast transformants. The promoter-TNR-CANI reporter cassette allows for selection of expansions, while the promoter-TNR-URA3 enables selection of contractions. For all expansion analyses in this thesis, the shuttle vector had (CTG)\text{22} repeats comprising the Okazaki fragment (Fig 2.1), while the shuttle vector used for contractions had (CAG)\text{33} on the lagging strand template. The E.coli ori and ampicillin (Amp) resistance gene are required for plasmid propagation and selection to produce experimental-scale quantities. The amp resistance gene served an additional purpose in this study (see modifications made; section 2.2).
This assay was performed as described in Claassen and Lahue, 2007 but with the additional element of RNAi or small molecule inhibitors to determine what proteins are important for TNR instability. Also some technical modifications have been made (see modifications made). An overview schematic for the assay steps is presented in Fig. 2.2A. The shuttle vector is transfected into SVG-A cells treated with siRNA against a gene of interest or a small molecule inhibitor. The plasmid is allowed to propagate in cell culture for 2 days, isolated by an alkaline lysis procedure and transformed into yeast whereby genetic selection allows for measurement of the expansion or contraction frequency which has occurred during replication in cell culture. PCR amplification of selective yeast colonies facilitates visualisation of changes in length repeat length.

**Figure 2.1 Shuttle vector for expansions.** There are genetic elements on the plasmid (plasmid size: ~9 kb) that facilitate their propagation in bacterial (green components), yeast (blue components) and mammalian cells (red component).

The selection for changes in TNR length is based on reporter gene expression, driven by the *S. pombe adh1* promoter, being dependent on correct spacing between the TATA box and the preferred transcription initiation site (denoted *I* in fig 2.2B and C). Starting TNR lengths of 22 facilitates expression of the CAN1 reporter gene allowing uptake of the toxic arginine analogue, canavanine (Can) (Debacker et al., 2012). Thus, cells transformed with an unexpanded molecule will be sensitive to canavanine-containing media. Expansions of ≥4 repeats alter transcription initiation, incorporating the out-of-frame ATG codon that blocks translation of CAN1 and canavanine resistance ensues. For contractions, starting lengths of 33 positioned between the TATA and *I*, inhibit expression of the URA3 reporter gene causing the cells to become Ura-. Contraction of the repeat tract to ≤28 re-establishes expression of URA3 and cells will grow on media lacking uracil.

Modifications made to shuttle vector assay compared with that described by Claassen and Lahue, 2007:
• Use of canavanine reporter system for detection of expansions instead of 5FOA (section 2.3)
• Replica plating from SC-His to SC-His-Arg+Can instead of plating directly onto selective plates (section 2.16)
• Transformation of shuttle vector into E.coli to obtain total transformant number rather than number of His\(^+\) colonies (section 2.16)
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Figure 2.2 Shuttle vector assay. A. Timeline of siRNA or small-molecule inhibitor treatment. The schematic shows transfection of a TNR-containing shuttle vector into SVG-A cells and use of yeast as a biosensor for expansions and contractions that occurred during SVG-A cell culture. The coloured arrows indicate time-course for additional elements of the basic assay system e.g. siRNA transfection (red arrow) or drug addition (green arrow). B. Selection for expansions using CAN1 reporter system. Expansion of the starting tract to 26 or more repeats causes an out-of-frame ATG to be encoded in the CAN1 gene leading to canavanine-resistance. C. Selection for contractions using URA3 reporter system. Contraction of the starting repeat tract to 28 or less leads to a functional URA3 gene product and a Ura\(^-\) phenotype.

2.3 Construction of shuttle vectors with CAN1 reporter

All shuttle vectors used were originally constructed by Brian Farrell and David Claassen (Farrell and Lahue, 2006; Claassen and Lahue, 2007). These plasmids contained a P\(_{adh1}\)
promoter-TNR-URA3 reporter constructs, which require 5FOA for selection. The shuttle vector backbone had the SV40 origin of replication subcloned into the blunted ApaI site of pRS313. For the purposes of this study, it was decided to use CAN1 as the reporter gene as it has been adopted by the lab for fluctuation analysis in yeast and has proved a robust selection system. In order to create derivatives of these vectors with CAN1 as the reporter gene instead of URA3, a fragment swapping approach was used. The 3kb P_{adh1} promoter-(CTG)\textsuperscript{22}-CAN1 reporter construct from pBL272 were isolated by restriction digest with BamHI and XhoI. The backbone of shuttle vector pBL252 (5 kb) (Claassen and Lahue, 2007) containing the SV40 ori was digested with BamHI and XhoI (New England Biolabs). The digested products were separated by agarose gel electrophoresis. The relevant fragments were then excised from the gel and purified using the QIAquick Gel Extraction Kit (Qiagen, Crawley, West Sussex, UK). The P_{adh1} promoter-(CTG)\textsuperscript{22}-CAN1 reporter construct was then subcloned into the corresponding restriction sites of the shuttle vector backbone to produce pBL302. This plasmid was used for all expansion analyses described in this study. 50% glycerol stocks of LB+amp cultures of *E.coli* expressing this plasmid were prepared and stored at -80°C.

2.4 Plasmid DNA preparation
Maxi prep plasmid preparations were performed using a Qiagen EndoFree Plasmid Maxi Kit) or a Nucleobond Xtra Maxi EF kit (Machery-Nagel). Briefly, 400 ml or 600 ml LB supplemented with 75 \( \mu \)g/ml ampicillin was inoculated with a single colony of *E.coli* expressing the relevant plasmid from a freshly-streaked LB+amp plate. The flask was incubated with shaking at 200 rpm at 37°C overnight. Care was taken to ensure that the culture did not reach stationary phase by measuring OD at 600 nm (OD >1: stationary phase) using a spectrophotometer and harvesting cells when OD value was 0.5-1. This precaution is taken as it has previously been shown that TNRs in *E.coli* undergo high frequencies of contractions as the cells proceed through stationary phase (Bowater et al., 1996).

2.5 Cell culture conditions for SVG-A cells
SVG-A cells were maintained in Dulbecco's modified Eagle's medium supplemented with 10% FBS, Pen/Strep and Amphotericin B in a humidified 5% CO2 atmosphere at 37°C.

2.6 Confirmation of glial nature of SVG-A cells
SVG-A cells are an astrocytic subclone of the original SVG human glial cell line created by transformation of human foetal glial cells with an origin-defective simian virus 40 (SV40) (Major et al., 1985). In order to confirm that SVG-A cells were glial in nature, cells were examined for expression of GFAP, a glial-specific intermediate filament that acts as a
marker of mature astrocytes. Attempts to detect GFAP expression in SVG-A cells and a control cell line that should not express GFAP (HT1080) by immunofluorescent microscopy were uninformative as HT1080 cells stained positive in addition to SVG-A cells. This was the outcome for two different antibodies. Western blotting using lysates from SVG-A, HT1080 and HeLa cells indicated that the antibodies used for IF were not specific for GFAP. As an alternative strategy, pGFAP-lacZ, a plasmid that contained the E.coli lacZ coding sequence under the control of the human GFAP promoter, was used (kindly provided by Dr. Lang Zhuo, (Maubach et al., 2006). HeLa cells were transiently transfected with 1 µg of plasmid using Lipofectamine 2000 in 6-well dishes. SVG-A cells were stably transfected with 1 µg of SalI-linearised plasmid. Six hr after transfection, media was removed and replaced with DMEM+10% FBS. HeLa cells were stained for β-galactosidase activity 2-3 days post-transfection. 2 days after transfection, SVG-A cells were trypsinised and reseeded into 10 cm dishes containing DMEM+10% FBS supplemented with 500 µg/ml Zeocin to allow selection of positive clones. After 4 weeks, ZeoR colonies were trypsinised and individually propagated in 6-well dishes for 3 days before staining for β-galactosidase activity. β-galactosidase activity was used a read-out for positive clones and was performed in the tissue culture vessel. Media was aspirated from the cells and they were washed twice with PBS. Cells were fixed by addition of 2 ml of 0.5% glutaraldehyde (in PBS) for 5 min and washed thrice with PBS. Thereafter, 2 ml of staining mixture (5 mM potassium ferrocyanide, 5 mM potassium ferricyanide, 1.5 mM magnesium chloride, 1 mg/ml X-gal (in DMSO) in PBS) was added to each well. The cells were incubated at 37°C for 30 min-overnight after which time staining of the blue end product was measured. Staining was recorded using a DSLR-A200 digital camera (Sony) attached to an inverted bright field microscope. For HeLa cells, as expected no blue staining was observed (Fig 2.3). Of ten SVG-A clones selected for SVG-A cells, three stained positive for GFAP expression (Fig 2.3) providing evidence to confirm the glial nature of SVG-A cells. Evidently, a more stringent comparison should have been done whereby HeLa cells were stably transfected also. However, transient transfection of SVG-A cells also induced blue staining but not as intensely as for the stable transfectants. Furthermore, stably-transfected HeLa cell lines did not stain positive for β-galactosidase activity (Maubach et al., 2006). To summarise, though this is quite a crude assessment and needs to be repeated with the proper controls as outlined above, it does give an indication that the SVG-A cell line is glial in character.
2.7 Determination of SVG-A transfection efficiency

Since the SVG-A transfection of the shuttle vectors is transient and without selection, it is important to obtain a high efficiency. To this end, SVG-A cells were transfected with 6 µg of a plasmid expressing the lacZ gene driven by the CMV promoter. 48 hours after transfection, cells were fixed and stained to determine β-galactosidase activity as described in section 2.6. In order to quantitate transfection efficiency, the number of total cells and blue cells was estimated. For each well 5 fields were counted; transfection efficiency percentage was calculated as: blue cell #/total cell # x 100. The average transfection efficiency from three independent experiments was 88% (± 7).

siRNA transfection efficiency was not determined using fluorescently-labelled siRNAs. However, densiometric analysis revealed a reduction in levels of 87% for HLTF and RAD18 (Chapter 5) indicating that siRNA transfection of SVG-A was sufficient.

2.8 Shuttle vector transfection and small molecule inhibitors

For shuttle vector transfection and drug treatment of SVG-A cells, SVG-A cells were transfected with shuttle vector DNA using Lipofectamine 2000 according to manufacturer’s instructions (Invitrogen Corporation, Paisley UK). Briefly, SVG-A cells were seeded at a density of 300,000 cells in DMEM+10% FBS with no antibiotics in 60 mm tissue culture dishes and transfected 24 hr later. 10 µl of Lipofectamine and 5 µg of plasmid DNA were diluted to a final volume of 100 µl with DMEM in separate 1.5 ml tubes. Five minutes later, the tubes were combined and incubated at room temperature for 20 min. The transfection reaction (final volume of 200 µl) was added to the dishes containing 1.6 ml DMEM. After six hours, the transfection media (DMEM) was replaced by 4 ml DMEM media supplemented with 10% FBS containing the HDAC inhibitor 4b or compound 3 (both kindly provided by Joel Gottesfeld, The Scripps Research Institute (Herman et al., 2006; Xu et al., 2009) or DMSO only. Cells were incubated for an additional 48 hours and samples were taken for either expansion assay or histone analysis.
2.9 siRNA resuspension

All siRNAs used in this study were purchased from Dharmacon. A full list of siRNAs used in this study is provided in Table 2.1. ON-TARGET plus, siGenome SMARTpool, individual siRNAs or scrambled non-targeting siRNA (D-001810) was diluted to 20 µM stock solutions with 1x siRNA buffer. This buffer was prepared from a 5X siRNA buffer (Dharmacon) using HyClone® HyPure RNase-free H₂O (Fisher Scientific). Aliquots were prepared and stored at -80°C.

<table>
<thead>
<tr>
<th>Target gene</th>
<th>Catalogue Number/Reference</th>
<th>siRNA type</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDAC3</td>
<td>L-003496</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>HDAC3</td>
<td>M-003496</td>
<td>siGenome SMARTpool</td>
</tr>
<tr>
<td>HDAC1</td>
<td>M-003493</td>
<td>siGenome SMARTpool</td>
</tr>
<tr>
<td>CBP</td>
<td>L-003477</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>p300</td>
<td>L-003486</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>CtIP</td>
<td>(Yu and Chen, 2004)</td>
<td>Customised individual siRNAs</td>
</tr>
<tr>
<td>Mre11</td>
<td>M-009271</td>
<td>siGenome SMARTpool</td>
</tr>
<tr>
<td>HDAC5</td>
<td>M-003498</td>
<td>siGenome SMARTpool</td>
</tr>
<tr>
<td>HDAC5</td>
<td>MU-003498</td>
<td>siGenome set of 4 individual siRNAs</td>
</tr>
<tr>
<td>HDAC9</td>
<td>M-005241</td>
<td>siGenome SMARTpool</td>
</tr>
<tr>
<td>MSH2</td>
<td>L-003909</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>MSH3</td>
<td>L-019665</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>MSH6</td>
<td>L-019287</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>FEN1</td>
<td>L-010344</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>FBH1</td>
<td>L-017404</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>RTEL1</td>
<td>LQ-013379-00</td>
<td>ON-TARGETplus set of 4 individual siRNAs (pooled)</td>
</tr>
<tr>
<td>RTEL1</td>
<td>LQ-013379-01</td>
<td>ON-TARGETplus set of 4 individual siRNAs</td>
</tr>
<tr>
<td>HLTF</td>
<td>L-006448</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>SHPRH</td>
<td>L-007167</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>Rad18</td>
<td>L-004591</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
<tr>
<td>Polβ</td>
<td>L-005164</td>
<td>ON-TARGETplus SMARTpool</td>
</tr>
</tbody>
</table>

2.10 Combined siRNA and shuttle vector transfections

RNA interference experiments were performed as described for section 2.8 but with minor variations. SVG-A cells were seeded at a density of 200,000 cells in DMEM+10% FBS with no antibiotics in 60 mm tissue culture dishes. Briefly, cells were transfected with the appropriate siRNAs; from Dharmacon using DharmaFECT 1 24 hours later. 10 µl siRNA was diluted with 190 µl DMEM. For double knockdowns, the total dosage of siRNAs was the same as that in single knockdowns (100 nM), i.e., the concentration of each contributing siRNA was reduced by half. In a separate 1.5 ml tube, 8µl of Dharmafect 1 was diluted to a final volume of 200 µl. Five minutes later, the tubes were combined and incubated at room
temperature for 20 min. The transfection reaction (final volume of 200 µl) was added to the dishes containing 1.6 ml DMEM+10% FBS. After 48 hours, cells were transfected with 7 µg of shuttle vector and also re-transfected with siRNAs using Lipofectamine 2000. After another two days, expansion frequencies were prepared as above, in parallel with immunoblot analysis of whole cell lysates or reverse transcription (RT) real-time PCR.

### 2.11 Cell viability assessment by Nigrosin exclusion assay

Cell viability following small molecule or siRNA treatment was determined by nigrosin. Subsequent to harvesting, an aliquot of cell suspension was removed and an equal volume of 0.2% nigrosin (in PBS) was added. Cells were counted on a haemocytometer. Cell viability was calculated as the number of viable cells (unstained) divided by the total number of cells (stained and unstained). Relative cell growth was calculated as total number of cells for inhibitor/siRNA treated/total number of cells treated with DMSO/scrambled siRNA. Both values were expressed as percentages.

### 2.12 Plasmid isolation from SVG-A cells and DpnI digestion of recovered plasmids

To measure expansions, plasmid DNA was extracted from SVG-A cells by Hirt’s alkaline lysis (Hirt 1967). Briefly, medium was aspirated from cells and cells were washed gently with PBS. 1 ml of Hirt’s lysis buffer (SDS 0.6%, 0.01 M EDTA, 0.01 M Tris-HCl, pH 7.4) was added to the dish, with gentle agitation of the dish. The lysate was decanted into a 1.5 ml tube, 250 µl 5M NaCl was added, inverted several times and stored at 4°C overnight. Thereafter, the lysate was centrifuged at 13000 rpm at 4°C for 40 min. The supernatant was decanted to a new 1.5 ml tube and incubated with proteinase K to a final concentration of 100 µg/ml at 50°C for 2 hr. The lysate was transferred to an Amicon Ultra 50K centrifugal filter units (Millipore, Tullagreen, Carrigtwohill, Co. Cork) and centrifuged at 5000 rpm at 4°C for 10 min. The centrifugal unit was inverted into a new vial and centrifuged at 3000 rpm at 4°C for 5 min to recover the retentate. The retentate was transferred to a new 1.5 ml tube and precipitated with two volumes of 100% ethanol overnight at -20°C. The sample was centrifuged at 13000 rpm at 4°C for 15 min. The resultant pellet was air-dried and resuspended in 100 µl TE buffer.

50 µl of the purified plasmid DNA was digested with 1 µl RNase A (10 mg/ml) and 3 µl DpnI (60 units), along with 6 µl 10X buffer 4. The digest reaction was incubated at 37°C for 1 - 3 hr and subsequently heat-inactivated at 75 °C for 10 min. The purpose of this digestion is to eliminate any plasmids that did not undergo replication in SVG-A cells. Plasmids replicated in E.coli are methylated at their adenine residues, while those replicated in human
cells are not. DpnI cleaves the sequence GATC only when the A residue is methylated, thus is useful for distinguishing between plasmids replicated in humans and those that have not. 1/10th of the undigested and DpnI-digested recovered shuttle vector were subjected to agarose gel electrophoresis to examine DpnI resistance. A representative gel is shown in fig 2.4. As expected DpnI digestion of the stock plasmid, which was prepared in *E.coli*, resulted in digestion to completion. Digestion of the recovered shuttle vector prep does not yield any visible DpnI-sensitive material, indicating that the vast majority of the recovered DNA is plasmid that has replicated at least once in SVG-A cells. Following DpnI digestion, the recovered prep was then transformed into *S. cerevisiae* for measurement of expansions by selection for canavanine resistance or into *E.coli* for analysis of total plasmid numbers as measured by ampicillin-resistant colonies.

![Figure 2.4. Agarose gel electrophoresis of DpnI-digested shuttle vector.](image)

Lane 1 represents the uncut stock plasmid used for the transfection and digested with DpnI in lane 2. Lane 3 contains uncut shuttle vector recovered from SVG-A cells and in lane 4, it has been DpnI-digested.

### 2.13 Identification of TNR expansions and contractions

To confirm changes in TNR length and to determine the size of the expansion or contraction, cell samples from single canavanine-resistant (expansion) or Ura+ (contractions) yeast colonies were lysed in 100 μl of 50mM DTT with 0.5% Triton X-100, incubated at 37°C for 30 min and 95°C for 8 min. Samples were kept on ice thereafter PCR was performed with Cy5-labeled primers that flank the triplet repeat tract for 30 cycles (1 min at 95°C, 1 min at 60°C and 1 min at 72°C), with a final extension at 72°C for 5 min. For detection of expansions and contractions the following forward primer was used oBL251 (CY5-AGTAGCAGCACGTTCCTTATATGTAGCTTT-3’). The reverse primer varied depending on whether expansions (*CAN1*-reverse (CY5-TGTTTCCTCCTCATGTCGGGTCTT-3’) or contractions oBL252 (CY5-AGTAGCAGCACGTCCCTATATGTAGCTTT-3’)) were being examined. PCR products were analyzed on a denaturing 6% polyacrylamide gel. Product sizes were
determined by comparison of the reaction products with standards containing repeats of known size. Repeat lengths are estimated to within ±2 repeats. An example of this is shown in Fig 2.5.

**Figure 2.5. Analysis of expansions and contractions in SVG-A cells.** PCR products of His\(^+\)Can\(^R\) (expansions) or His\(^+\)Ura\(^+\) (contractions) colonies ran on a denaturing 6% polyacrylamide gel. The numbers in red denote changes in length from the original starting tract (green; the starting sizes are located in the first lane on expansion gel and in the third lane on contraction gel) estimated to within ±2 repeats.

The weighted average of expansion/contraction sizes was calculated by determining the sum of the number of repeats added by the number of events for each repeat unit divided by the total number of expansion events analysed. A sample calculation is shown in section 2.17. The observed expansion frequency per 100,000 events was calculated as number of His\(^+\)Can\(^R\) colonies / number of total transformants (Amp\(^R\) colonies) x 100,000. The observed contraction frequency per 100,000 events was calculated as number of His\(^+\)Ura\(^+\) colonies / number of total transformants (Amp\(^R\) colonies) x 100,000. The final corrected expansion or contraction frequency per 100,000 events was calculated by multiplying the fraction of plasmids harbouring real, genetically independent changes in TNR tract length by the observed frequency. For each data set, expansion/contraction frequencies were normalized for transformation efficiencies of yeast and *E.coli* defined as His\(^+\)colonies/ng control plasmid (pRS313) and Amp\(^R\) colonies/ ng control plasmid (pUC19), respectively. A sample calculation is described in section 2.17.

Determination of the background expansion frequency was performed to measure the basal level of expansions that could occur in *E. coli* during preparation of stock plasmid, or in yeast before selection became effective. This was done by transforming stock plasmid directly into yeast and *E.coli*. 625 ng was transformed directly into yeast and 1/50\(^{th}\)-1/200\(^{th}\) was plated onto -His. For *E.coli*, 1/1000 dilutions of the prep were made, the approximate concentration checked by UV absorption and 3 µl of this was transformed. 1/10\(^{th}\)-1/20\(^{th}\) was
plated onto LB+Amp. Appropriate corrections for dilution factors to ascertain the number of His^+Can^R colonies and Amp^R colonies for transformation of 625 ng were made. Background frequencies were calculated from a minimum of three independent measurements for each maxi-prep of plasmid used throughout the study and corrected background frequencies were determined using PCR data.

2.14 Preparation of CaCl\(_2\) Competent Escherichia coli

A single colony of \textit{E. coli} DH5\(\alpha\) high efficiency competent cells (C2992H, NEB; Genotype: F\(^{+}\) proA+B+ lacIq Δ(lacZ)M15 zzi::Tn10 (TetR) / fhuA2Δ(argF-lacZ)U169 phoA glnV44 Φ80Δ(lacZ)M15 gyrA96 recA1 endA1 thi-1 hsdR17) was inoculated into 5 ml LB. Cells were incubated overnight at 37\(^{\circ}\)C with shaking (200 rpm). Thereafter, the 5 ml culture was transferred to LB (250 ml) and incubated at 37\(^{\circ}\)C with shaking (200 rpm) until an OD\(_{600}\) of 0.4-0.6 was reached (~2-3 h). The culture was then placed on ice for 20 min followed by centrifugation at 4\(^{\circ}\)C at 5300 rpm for 10 min. The cell pellet was resuspended in 500 \(\mu\)l 0.1M CaCl\(_2\) of culture and incubated on ice for 30 min. The cells were centrifuged at 4\(^{\circ}\)C at 5300 rpm for 10 min and the cell pellet was resuspended in 0.1M CaCl\(_2\) containing 15\% glycerol (100 \(\mu\)l per ml of original culture). The CaCl\(_2\) competent cells were aliquoted and snap-frozen in liquid nitrogen before being stored at -80 \(^{\circ}\)C.

2.15 \textit{E.coli} transformation

\textit{E. coli} competent cells were thawed on ice. Recovered shuttle vector prep was diluted 1/5 in ddH\(_2\)O and 3 \(\mu\)l was added to 50 \(\mu\)l cells. For maxi-preps, generally a 1/1000 dilution was prepared and 3 \(\mu\)l was added to 50 \(\mu\)l cells. 140 pg of pUC19 control plasmid was included each time to provide a consistent measure of transformation efficiency. Cells were incubated on ice for 30 min, heat-shocked in a 42\(^{\circ}\)C water bath for 30 sec and incubated on ice for 5 min. Cells were incubated at 37\(^{\circ}\)C for 1-2 hr shaking at 200 rpm subsequent to spreading a proportion of the cell suspension onto LB plates containing ampicillin (75 \(\mu\)g/ml). Plates were incubated overnight in an inverted position in a 37\(^{\circ}\)C incubator. Total transformant number was evaluated as Amp^R colony number rather than number of His^+ colonies as previously described (Pelletier et al., 2005; Farrell and Lahue, 2006; Claassen and Lahue, 2007). This modification was made in order to increase the sensitivity of the assay due to \textit{E.coli} being more amenable to transformation than yeast.
2.16 Yeast transformation

BL1435 (MATa leu2-3 leu2-112 his3-Δ trp1-289 ura3-52 Δcan1::KanMX) was used for transformation of shuttle vector preps recovered from SVG-A cells. A small amount of the frozen glycerol stock was streaked onto a YPD plate and incubated at 30°C for two days. A high efficiency PEG/LiAC transformation protocol was used (Gietz and Woods, 2002). A single colony from a plate was used to inoculate 5 ml of YPD medium. The liquid culture was subsequently incubated at 30°C for 16–18 hr with shaking at 200 rpm. 1.5-2 ml of the overnight culture was added to 50 ml of YPD in a 250 ml conical flask and this culture was incubated at 30°C until the OD600 reached 0.7-1.0 (3-4 hr) with shaking at 200 rpm. The yeast culture was then centrifuged at 1,500 x g for 5 min and washed twice with ddH2O. Cells were resuspended in 1 ml ddH2O and aliquoted into 100 μl volumes. Cells were centrifuged at 10,000 x g for 1 min and pellets were resuspended in 326 μl transformation mix (240 μl filter-sterile 50% w/v polyethylene glycol 3500, 36 μl 1M filter-sterilized lithium acetate and 50 μl boiled salmon sperm carrier DNA per transformation). For each transformation up to 34 μl of recovered shuttle vector was added to the cells and transformation mix; if less than 34 μl of DNA transformed, ddH2O was added to make up to 34 μl. For transformation of stock plasmid for background measurement or pRS313, which was used throughout to determine transformation efficiency, 625 ng of the plasmid was transformed. The tubes were vortexed vigorously and then incubated in a 42°C water bath for 40 min. The yeast cells were then pelleted by centrifugation at 10,000 x g for 1 min. The transformed cells were suspended in 200 μl of ddH2O and plated onto the appropriate selection medium i.e. SC-His or SC-His+Ura. For recovered shuttle vector-transformed cells, all of the cell suspension was plated. For stock plasmid preps, 1/50th -1/200th was plated. Plates were incubated in an inverted position in a 42°C incubator. After two days, colonies from -His plates were replica-plated onto SC-His-Arg+Can (100 μg/ml) plates using three waste plates in between. The plates were incubated at 30°C for a further five days. The replica plating was performed in order to correct for any phenotypic lag. It was found that without replica plating, a high incidence of false positive expansions was regularly observed when plating the cell suspension directly onto SC-His+Can (60 μg/ml). For contraction assays, SC-His+Ura plates were incubated at 30°C for five days. Subsequent to this incubation period, colonies were counted and changes in repeat length was analysed by PCR.
2.17 Sample calculation of expansion frequency

![Diagram](image)

**Figure 2.6. Sample calculation to determine expansion frequency.** SVG-A cells were transfected with scrambled siRNA and shuttle vector. Following plasmid recovery and DpnI digestion, transformation into yeast and *E. coli* was performed yielding 239 His\(^{+}\)Can\(^{R}\) colonies and 27,200 amp\(^{R}\) colonies (in red; all dilution factors accounted for).

1. **Experimental details (fig 2.6):**

   **Yeast transformation:**
   
   34 µl pBL302 transformed into BL1435 recovered following scrambled siRNA/shuttle vector transfection. Resuspended cells in 200 µl H\(_2\)O and plated all on SC-His; then replica-plated to SC-His-Arg+Can

   **E. coli transformation:**
   
   3 µl of a 1:5 dilution of pBL302 transformed into DH5\(\alpha\) recovered following scrambled siRNA/shuttle vector transfection
   
   Plated 200 µl of the cell suspension (total 1000 µl) onto LB+amp

2. **Dilution and plating factors:**

   **Yeast transformation:** not applicable
   
   **E. coli transformation:**
   
   \[
   \text{E. coli transformation: } = \frac{\text{dilution fold of recovered DNA} \times \text{plating dilution/volume}}{\text{of diluted DNA transformed} \times \text{volume of prep transformed into yeast}} \times \frac{3 \times 24}{5 \times 5} = \frac{96 \times 5 \times 5}{3 \times 34} = 27,200 = \text{total transformant number}
   \]

3. **Calculate expansion frequency:**

   **Observed expansion frequency** = number of His\(^{+}\)Can\(^{R}\) colonies / number of total transformants (amp\(^{R}\)colonies) \(\times 100,000\)

   For scrambled siRNA: 239 \(\div 27,200 \times 100,000 = 880\)

   **Corrected expansion frequency** = observed expansion frequency \(\times\) fraction of real genetically independent expansions

   **PCR analysis** (as per Fig. 2.5) determined that there were 5 genetically independent bona fide expansions, while 14 samples were false positives

   For scrambled siRNA: 880 \(\times (5/19) = 232\)

   The same calculation was applied for HDAC5 siRNA and the corrected expansion frequency was determined to be 112.

   Changes in expansion frequency were expressed as fold change over scrambled siRNA: 112/232 = 0.48, where scrambled siRNA is arbitrarily defined as 1.

   Corrected background expansion frequency for the plasmid maxi-prep was determined to be \(~2\%\) compared to that of scrambled siRNA.
Background expansion frequencies for the maxi-preps used are summarised in table 2.2 in comparison to the values for all DMSO/scrambled siRNA-treated cells for the corresponding maxi-prep. On average, ~10% of expansions were found to have occurred outside SVG-A.

4. Normalising for yeast and \textit{E. coli} transformation efficiencies: For statistical analysis between data sets

- Normalised His\textsuperscript{+}Can\textsuperscript{R}: Number of His\textsuperscript{+}can\textsuperscript{R} colonies / Yeast transformation efficiency
  - for scrambled siRNA: 239/334 = 0.72
  - for HDAC5 siRNA: 293/334 = 0.88

- Normalised amp\textsuperscript{R}: Number of amp\textsuperscript{R} colonies / \textit{E. coli} transformation efficiency
  - for scrambled siRNA: 27,200/20,000 = 1.36
  - for HDAC5 siRNA: 39,100/20,000 = 1.96

Normalised observed expansion frequency: Normalised His\textsuperscript{+}Can\textsuperscript{R} / Normalised amp\textsuperscript{R}
- for scrambled siRNA: 0.72/1.36 = 0.53
- for HDAC5 siRNA: 0.88/1.96 = 0.45

Normalised corrected expansion frequency: Normalised observed expansion frequency x fraction of real genetically independent expansions
- for scrambled siRNA: 0.53 x (5/19) = 0.14
- for HDAC5 siRNA = 0.45 x (3/20) = 0.07

This was done for each set of data due to the absolute corrected expansion frequency tending to vary from set to set, likely as a result of the many elements and different stages to the assay e.g. transformation efficiencies, variance in plasmid yield from experiment to experiment. In order to control for this variation in so far as possible, the above calculation was performed and “normalized corrected expansion frequencies” were used for statistical analysis.

Table 2.2 Background expansion frequencies of maxi-preps used in this study

<table>
<thead>
<tr>
<th>Maxi prep number</th>
<th>Average background corrected expansion frequency/ 10\textsuperscript{5}</th>
<th>Average relative background/ Scrambled siRNA or DMSO control</th>
<th>SEM</th>
<th>SEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9</td>
<td>0.08</td>
<td>0.064</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>0.02</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6.6</td>
<td>0.27</td>
<td>0.114</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.1</td>
<td>0.02</td>
<td>0.02 0.02  (Range)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>17.2</td>
<td>0.13</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13.5</td>
<td>0.11</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>10.9</td>
<td>0.11</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7.2</td>
<td>0.04</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>10</td>
<td></td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>
2.18 Calculation of weighted average increase in expansion size

To evaluate the increase in expansion sizes, the average weighted increase was determined. Shown below is a sample calculation.

Table 2.3 Expansion sizes as determined by PCR across the repeat tract and resolution of products on a denaturing 6% polyacrylamide gel.

<table>
<thead>
<tr>
<th>Number of CTG repeats added</th>
<th>Incidence/Number of expansion events</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
</tr>
</tbody>
</table>

**Average weighted increase in expansion size** = \(\text{SUM (Number of repeats added x Incidence)} / \text{Total number of expansion events}\)

**Average weighted increase in expansion size for the example above**

= \(\text{SUM (5*1, 6*2, 7*2, 8*5, 9*1, 10*5, 11*1, 12*3, 13*3, 14*1, 15*1, 16*1, 17*2, 18*1, 19*1, 20*1)/31}\)

= 10.1
2.19 Harvesting SVG-A cells for whole cell extracts or RNA isolation

Subsequent to siRNA transfection, medium was aspirated from 60 mm dishes. Cells were washed with PBS, scraped on ice or trypsinised and centrifuged at 2000 rpm for 5 min. The supernatant was removed and the cell pellet was resuspended in 1 ml PBS, followed by centrifugation at 4°C at 2000 rpm for 5 min. The resultant pellet was then stored at -80°C until required or used immediately for preparation of whole cell extracts or RNA isolation (section 2.20 and 2.21).

2.20 Preparation of whole cell extracts

Following cell harvesting, the resultant pellets were resuspended in RIPA lysis buffer (0.1% SDS, 0.1% Triton X-100, 0.1% sodium deoxycholate; filter-sterilised and supplemented with 100X protease inhibitor cocktail III from Fisher Scientific immediately before use) and placed on ice for 30 min. Lysates were sonicated in a waterbath sonicator to minimize viscosity. Lysates were centrifuged at 4°C at 13000 rpm for 30 min. The supernatant was transferred to a new tube and stored at –20°C as whole cell extract.

2.21 RNA isolation and cDNA synthesis

To assess siRNA knockdown in SVG-A cells by real-time RT-PCR, cells were treated as described in assay section. RNA was isolated using a Qiagen RNeasy Kit. All tips and tubes used in this procedure were treated with Diethylpyrocarbonate (DEPC) to inactivate RNases and subsequently autoclaved. Cell pellets were lysed by Buffer RLT and viscosity was reduced by homogenisation using Qiashredder columns. On-column DNase digestion was performed by addition of RNase-free DNase to eliminate DNA contamination (Qiagen). RNA was eluted in 30 μl RNase-free water. The concentration of RNA was determined by UV absorption. RNA samples were stored at -80°C. cDNA synthesis was performed using Precision nanoScript Reverse Transcription kit (Primer Design, Southampton, UK). 1 μg of RNA was added to 1 μl of random nonamer primers, primer annealing was performed at 65°C for 5 min and samples were placed on ice thereafter. 2 μl of qScript 10X buffer, 1 μl of dNTP mix (10 mM of each), 2 μl of DTT (100 mM), 2 μl of RNase/DNase-free water and 1 μl of qScript enzyme was added to the annealed mixture. The mixture was then incubated at 25°C for 5 min, then at 55°C for 20 min, followed by heat inactivation 75°C for 15 min. cDNA samples were stored at -20°C.

2.22 Real-time RT-PCR

For real-time PCR analysis of transcript levels, cDNA was analysed using SYBR GreenMaster Mix (Applied Biosystems, ABI, Foster City, CA) on the 7500 fast Real-time
PCR system (Applied Biosystems). Each sample was assayed in triplicate for every run. All primers used were resuspended in RNase/DNase-free water. Primer efficiencies were validated by performing a relative standard curve with a 2-fold serial dilution series for cDNA samples. Primer sequences are listed in table 2.4. All primers were used at a concentration of 300 nM. Normalization for cDNA quantity was performed with HPRT control primers for each template and absolute abundance numbers were adjusted to yield an arbitrary value of 1 for scrambled siRNA control templates using the ΔΔCt method (Livak and Schmittgen, 2001). Abundance values were expressed relative to scrambled siRNA, which was arbitrarily defined as 100%.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward primer</th>
<th>Reverse primer</th>
<th>Accession number/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPRT</td>
<td>TGACACTGGCCAAACAATGCA</td>
<td>GTTCTTTTTCACCAGCAGCT</td>
<td>(Baelde et al., 2007)</td>
</tr>
<tr>
<td>HDAC3</td>
<td>CTGGCTTCGCTATGTCAAC</td>
<td>ACATATTCACGCATTCCCAG</td>
<td>(Atsumi et al., 2006)</td>
</tr>
<tr>
<td>HDAC5</td>
<td>GTCTCGGGCTCTGCTCAGTGTA</td>
<td>GCCAATGCCTTGCAGTTGTGAGTGGT</td>
<td>(Milde et al., 2010)</td>
</tr>
<tr>
<td>HDAC9</td>
<td>CAGGCTGGCTTTATGCACAA</td>
<td>TTTTTCAGCTGCTGCAGTTCA</td>
<td>(Choi and Kang, 2011)</td>
</tr>
<tr>
<td>FBH1</td>
<td>CGGTGGAGTTGAGCTTTTCTAA</td>
<td>ATCTTTGTCAGCTGGTACACGAGT</td>
<td>NM_032807.3, NM_178150.1</td>
</tr>
<tr>
<td>RTEL1</td>
<td>GCCAGGGGCTACATGCTTGTG</td>
<td>CCGGGGTTGTCAAAACCG</td>
<td>NM_016434.2, NM_032957.3</td>
</tr>
</tbody>
</table>

2.23 Preparation of histone extracts

Medium was aspirated from 60 mm dishes. Cells were washed with ice-cold PBS, harvested by trypsinisation and centrifuged at 4 °C at 2000 rpm for 5 min. Cells were washed twice with ice-cold PBS. Cells were resuspended in Triton Extraction Buffer (TEB: PBS containing 0.5% Triton X 100 (v/v), 2 mM phenylmethylsulfonyl fluoride (PMSF), 0.02% (w/v) NaN₃ : 10⁷ cells per ml buffer). Cells were resuspended in half the volume of TEB and centrifuged at 4 °C at 2000 rpm for 5 min. Histones were extracted in 0.2N HCl (50μl / 2 x 10⁶ cells) at 4°C overnight.

2.24 Protein quantification

Protein content of WCEs and histone extracts was determined by DC assay, a modified Lowry-based protein assay (Bio-Rad). Bovine serum albumin (BSA) was used as a standard at concentrations of 0 μg/μl to 1 μg/μl diluted in RIPA buffer (for WCEs) or PBS (for histone extracts). 5 μl was added in duplicate to wells of a 96-well plate. 5 μl of sample diluted 1:5 in RIPA buffer (for WCEs) or PBS (for histone extracts) was added to duplicate wells. 25 μl of reagent A and 200 μl of reagent B was added to each well. The samples were
incubated at room temperature for 15 min and absorbances were read at 490 nm using a WALLAC Victor™ Multi-label microtitre plate-reader. Protein concentration was determined by interpolation of the standard curve.

2.25 SDS polyacrylamide gel electrophoresis (SDS-PAGE) and transfer to PVDF membrane
Proteins were resolved by SDS-PAGE according to standard methodology (Sambrook et al., 1989). The percentage of acrylamide in the resolving gel was 8%, 10% or 15% depending on the size of the protein of interest. The resolving gel was overlaid with a stacking gel 5% acrylamide. For detection of CBP and p300 (approx 300 kDa), pre-cast SDS-PAGE gels (4-20%) were used (Bio-Rad). Running buffer (0.3% Tris base, 1.44% glycine and 0.1% SDS) was added to the inner and outer chambers of the Mini PROTEAN III Cell electrophoresis unit (Bio-Rad). Before loading, 4x Laemmli buffer was added to each sample and boiled for 5 min. 7 μl of SeeBlue Plus2 standard (Invitrogen) was used as a molecular marker. Following sample loading, electrophoresis was performed at 100V until the bromophenol blue dye front had reached the bottom of the gel.

Subsequent to electrophoresis, the SDS-PAGE gels were removed from the gel apparatus and transferred to PVDF membrane (Millipore). Transfer was performed TRANS-BLOT™ transfer unit along with an ice block and magnetic stir bar. The tank was filled with transfer buffer (25 mM Tris; 193 mM glycine; 20 % methanol) and transfer was performed at 100V for 120-150 min, depending on the size of the protein of interest. Following transfer, the membrane was stained with Ponceau S (0.1% (w/v) in 5% acetic acid) to verify effective transfer of proteins. Thereafter, the membrane was destained with dH₂O and subjected to western blot analysis.

2.26 Western blotting
PVDF membranes were blocked in 5% non-fat milk PBS-T (PBS; 0.05% Tween®-20), or 5% BSA PBS-T at room temperature for 1 hr or at 4°C overnight on a rotating platform depending on the protein of interest. All antibodies except for H4 and AcH4 were diluted in 5% milk PBS-T with the preceding block being 5% milk PBS-T. For the anti-H4 and AcH4 antibodies, the membranes were blocked in 5% BSA PBS-T and the primary and secondary antibodies were diluted in 1% BSA PBS-T. The membrane was incubated with an appropriate dilution of primary antibody in blocking solution as described in Table 2.5 at 4°C (room temperature for incubations that were not overnight) for a suitable period of time. The membrane was washed with three times with PBS-T for 5 min. The membrane was incubated with the appropriate HRP-conjugated secondary antibody diluted 1/10,000 in the
same solution as the primary antibody at room temperature for 1 hour. Secondary antibodies
conjugated to horseradish-peroxidase were donkey anti-rabbit (711-035-152), goat anti-
mouse (115-035-003) and donkey anti-goat (705-035-147) from Jackson ImmunoResearch
Laboratories (West Grove, PA, USA). Bands were detected using chemiluminescence
reagents (Western Lightning Plus-ECL, PerkinElmer) by exposure to X-ray film (Kodak)
using a CP1000 Automatic Film processor with Devalex X Ray Developer and FixaPlus X
Ray Fixer and/or by a G-Box imager (Syngene). The intensity of immunoreactive bands was
measured using Image J software (http://rsb.info.nih.gov/ij/). Densitometry was calculated as
the mean intensity normalized to the loading control (Actin).

2.27 Statistical Analyses
All $P$ values were determined by two-tailed Student’s $t$-test assuming unequal variances. $P$
values for each data set are reported in the text body. $n$ values for each data set are specified
in the figure legend unless stated within the text body.
<table>
<thead>
<tr>
<th>Protein</th>
<th>Source</th>
<th>Cat number</th>
<th>Raised in</th>
<th>Dilution used</th>
<th>Incubation time</th>
<th>Band size (kDa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEN1</td>
<td>Abcam</td>
<td>Ab17993</td>
<td>Rabbit</td>
<td>1/2500</td>
<td>Overnight</td>
<td>47</td>
</tr>
<tr>
<td>MSH2</td>
<td>Calbiochem</td>
<td>NA26</td>
<td>Mouse</td>
<td>1/100</td>
<td>Overnight</td>
<td>100</td>
</tr>
<tr>
<td>HDAC1</td>
<td>CHDI repository</td>
<td>CH00218</td>
<td>Rabbit</td>
<td>1/1000</td>
<td>Overnight</td>
<td>60</td>
</tr>
<tr>
<td>HDAC3</td>
<td>Santa Cruz</td>
<td>sc-11417</td>
<td>Rabbit</td>
<td>1/200</td>
<td>Overnight</td>
<td>50 (often doublet)</td>
</tr>
<tr>
<td>HDAC5</td>
<td>Abcam</td>
<td>ab1439</td>
<td>Rabbit</td>
<td>1/1000</td>
<td>Overnight</td>
<td>105</td>
</tr>
<tr>
<td>HDAC5</td>
<td>CHDI repository</td>
<td>CH00150</td>
<td>Rabbit</td>
<td>1/100</td>
<td>Overnight</td>
<td>105</td>
</tr>
<tr>
<td>HDAC9</td>
<td>CHDI repository</td>
<td>CH00172</td>
<td>Rabbit</td>
<td>1/1000</td>
<td>Overnight</td>
<td>110</td>
</tr>
<tr>
<td>HDAC9</td>
<td>Abcam</td>
<td>ab18970</td>
<td>Rabbit</td>
<td>1/1000</td>
<td>Overnight</td>
<td>110</td>
</tr>
<tr>
<td>ACTIN</td>
<td>Sigma</td>
<td>2066</td>
<td>Rabbit</td>
<td>1/500</td>
<td>Overnight/ 3 hr</td>
<td>42</td>
</tr>
<tr>
<td>MSH3</td>
<td>BD Transduction Laboratories</td>
<td>611390</td>
<td>Mouse</td>
<td>1/100</td>
<td>Overnight</td>
<td>127</td>
</tr>
<tr>
<td>MSH3</td>
<td>(Holt et al., 2011)</td>
<td>N/A</td>
<td>Mouse</td>
<td>1/25</td>
<td>Overnight</td>
<td>130</td>
</tr>
<tr>
<td>MSH6</td>
<td>BD Transduction Laboratories</td>
<td>610919</td>
<td>Mouse</td>
<td>1/1000</td>
<td>Overnight</td>
<td>130</td>
</tr>
<tr>
<td>PMS2</td>
<td>Calbiochem</td>
<td>NA30</td>
<td>Mouse</td>
<td>1/250</td>
<td>Overnight</td>
<td>100</td>
</tr>
<tr>
<td>Polβ</td>
<td>Abcam</td>
<td>ab3181</td>
<td>Mouse</td>
<td>1/200</td>
<td>Overnight</td>
<td>39</td>
</tr>
<tr>
<td>Histone H4</td>
<td>Abcam</td>
<td>ab31830</td>
<td>Mouse</td>
<td>1/500</td>
<td>Overnight</td>
<td>14</td>
</tr>
<tr>
<td>Acetyl Histone H4</td>
<td>Millipore</td>
<td>06-866</td>
<td>Rabbit</td>
<td>1/10000</td>
<td>30-60 min</td>
<td>14</td>
</tr>
<tr>
<td>p53</td>
<td>R&amp;D systems</td>
<td>HAF1355</td>
<td>Goat</td>
<td>1/1000</td>
<td>Overnight</td>
<td>53</td>
</tr>
<tr>
<td>Acetyl p52 (Lys 382)</td>
<td>Cell Signaling</td>
<td>2525</td>
<td>Rabbit</td>
<td>1/1000</td>
<td>Overnight</td>
<td>53</td>
</tr>
<tr>
<td>CBP</td>
<td>Santa Cruz</td>
<td>sc-583</td>
<td>Rabbit</td>
<td>1/200</td>
<td>Overnight</td>
<td>300</td>
</tr>
<tr>
<td>p300</td>
<td>Santa Cruz</td>
<td>sc-585</td>
<td>Rabbit</td>
<td>1/200</td>
<td>Overnight</td>
<td>300</td>
</tr>
<tr>
<td>CtIP</td>
<td>Richard Baer (Yu and Baer, 2000)</td>
<td>N/A</td>
<td>Mouse</td>
<td>1/40</td>
<td>Overnight</td>
<td>110</td>
</tr>
<tr>
<td>Mre11</td>
<td>Santa Cruz</td>
<td>sc-5859</td>
<td>Goat</td>
<td>1/200</td>
<td>Overnight</td>
<td>76</td>
</tr>
<tr>
<td>Rad18</td>
<td>Abcam</td>
<td>ab57447</td>
<td>Mouse</td>
<td>1/500</td>
<td>Overnight</td>
<td>75/80 (sometimes doublet)</td>
</tr>
<tr>
<td>HLTF</td>
<td>Bethyl Laboratories</td>
<td>A300-230A</td>
<td>Rabbit</td>
<td>1/1000</td>
<td>Overnight</td>
<td>117</td>
</tr>
<tr>
<td>SHPRH</td>
<td>Origene</td>
<td>TA501443</td>
<td>Mouse</td>
<td>1/1000</td>
<td>Overnight</td>
<td>170</td>
</tr>
</tbody>
</table>
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CHAPTER 3

Role of histone deacetylases and histone acetyltransferases in trinucleotide repeat instability

Some of the material presented in this chapter was published in the following article:

“Histone Deacetylase Complexes Promote Trinucleotide Repeat Expansions”
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3.1 Summary

The results presented in this chapter describe the roles of various HDACs and HATs in TNR instability. Yeast data show that specific class I and class II HDACs promote expansions. I hypothesized that expansions in human cells would also be promoted by specific HDACs. I found that the class I HDAC3 promotes threshold-length CTG repeat expansions in SVG-A cells. Chemical inhibition of HDAC3 resulted in a decrease in expansions by up to 77%. In contrast, treatment with a HDAC1/HDAC2-specific inhibitor did not affect expansion frequency. These observations were validated by siRNA depletion of HDAC1 and HDAC3. Knockdown of HDAC1 had no effect on expansions, while decreased HDAC3 expression showed a similar reduction of expansions as for the HDAC3 inhibitor. Thus, HDAC3 is the specific class I HDAC involved in promoting expansions. Knockdown of HDAC3, did not impact on contractions, implying specificity for expansions. Investigation of the involvement of class II HDACs, HDAC5 and HDAC9, in expansions revealed HDAC5 to accelerate expansions, while HDAC9 was shown to inhibit their occurrence. Double knockdown of HDAC3 and HDAC5 resulted in a similar decrease in expansions as for single knockdowns of HDAC3 and HDAC5 implying that they are acting through the same mechanism to promote expansions. Treatment of SVG-A cells with siRNA against the HATs CBP/p300 effected a stimulation in expansions. This further confirms a role for chromatin-modifying enzymes in modulating TNR expansions. In yeast, stability of the repair protein Sae2 has been shown to be controlled its acetylation status. Sae2 and Mre11 have been implicated as downstream factors Rpd3L and Hda1 in promoting expansions in yeast. The respective human homologues, CtIP and MRE11, do not affect expansions in SVG-A cells. The data presented identify HDACs as novel modulators of TNR expansions.
3.2 Introduction

One of the most intriguing aspects of TNR instability is that TNRs expand due to the presence, not the lack of certain proteins, most likely due to corruption of their normal biochemical activities by the repetitive nature of the DNA (Mirkin, 2007; McMurray, 2010). Therein lies an opportunity to target the root-cause of TNR disease by identification of specific expansion-promoting factors that are amenable to therapeutic intervention. Thus, detection of factors that accelerate TNR expansions and subsequent elucidation of their mode of action is warranted in order to provide new therapeutic and mechanistic insights to understanding and controlling these mutations. To this end, a blind screen was performed in yeast by the Lahue lab for mutants that reduced the rate of expansions near the threshold. The screen comprised cells with a genomically integrated (CTG)$_{20}$-CAN1 reporter randomly mutagenised using a gene disruption library with ~50% coverage of the non-essential genes. This screen revealed 3 of 11 hits as constituent members of the Rpd3L or Hda1 HDAC complexes (Debacker et al., 2012). Single mutants of sin3, pho23 and hda3 had reduced expansion rates of up to 90%. Double mutants of HDACs from the two complexes had a more pronounced effect with almost complete ablation of expansions. This was a highly novel finding, providing the first direct link between specific HDACs and the somatic expansion process. Although the identification of particular HDACs that are causal for expansions was unprecedented, it was not an entirely surprising discovery as the TNR literature contains several reports implying connections between expansions and chromatin remodeling/epigenetic factors as discussed in chapter one.

Interestingly, HDAC inhibition is currently being developed as a potential therapeutic strategy to alleviate symptoms of TNR diseases. The rationale behind use of HDAC inhibitors in this context stems from the fact that transcriptional deregulation is central to disease etiology for many of these disorders. While there have been extensive investigations into the effect of HDAC inhibition on transcription levels in TNR diseases, little has been done to establish the impact of specific HDACs/HATs on TNR instability. Moreover, most of the studies showing a role for chromatin-modifying enzymes in instability employ long TNR tracts corresponding to the disease state in affected individuals and thus are useful for gleaning information on the further expansion of disease-length alleles. As a result, there is a distinct lack of information regarding what is happening at the threshold.

Work in the Lahue lab has revealed novel factors contributing to instability with the identification of certain HDAC components as proteins that accelerate expansions at the threshold in yeast (Debacker et al., 2012). In addition to strengthening support for chromatin-modifying enzymes modulating instability, these findings provided candidate...
proteins to test for a role in promoting expansions in higher model systems. Bolstered by the fact that HDACs are highly conserved from yeast to humans, this led us to address their participation in modulating expansions near the threshold in human cells. If the finding that HDACs promote expansions in yeast translates to humans, then chemical inhibition and/or siRNA knockdown of one or more HDACs should suppress expansions. In yeast, members of the Rpd3L and Hda1 complexes were shown to be mediators of expansions while the sirtuin Sir2 did not have any effect on expansions (Debacker et al., 2012). Thus, the experimental focus was narrowed to targeting specific class I (homologous to Rpd3L) and class II HDACs (homologous to Hda1) in human cells to ascertain their influence on expansions (Fig. 3.1).

**Figure 3.1** Schematic of the organization of class I and II human HDACs with respect to their homology to yeast. From (Richon, 2006). Coloured, shaded regions represent the catalytic domains.
3.3 Results

3.3.1 Effect of small-molecule inhibitors of HDAC3 and HDAC1/2 on TNR expansions in SVG-A cells.

In light of the finding in yeast that Rpd3 promotes expansions, I focussed on the human homologues, class I HDACs. To search for relevant HDACs that might have similar functions in modulating expansions, I used isoform-specific HDAC inhibitors. The small molecule inhibitor 4b is selective for the class I enzyme HDAC3 but has some specificity for HDAC1 (Herman et al., 2006; Jia et al., 2012). 4b has been shown to reverse FXN gene silencing in primary lymphocytes from FRDA patients (Herman et al., 2006). Furthermore, it has been shown to alleviate disease phenotype and reduce transcriptional abnormalities in transgenic HD mice (Thomas et al., 2008). Compound 3 is a HDAC1/2 specific inhibitor and failed to upregulate FXN mRNA levels in patient lymphocytes (Xu et al., 2009).

Treatment of cells with either HDAC inhibitor was performed using three concentrations; 5 μM, 10 μM and 20 μM. 4b efficiently suppressed TNR expansions in SVG-A cells at doses that are well tolerated. Treatment with 4b reduced expansion frequencies in a dose-dependent manner. Treatment of cells with the lowest dose of 4b, 5 μM did not change expansion frequencies when compared with the DMSO-only control. In contrast, expansion frequencies were suppressed 70% and 77% by 4b at 10 μM and 20 μM, respectively (Fig. 3.2A). Modest increases in expansion frequency were observed for 5 μM and 10 μM compound 3 (1.33- and 1.63-fold over DMSO only control), while 20 μM compound 3 resulted in an expansion frequency similar to that of DMSO only (0.89 vs 1) (Fig. 3.2B). None of the doses of compound 3 elicited statistically significant alterations in expansion frequency thereby suggesting that unlike HDAC3, HDAC1 and HDAC2 are not involved in modulating expansions in SVG-A cells.

Chemical inhibition of HDAC1/2 and HDAC3 revealed that specifically targeting HDAC3 resulted in a suppression of expansions, while impairing HDAC1/2 activity did not affect the frequency of expansions. It was hypothesized that HDAC3 might also alter the spectrum of expansion sizes by elimination of certain sizes of expansions, or all sizes of expansions were equally affected. To assess this possibility, expansion sizes were determined. The weighted average expansion sizes are +10.5 repeats for the DMSO-only control and +8.8 repeats for the 4b-treated cells (Fig. 3.2C). The similarity in sizes implies that 4b does not affect expansion sizes. Thus, treatment with 4b gives fewer expansions of similar sizes, thus inhibition of HDAC3, impacted on the frequency of expansions, not the size of the expansions. Perhaps if HDAC1/2 were involved in TNR expansions in human cells, specific
inhibition of these may skew the sizes of expansions occurring during SVG-A culture. However, there was no change in the spectrum of expansions upon compound 3 treatment with weighted average expansion increases of 8.6 for DMSO-treated and 9.9 for compound 3-treated cells (Fig. 3.2D).

**Figure 3.2 Expansion data for 4b- and compound 3-treated SVG-A cells.** Expansion frequencies for A. 4b-treated cells; n=5 (P=0.93 for 5 μM, P=0.009 for 10 μM, P=0.003 for 20 μM) and for B. compound 3-treated cells; n=3. (P=0.17 for 5 μM, P=0.31 for 10 μM, P=0.65 for 20 μM) Error bars denote ± one SEM; *, P<0.05 compared to DMSO control. Expansion sizes for C. 4b-treated cells: 21 genetically independent expansions for DMSO, 16 for 4b (data from 10 μM and 20 μM treatments) and for D. compound 3-treated cells: 9 genetically independent expansions for DMSO, 20 for compound 3 (data from 10 μM and 20 μM treatments).
To exclude the possibility that the suppression of expansions in 4b-treated cells is due to cytotoxic effects of the drug, cell viability was measured. The reduced number of expansions upon 4b treatment could not attributed to increased cell death, because the SVG-A cells retained ≥83% viability, relative to DMSO-only control, even at the highest dose of inhibitor (Fig. 3.3A). Furthermore, treatment with the same doses of compound 3, which did not impact on expansion frequencies, had similar effects cell viability. Although, treatment with 4b or compound 3 did not have any major undesirable effects on cell viability, a dose-dependent reduction in cell growth was observed. Upon treatment with the highest dose of 4b, 20 μM, the cells are still dividing but at two-fold slower rate than DMSO-only treated cells (Fig. 3.3B) Notably, no cell-static effects were reported for lymphoblast cells following treatment of 4b at concentrations <20 μM (Thomas et al., 2008). This difference is might be due to the combinatorial impact of lipofectin-mediated transfection and 4b treatment in SVG-A cells or may be due to cell-specific effects.

![Cell viability and growth for 4b- and compound 3-treated SVG-A cells. A.
Cell viability was measured by nigrosin-exclusion assay following treatment of SVG-A cells with 4b and compound 3. Viability is expressed as number of viable cells/total number of cells n = 5 for untreated, DMSO and 4b, n= 3 for compound 3. B. Growth of 4b- and compound 3-treated cells. Total cell counts are expressed relative to DMSO-treated cells. n = 5 for untreated, DMSO and 4b, n= 3 for compound 3. Error bars denote ± one SEM.](image)

To confirm that 4b is inhibiting HDAC activity in SVG-A cells, acetylation of histone H4 was examined by western blotting. Figure 3.4A. shows the AcH4 accumulation in response to 4b treatment. There is a dose-dependent increase in histone H4 acetylation with the
anticipated increase in acetylated H4, up to approximately 10-fold, when cells were treated with 4b (Fig. 3.4B). In order to verify that HDAC1 is specifically being inhibited by compound 3 exposure, p53 acetylation following treatment was measured. HDAC1 has been shown to deacetylate p53 at all known acetylated lysines in vivo (Ito et al., 2002). To this end, western blotting analysis for p53 acetylation at lysine 382 was examined for samples from compound 3-treated cells and 4b-treated cells. 4b-treated cells were used as a negative control as many studies have eliminated a role for HDAC3 in p53 acetylation. In some western blots, there appeared to be an increase in acetylated p53 for compound 3-treated cells, most predominantly for the two higher concentrations, 10 µM and 20 µM. However, this analysis did not prove a tractable means of definitively determining that HDAC1 was inhibited, with levels of acetylation varying from experiment to experiment. In some cases, total levels of p53 were decreased for the compound 3-treated cells with a concordant increase in p53 acetylation (Fig. 3.4C). Samples from 4b-treated cells not showing this effect. Similar observations have been reported in various human cancer cell lines whereby TSA and sodium butyrate reduced total p53 levels, while p53 acetylation was elevated (Suzuki et al., 2000; Bandyopadhyay et al., 2004). The reasons behind this occurrence have not yet been elucidated. The concentrations of compound 3 used in this experiment were chosen based on the observation that the treatment with 10 µM compound 3 resulted in increased acetylation of histone H3 in FRDA patient lymphoblasts (Xu et al., 2009).

**Figure 3.4 Acetylation status of histone H4 and p53 upon treatment of SVG-A cells with HDAC inhibitors.** A. Representative western blot analysis of acetylated histone H4 (AcH4) and total H4 upon treatment with 4b. B. AcH4/Total H4 ratio normalized to the DMSO-only. These results are from 4 independent measurements of AcH4 and total H4 by immunoblot. Error bars denote ± one SEM. *, P<0.05 compared to DMSO-only. C. Representative western blot analysis of acetylated p53 (Ac-p53), total p53 and Actin upon treatment with compound 3 and 4b.
It was observed that both 4b- and compound 3-treatment of SVG-A cells results in an increased yield of transfected plasmid compared with that recovered from DMSO-only cells. The increase in the number of total transformants (E.coli transformants) is shown in tables 3.1 and 3.2. Total transformant numbers for cells treated with 5-, 10- and 20 μM 4b show a 4.8-, 10.2- and 12.5-fold increase, respectively over DMSO. A similar but less dramatic trend is observed for compound 3, with cells treated with 5-, 10- and 20 μM compound 3 showing increases of 3.2-, 4.6- and 7.1-fold, respectively.

Table 3.1 Total transformant numbers from 4b-treated SVG-A cells

<table>
<thead>
<tr>
<th>μM 4b</th>
<th>Fold change in total transformant number relative to DMSO only control</th>
<th>+/- SEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMSO</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>4.8</td>
<td>1.5</td>
</tr>
<tr>
<td>10</td>
<td>10.2</td>
<td>2.6</td>
</tr>
<tr>
<td>20</td>
<td>12.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 3.2 Total transformant numbers from compound 3-treated SVG-A cells

<table>
<thead>
<tr>
<th>μM compound 3</th>
<th>Fold change in total transformant number relative to DMSO only control</th>
<th>+/- SEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMSO</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>3.2</td>
<td>0.7</td>
</tr>
<tr>
<td>10</td>
<td>4.7</td>
<td>1.2</td>
</tr>
<tr>
<td>20</td>
<td>7.2</td>
<td>3.1</td>
</tr>
</tbody>
</table>

This is suggestive of increased shuttle vector upon chemical inhibition of HDACs. SVG-A large T antigen has been shown to be acetylated by CBP (Poulin et al., 2004; Borger and DeCaprio, 2006). The purpose of T antigen acetylation is unclear; one report found acetylated T antigen to be degraded, while another study proposed that acetylation is required for its stabilisation (Shimazu et al., 2006; Valls et al., 2007). Inhibition of specific HDACs might result in T antigen stability, then this could explain the increase in plasmid yield perhaps due to increased binding to the SV40 ori and thus an increase in SV40-driven replication. Hyperacetylation of histones, or loss of histone tails, has been shown to
facilitate the elongation step of SV40 DNA replication (Quintini et al., 1996; Alexiadis et al., 1997). Perhaps the minichromosomes of SV40 are hyperacetylated upon treatment with 4b and compound 3 enhancing SV40 replication resulting in augmentation of shuttle vector replication. However increased plasmid yields were not observed following HDAC1 or HDAC3 siRNA knockdown (section 3.3.2; data not shown). It is difficult to reconcile the discrepancies between the plasmid yields for drug versus siRNA. Perhaps the level of drug-induced inhibition of specific HDACs was more potent than that of siRNA. The level effected by the siRNAs may not have enough to bring about sufficient decreases in HDAC activity. HDAC1 and HDAC3 protein levels were reduced to approximately 25% and this low level of HDAC expression may have been enough to retain at least some gene silencing action. Another possibility is that the HDAC inhibitors are exacting off-target effects that are not applicable for the siRNA treatments. It appears that plasmid replication is enhanced following treatment with 4b and compound 3. Nevertheless, the perceived increase in plasmid replication does not appear to correlate with the observed reduced expansion phenotype as both chemical inhibition and siRNA depletion of HDAC3 had a similar decrease in expansion phenotype.

3.3.2 Characterisation of TNR expansions in human cells following depletion of HDAC1 and HDAC3 in SVG-A cells

HDAC3 appears to be the relevant class I HDAC involved in promoting expansions, based on the observation that chemical inhibition of HDAC3 suppressed expansion frequencies while HDAC1 and HDAC2-inhibiton did not reduce expansions. In order to further corroborate that HDAC3 is the relevant target, SVG-A cells were subjected to RNAi knockdown of HDAC1 and HDAC3. HDAC1 siRNA-treated cells did not demonstrate any significant changes in expansion frequency, when compared to scrambled siRNA control cells \( (P=0.66) \) (Fig. 3.5A). In contrast, treatment of SVG-A cells with HDAC3 siRNA resulted in a decrease in expansion frequency of approximately 76\%, a similar extent of suppression observed with 4b treatment \( (P=0.025) \) (Fig. 3.5B). The spectra of expansion events in cells with reduced HDAC1 expression overlaps with that of cells treated with scrambled siRNA with +10.3 and +10.6 average increases in repeat tract length, respectively (Fig 3.5C). This indicates that events are of similar sizes in HDAC1 siRNA-and scrambled siRNA-treated cells, as well as occurring at comparable frequencies. Similarly, expansion sizes in HDAC3 siRNA-treated cells and scrambled siRNA-treated cells are comparable with weighted average expansion increases of +10.8 and +11.3, respectively (Fig. 3.5D). These data in combination with the HDAC inhibitor results imply a role for HDAC3 but not HDAC1 in promoting expansions in SVG-A cells.
Figure 3.5 Expansion data for HDAC1 and HDAC3 siRNA-treated SVG-A cells. Expansion frequencies for **A.** HDAC1 siRNA; n= 3 and **B.** HDAC3 siRNA; n=3. Error bars denote ± one SEM; *, *P*<0.05 compared to scrambled siRNA control. Expansion sizes for **C.** HDAC1 siRNA: 15 genetically independent expansions for scrambled siRNA, 18 for HDAC1 siRNA and for **D.** HDAC3 siRNA: 28 genetically independent expansions for scrambled siRNA, 13 for HDAC3 siRNA

Following treatment with the relevant siRNAs, HDAC1 and HDAC3 proteins levels were reduced by 76% (± 2) and 76% (± 8) respectively as determined by western blot analysis (Fig. 3.6A-D). Assessment of HDAC3 expression via western blot analysis typically resulted in two bands around 50 kDa, (predicted size of HDAC3) presumably representing the two reported isoforms of HDAC3 (Yang et al., 1997). Throughout all experiments, consistent knockdown of the top band was observed following HDAC3 siRNA treatment, however, levels of the bottom band varied between experiments. In some western blots, the bottom band was not present. Quantitation of HDAC3 knockdown was performed by densitometric analysis of the top band only.
Because chemical inhibition of HDAC1 and HDAC3 in SVG-A (section 3.3.1) has no detectable effect on cell viability but resulted in a decrease in cell growth, these outcomes were examined following siRNA depletion of HDAC1 and HDAC3 to establish if similar outcomes were observed. Cells with reduced HDAC1 or HDAC3 levels did not exhibit diminishment in cellular viability compared with the scrambled siRNA control cells (Fig. 3.6E) an observation in line with the HDAC inhibitor experiments. No substantial alteration in cell growth was observed upon HDAC3 knockdown compared with the scrambled siRNA control cells (Fig. 3.6F). However, cells treated with HDAC1 siRNA exhibited 50% (± 2) lower total cell count than scrambled siRNA. This is similar to the trend observed in compound 3-treated cells. The key finding from these experiments is confirmation of HDAC3 being the relevant class I HDAC with regard to promoting expansions.

Figure 3.6 Knockdown of HDAC1 and HDAC3 in SVG-A cells. A. Representative western blot of HDAC1 and C HDAC3 knockdown. Actin was used as a loading control. B. Expression levels of HDAC3 and D HDAC1 both normalized to Actin and to scrambled siRNA. These results are from 3 independent measurements of HDAC1 and HDAC3 by immunoblot. Error bars denote ± one SEM. E. Cell viability was measured by nigrosin-exclusion assay. n =3. F. Cell growth. Total cell counts are expressed relative to scrambled siRNA-treated cells. n = 3. Error bars denote ± one SEM.
3.3.3 Role of HDAC3 in TNR contractions in SVG-A cells

The evidence presented in sections 3.3.1 and 3.3.2 provides evidence for a key role for HDAC3 in promoting expansions. In terms of targeting HDAC3 in a therapeutic context, a highly favourable scenario would be that HDAC3 inhibition leads to suppression of expansions with an enhancement of contractions to offset expansions. If HDAC3 is normally acting to suppress contractions, I would expect an increase in contraction frequency when HDAC3 is depleted by RNAi. The shuttle vector used to assess this was pBL247, which contains the reporter construct P_{adh1} promoter-(CTG)_{33}-URA3 with the shuttle vector backbone to enable replication in human cells (Farrell and Lahue, 2006). SVG-A cells were treated with siRNA directed against HDAC3 and contraction frequencies were evaluated thereafter.

Knockdown of HDAC3 did not have any effects on contractions, with the frequency comparable to that of scrambled siRNA-treated cells (Fig. 3.7A, \( P = 0.64 \)). This suggests that HDAC3 does not have any role in modulating the frequency of contractions in this system. Measurement of the sizes of the contractions was unchanged in HDAC3 knockdown cells compared with scrambled siRNA-treated cells (Fig. 3.7B). These data eliminate a role for HDAC3 in TNR contractions in SVG-A cells.
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**Figure 3.7 Contractions in HDAC3 siRNA-treated cells.** A. Contraction frequency of HDAC3 siRNA-treated cells relative to scrambled siRNA control. \( n = 4 \). Error bars denote ± one SEM. B. Contraction sizes for HDAC3 siRNA-treated cells: 22 genetically independent contractions for scrambled siRNA, 24 for HDAC3 siRNA.
3.3.4 Expansions in SVG-A cells treated with siRNA against the histone acetyltransferases CBP and/or p300

If, as the results in sections 3.3.1 and 3.3.2 imply, specific HDACs can cause expansions, then the corollary is that certain HATs would inhibit expansions. To test this hypothesis, CBP and its closely-related homologue p300 were examined for a role in TNR expansions. These two proteins were promising candidates as transgenic Drosophila heterozygous for CBP demonstrated an elevation in CTG expansions (no p300 homologue in Drosophila) (Jung and Bonini, 2007). If these HATs do oppose the expansion-promoting action of HDACs, then an increase in expansions would be the predicted outcome when these proteins are depleted by RNAi. In addition to individual knockdowns of CBP and p300, simultaneous knockdowns were performed as although they are highly homologous enzymes and often exhibit shared functional properties, there is evidence for CBP and p300 having unique functions also. For instance, both CBP and p300 knockout mice are embryonic lethal but only p300 null embryos displayed abnormal heart development, while an elevated frequency of hematological malignancies was only reported in CBP knockout mice (Yao et al., 1998; Kung et al., 2000).

Knockdown of CBP resulted in a 3.6-fold in increase in expansion frequency, while cells deficient in p300 had a 6.3-fold enhanced expansion frequency relative to scrambled siRNA control-treated cells (Fig. 3.8A). The increase observed for CBP siRNA-treated was not quite statistically significant ($P=0.06$) but depletion of p300 resulted in a statistically significant enhancement of expansions ($P=0.01$). A 9.1-fold increase in expansions was observed following concurrent knockdown of both CBP and p300 ($P=0.02$). Evaluation of expansion sizes for individual CBP, p300 and double knockdowns did not reveal any shift in the expansion size spectrum with weighted average changes in tract length for scrambled siRNA, CBP siRNA, p300 siRNA and CBP+p300 siRNA of +11.6, +10.4, +11 and +10, respectively (Fig. 3.8B). siRNA-mediated single knockdowns of CBP and p300 resulted in 76% and 80% decrease in expression of CBP and p300, respectively (Fig. 3.8C and D). Double knockdown of CBP and p300 resulted in a 79% reduction of CBP expression, while p300 levels were depleted by 88% (Fig. 3.8C and D). These data provide evidence for a role for CBP and p300 in suppressing expansions in by reducing the incidence of expansions but not affecting the sizes. Thus, as hypothesised CBP and p300 appear to counteract the expansion-inducing action of HDACs.
Figure 3.8 CBP and p300 siRNA experiments. A. Expansion frequencies following siRNA treatment against CBP and p300. All frequencies were normalized to scrambled siRNA. n = 3. (*P<0.05) B. Expansion sizes measured subsequent to CBP and p300 siRNA depletion. 18 genetically independent expansions for scrambled siRNA, 16 for CBP siRNA, 15 for p300 siRNA and 21 for double CBP/p300 siRNA. C. Representative western blot of WCEs from cells treated with CBP and p300 siRNA D. Graph summarising knockdown efficiency following siRNA treatment, protein levels were normalized to that of scrambled siRNA and Actin; n=2. Error bars denote ± one SEM for A and range for D.
3.3.5 Does HDAC3 promote expansions through CtIP and MRE11?

A pressing question is how is HDAC3 acting to promote expansions? Yeast experiments performed by members of the Lahue lab were indicative that HDACs most likely promote expansions in trans, perhaps by controlling the expression or stability of factors that expand the TNR (Debacker et al., 2012). The yeast nuclease Sae2 was identified as a potential downstream target of the HDACs because it has been shown to be stabilized by deacetylation in a Rpd3L- and Hda1-dependent manner (Robert et al., 2011). Furthermore, Sae2 functions with Mre11 (in the context of the Mre11/Rad50/Xrs2 complex) to promote opening and resectioning of hairpins in vitro (Lengsfeld et al., 2007). Results from the Lahue lab suggest that Rpd3L and Hda1 positively regulate Sae2, which then acts with Mre11 to promote expansions. Specifically, mutation of sae2 or mre11 suppressed expansions, and mre11 sin3 double mutants showed no further reduction in expansion rates than either single mutant (Debacker et al., 2012). These findings prompted us to investigate if the human homologue of Sae2 CtIP, would also promote expansions, and if so is it through HDACs as in yeast. Although Mre11 has not been reported to be deacetylated in yeast or humans, this enzyme was evaluated for a role in expansions due to its close association with CtIP (part of MRE11-RAD50-NBS1 (MRN) complex) and based on the observation that mre11 and sin3 mre11 yeast mutants exhibited a decrease in expansions.

Expansion frequencies in CtIP knockdown cells were unchanged with respective 1.6- and 1.2-fold increases for CtIP siRNAs #1 and #2 over scrambled siRNA (P=0.82 for siRNA #1, P=0.72 for siRNA #2) (Fig. 3.9A). Likewise, a 1.3-fold upward shift in expansion frequency relative to scrambled siRNA was observed when MRE11 was knocked down (P=0.51) (Fig. 3.9B). Furthermore, treatment of SVG-A cells with siRNAs targeting CtIP does not affect the sizes of expansions with weighted average expansion tract increases of +10.2, +11 and +9.6 for scrambled siRNA, CtIP siRNA #1 and CtIP siRNA #2, respectively (Fig. 3.9C). For the MRE11 siRNA data set, the weighted average increase in size for scrambled siRNA was +11.1 and +10.1 for MRE11 siRNA-treated cells (Fig. 3.9D). Taken together, these findings seem to a role for CtIP or MRE11 in the induction of expansions in SVG-A cells. However, we cannot rule out the possibility that there might be functional redundancy or that the knockdown level was not sufficient to cause an expansion phenotype.
Figure 3.9 Expansion frequencies and sizes for SVG-A cells treated with CtIP or MRE11 siRNA. Expansion frequencies subsequent to treatment with A. CtIP individual siRNAs denoted #1 and #2 and B. MRE11 siRNA. n=3 Error bars denote ± one SEM; *, P<0.05 compared to scrambled siRNA control. Expansion sizes for C. CtIP siRNA: 9 genetically independent expansions for scrambled siRNA, 11 for CtIP siRNA #1 and 8 for CtIP siRNA #2. and for D. MRE11 siRNA: 19 genetically independent expansions for scrambled siRNA, 15 for MRE11 siRNA.

Knockdown of CtIP and MRE11 was confirmed by western blotting. Treatment of cells with individual CtIP siRNAs #1 and #2 resulted in a decrease in CtIP protein levels of 65% (± 14) and 77% (± 14), while knockdown of MRE11 reduced MRE11 levels by 75% (± 6) (Fig. 3.10A-D). Similar levels of knockdown led to measurable phenotypes in other studies. For example, knockdown of CtIP to comparable levels as shown here reduced the ability of its interacting protein AdE1A to transactivate a luciferase reporter (Bruton et al., 2007). Additionally, knockdown of MRE11 to similar levels sensitised human adenocarcinoma cells to ionising radiation (Xu et al., 2004). This indicates that it is unlikely that the absence
of a phenotype in our system is due to residual levels of expression following siRNA knockdown.
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Figure 3.10 Knockdown of CtIP and MRE11. Representative western blots of SVG-A cells treated with A. individual CtIP siRNAs denoted #1 and #2 and B. MRE11 siRNA. Expression levels of C. CtIP and D MRE11 both normalized to Actin and to scrambled siRNA. Results are from immunoblots. n=3 for CtIP and Mre11. Error bars denote ± one SEM.

3.3.6. Expansions in SVG-A cells treated with siRNA against HDAC5

The results shown thus far indicate that a specific class I HDAC is involved in accelerating the occurrence of expansions. Yeast studies from the Lahue lab showed that Hda1 as well as Rpd3L promotes expansions. Class II HDACs in humans have been shown to be homologous to Hda1 (Grozinger et al., 1999). In order to determine if class II HDACs play a role in modulating expansions in human cells, RNAi was used to interfere with the expression of HDAC5 and HDAC9 and expansions were then evaluated. HDAC5 was chosen as it is highly enriched in the brain and may be pertinent to instability therein (Hoshino et al., 2003; Broide et al., 2007). Reported HDAC9 levels in the brain have varied from undetectable to high among different expression analysis studies (Zhou et al., 2001; Broide et al., 2007; Lucio-Eterovic et al., 2008).

Evaluation of expansion frequencies showed that depletion of HDAC5 resulted in a 3-fold decrease in expansions implying that it promotes expansions (P=0.008; Fig. 3.11A). This
agrees with yeast data that class II HDACs can cause expansions, as well as class I HDACs. Treatment of SVG-A cells with SMARTpool HDAC5 siRNA did not result in any detectable reduction in protein levels (Fig. 13.11E). 62% (± 12) knockdown of HDAC5 mRNA was observed following real-time RT-PCR (Fig. 13.11F). Perhaps both HDAC5 antibodies used in our study were not specific enough and the band assumed to be HDAC5 is a non-specific band. Nevertheless, the data presented in section 3.3.6 implies that like HDAC3, HDAC5 acts to promote expansions.

Because no HDAC5 knockdown at the protein level had been observed, two individual HDAC5 siRNAs, denoted #5 and #7, were used to confirm that the reduced expansion phenotype was not due to off-target effects of the pooled siRNA. Again, no reduction in HDAC5 protein levels was seen but HDAC5 mRNA levels were reduced by 52% (± 3) for siRNA #5 and 53% (± 3) for siRNA #7. (Fig. 3.11F). Following HDAC5 knockdown, expansion frequencies were significantly reduced by ~4-fold for both siRNAs (Fig. 3.11B). This provides further evidence for a role for HDAC5 in promoting expansions. No change in expansion sizes was detected for HDAC5 knockdown compared to control cells with weighted average increases in size ranging from 10.5-11.6 (Fig. 3.11C and D) implying that HDAC5 promotes the occurrence of expansions but does not affect their sizes.
Figure 3.11 Expansions in cells treated with HDAC5 siRNA. Expansion frequencies subsequent to treatment with A. HDAC5 SMARTpool siRNA n=6 and B. individual HDAC5 siRNAs denoted #5 and #7, n=3 *, P<0.05 compared to scrambled siRNA control. Expansion sizes for C. HDAC5 SMARTpool siRNA: 42 genetically independent expansions for scrambled siRNA, 29 for HDAC5 SMARTpool siRNA and for D. HDAC5 siRNA #5 and #7: 17 genetically independent expansions for scrambled siRNA, 14 for HDAC5 siRNA #5 and 12 for HDAC5 siRNA #7. E. Representative western blot of HDAC5 expression subsequent to treatment with HDAC5 siRNA (SMARTpool). F. Expression levels of HDAC5 determined by real-time RT-PCR for SMARTpool and individual siRNAs normalised to scrambled siRNA and HPRT levels. n= 3 for HDAC5 SMARTpool n=2 for HDAC5 siRNAs #5 and HDAC #7. Error bars denote ± one SEM for A and B, and represent range for F.
3.3.7. Expansions in SVG-A cells treated with siRNA against HDAC9

The data in section 3.3.6 suggests a role for HDAC5 in promoting expansions in SVG-A cells. We decided to investigate if another class II HDAC, HDAC9, had a similar function in promoting expansions or does this function this only pertain to specific HDACs. Interestingly, a statistically significant enhancement in the frequency of expansions was observed in cells treated with HDAC9 siRNA compared with the scrambled siRNA control (4.5-fold increase; \( P=0.025 \)) (Fig. 13.12A). This implies that HDAC9 normally acts to inhibit expansions in SVG-A cells, in contrast to HDAC5 suggesting that specific HDACs have differential roles in control of instability. HDAC9 does not influence expansion sizes as weighted average expansion sizes from HDAC9 siRNA-treated cells were comparable to control cells: 11.3 and 10.1 respectively. (Fig. 13.12B)
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**Figure 3.12 Effect of HDAC9 siRNA treatment on expansions**

A. Expansion frequencies following siRNA treatment against HDAC9 normalized to scrambled siRNA. \( n = 3 \). (*\( P<0.05 \)). B. Expansion sizes measured subsequent to siRNA transfection. 16 genetically independent expansions for scrambled siRNA, 14 for HDAC9 siRNA.

Similarly to the case of HDAC5, no decrease in HDAC9 protein levels were observed following HDAC9 siRNA (Fig. 3.13A) but HDAC9 mRNA levels were depleted by 75% (± 6) (Fig. 3.13B). As with exposure of SVG-A cells to HDAC1 siRNA and the small-molecule HDAC inhibitors, HDAC9 siRNA-treated cells grew 54% slower than the control cells, despite minimal adverse effects on viability (Fig. 13.3C and 13.3D). In contrast to HDAC3 and HDAC5, the findings documented in this section suggest that HDAC9 acts to inhibit expansions.
Figure 3.13 HDAC9 siRNA in SVG-A cells. A. Representative western blot showing HDAC9 expression. B. Graph summarising mRNA levels following siRNA treatment, mRNA levels were normalized to that of scrambled siRNA and HPRT; n=3. C. Cell viability was measured by nigrosin-exclusion assay. n =3. D. Cell growth. Total cell counts are expressed relative to scrambled siRNA-treated cells. n = 3. Error bars denote ± one SEM.

3.3.8 Effect of double knockdown of HDAC3 and HDAC5 on expansions

In yeast, double mutants of Rpd3L and Hda1 decreases in expansion rates were always more potent than for single mutants implying that these HDACs are contributing to the promotion of expansions independent of each other (Debacker et al., 2012). If this were the case in human cells, we would expect that combinatorial knockdown of a class I and class II HDAC would result in a decrease in expansions greater than the sum of the fold difference of the two individual knockdowns. To examine this scenario in SVG-A cells, concurrent knockdown of HDAC3 and HDAC5 was performed in conjunction with the expansion assay.

Simultaneous knockdown of HDAC3 and HDAC5 resulted in a significant decrease in expansions to a comparable extent as HDAC3 and HDAC5 relative to scrambled siRNA in SVG-A cells, with respective 3-, 4- and 2.3- fold decreases observed ($P=0.0008$, 0.03, and 0.001, respectively) (Fig. 13.14A). In contrast to yeast, no significant differences were observed between HDAC3 and HDAC5 single knockdowns compared with the double knockdown ($P=0.32$ and 0.54, respectively). These data imply that HDAC3 and HDAC5 are acting in the same pathway to promote expansions. No detectable shift in expansion size
spectra was observed for this experiment. Tract length increases ranged from +8.8 to +10.7 (Fig. 13.14B).

Knockdown was measured by real-time RT-PCR and western blotting. Following HDAC3 and double siRNA treatment, HDAC3 mRNA levels were reduced by 31% and 41%, respectively (Fig. 13.14D). HDAC5 siRNA decreased HDAC5 mRNA levels to 50% while double siRNA treatment resulted in 36% (±11) HDAC5 mRNA compared to scrambled siRNA. As noted previously, no knockdown of HDAC5 was observed at the protein level, while HDAC3 protein levels were reduced to 22% (± 0.3) and 37% (± 3) when treated with HDAC3 siRNA and HDAC3+5 siRNA, respectively (Fig. 13.14C). Because double knockdown of HDAC3 and HDAC5 resulted in a similar decrease in expansions as for the single knockdowns, one can surmise that they act together to promote expansions, unlike the synergistic interactions between class I and II HDACs in yeast (Debacker et al., 2012).
Figure 3.14 HDAC3 and HDAC5 siRNA double knockdowns. A. Expansion frequencies following siRNA treatments. All frequencies were normalized to scrambled siRNA. n = 3. (*P<0.05). B. Expansion sizes measured subsequent to siRNA treatment. 16 genetically independent expansions for scrambled siRNA, 13 for HDAC3 siRNA, 12 for HDAC5 siRNA and 9 for double HDAC3+HDAC5 siRNA. C. Representative western blot showing HDAC3 and HDAC5 expression. D. Graph summarising mRNA levels following siRNA treatment, mRNA levels were normalized to that of scrambled siRNA and HPRT; n=2. Error bars denote ± one SEM for A and range for D.
3.4 Discussion

The data presented in this chapter identifies specific HDACs as key factors that mediate expansions TNR expansions, which is in agreement with the observations in yeast that Rpd3L and Hda1 promote expansions of threshold-length repeats (Debacker et al., 2012). Modulation of HDAC3 function by a small molecule inhibitor or depletion by siRNA knockdown resulted in an elimination of 70-80% of expansions, while interfering with HDAC1 and HDAC2 did not influence expansions. This implies that specific class I HDACs act to promote expansions in human cells. Although, HDAC3 involvement in mediating instability in SVG-A cells encompasses expansions, it does not extend to contractions as ascertained by siRNA depletion of HDAC3 having no impact on contraction frequency. Conversely, the HATs CBP and p300 were found to stabilise repeats, which complements a previous study in Drosophila whereby CBP was shown to circumvent the occurrence of (CTG)\textsubscript{78} expansions (Jung and Bonini, 2007). With regard to class II HDACs, HDAC5, like HDAC3, was shown to promote expansions, perhaps through the same pathway. In contrast HDAC9 appears to inhibit expansions. The identification of specific HDACs as proteins that promote expansions and HATs as inhibitory factors, taken together with the findings in yeast that HDACs act to promote expansions, demonstrates a key link between acetylation and deacetylation in controlling TNR instability. This observation is in line with a growing body of evidence in transgenic mouse models and human cells implicating a number of chromatin-modifying/epigenetic factors in repeat instability including DNMT1, HDACs, CBP and CTCF (Gorbunova et al., 2004; Jung and Bonini, 2007; Dion et al., 2008; Libby et al., 2008). Importantly, the work described in this chapter in combination with the yeast data is the first report identifying individual HDACs acting to promote TNR expansion, as the only other experiment to identify a role for HDACs was in a Drosophila model of SCA3 whereby a ~3-fold reduction in expansions was observed using TSA, a pan inhibitor for class I and II HDACs (Jung and Bonini, 2007). Furthermore, the work reported here and in the yeast experiments is the first to decipher a role for chromatin modifying enzymes in mediating expansions near the threshold.

The parallels in the data from human cells and yeast compound evidence for specific HDAC being causative for expansions though it appears that not all aspects of expansion modulation are shared between yeast and humans. In yeast, double mutants for Rpd3 and Hda1 revealed highly additive effects contributed by these two HDAC complexes in the process of promoting expansions. However, this does not seem to be the case in SVG-A cells with HDAC3 and HDAC5 knockdown resulting in a similar extent suppression of expansions as for single knockdowns. Given the reasonably conserved expansion-promoting action of HDACs in yeast and humans, how can we reconcile these seemingly conflicting
results? One possibility is that the detection limit of the expansion assay does not allow measurement of expansions in SVG-A cells below this point, thereby masking any dramatic expansion phenotypes. However, measurement of the background expansion frequency of the plasmid used in this experimental set revealed that technically expansion frequencies as low as 0.6% compared with scrambled siRNA could be detected, whereas 25% was the lowest frequency measured for the HDAC3 and 5 siRNA experiment. Moreover, in some individual experiments expansion frequencies as low ~10% of that of scrambled siRNA-treated cells were recorded. Thus, it is improbable that a saturation of the detection capacity of the expansion assay can be attributed to the lack of synergy observed for HDAC3 and HDAC5. Another explanation for the discrepancy between the yeast and human cells is that perhaps the levels of proteins remaining following double knockdown is sufficient to at least partially promote expansions, thus the expansion phenotype is not fully revealed under these conditions. This is an inherent issue with using RNAi as a method of modulating proteins. Indeed, simultaneous treatment with HDAC3 and HDAC5 did show less stringent knockdown of HDAC3 compared with single siRNA. However, it might not explain the disparity as it is doubtful that the quite modest difference in levels would be sufficient to cause variations in phenotype. Furthermore, treatment of SVG-A cells with individual HDAC5 siRNAs (#5 and 7) only decreased HDAC5 mRNA levels to ~50%, which was adequate to cause a decrease in expansions.

An alternative reason why additive effects are not observed for HDAC3 and HDAC5 in promoting expansions is that they are in fact acting in the same pathway. However, the evidence for this is not clear-cut. This notion is supported by evidence for HDAC5 binding to HDAC3 (Fischle et al., 2002). It has been proposed that all of the class IIa enzymes (HDAC4, 5, 7 and 9) have intrinsically low deacetylase activity on acetyl-lysine substrates due to the presence of a His residue at amino acid 298 in the binding pocket instead of a Tyr residue for class I HDACs (Lahm et al., 2007). One school of thought is that class IIa enzymes may act to direct deacetylase activity at acetylated lysines by recruiting HDAC3 (Fischle et al., 2002). It has been shown that HDAC4/5 recruit HDAC3, which deacetylates and thereby activates FOXO transcription factors required for expression of gluconeogenic genes (Mihaylova et al., 2011). However in the case of promoting expansions, loss of either HDAC3 or HDAC5 suppresses expansions indicating that if HDAC3 and HDAC5 act in a complex to execute this function, one HDAC can compensate for the other. Such an interaction has not been described in the literature but the well-established interactions between HDAC3 and HDAC5 suggest the potential for overlap of functions between these two proteins.
A somewhat unanticipated finding from the results presented in this chapter was the observation that knockdown of HDAC9 increases expansions indicative of a protective role for expansions. Taken together with the findings that HDAC3 and HDAC5 promote expansions, this indicates that specific HDACs, even members of the same family, have directly opposing actions in expansion mutagenesis. Studies have shown that HDACs can mediate contrasting effects on related biological processes, with numerous cases reported for neuronal survival in various species. In a *C. elegans* HD model, loss of the homologue of HDAC1 resulted in a potentiation of neurodegeneration, while knockdown of the HDAC3 homologue suppressed neurotoxicity (Bates et al., 2006). In mammalian systems, HDAC3 and HDAC5 appear to contribute to neuronal degeneration (Linseman et al., 2003; Bardai and D'Mello, 2011), while HDAC7 and HDRP, a truncated HDAC9 isoform lacking the catalytic domain, have been proposed to be neuroprotective (Morrison et al., 2006; Ma and D'Mello, 2011). Given the precedent that specific HDACs contribute differential effects in certain process, it seems plausible that expansions are governed by specific HDACs in different ways i.e. preventing and causing expansions.

The observation that HDAC9 acts in an antagonistic manner to HDAC3/5, while HDAC1 and possibly HDAC2 do not affect expansions implies that only specific HDACs contribute to the control of expansions. Bearing this in mind, it might be informative to identify which if any of the remaining untested HDACs affect expansions to determine what the key expansion mediators and protectors are in this group of enzymes. The observation that HDACs can have distinct and often opposing roles in expansions, in addition to the other biological processes mentioned above, illustrates the importance of targeting individual HDACs to clearly determine their contributions rather than using broad-spectrum pan HDAC inhibitors. In light of the findings presented in this chapter, a study performed in CHO cells treated with sodium butyrate, a pan HDAC inhibitor where no effects on TNR instability were reported might not be wholly informative (Gorbunova et al., 2004).

Cell growth was greatly reduced in cells treated with compound 3, 4b, HDAC1- and HDAC9-specific siRNAs. This observation concurs with the well documented cell cycle arrest resulting from HDAC inhibition or depletion (Ungerstedt et al., 2005; Wilson et al., 2006). While the cell viability data combined with total cell counts suggests that a decrease in cell proliferation is at play, analysis of cell cycle progression would confirm this. This decreased propagation did not appear to have major impact on expansion frequency as both chemical inhibition and siRNA-mediated knockdown of HDAC3 gave similar decreases in expansions, despite the slow cell growth only being detected in 4b-treated cells. The variation of drug versus siRNA treatments in the cells in the case of HDAC3 siRNA and 4b
might be attributable to off-target effects that are not applicable for the siRNA treatments. Notably, no cell-static effects were reported for lymphoblast cells following treatment of 4b at concentrations <20 µM (Thomas et al., 2008). This difference is likely due to the combinatorial impact of lipofectin-mediated transfection and 4b treatment in SVG-A cells.

HDAC1/2 do not seem to be required for modulating expansions in SVG-A cells. This finding helps to tentatively rule out a protective role for HDAC1/2 against expansions by promoting non-homologous end-joining (NHEJ) shown in yeast to prevent instability arising from DSBs (Sundararajan et al., 2010). It has been shown that inhibition of HDAC1 and HDAC2 leads to defective NHEJ (Miller et al., 2010). These HDACs are recruited to DNA damage sites to promote deacetylation of H3K56 thereby regulating binding of NHEJ factors to DSB sites (Miller et al., 2010). No change in expansion frequency was observed when HDAC1 and HDAC2 were inhibited by compound 3 or when HDAC1 levels were depleted by siRNA. This may indicate that NHEJ does not play a role in modulating expansions at the threshold in SVG-A cells, although this evidence is indirect as a role for NHEJ was not directly assessed in this study. Indeed, NHEJ is unlikely to be mechanistically applicable to threshold length repeats as DSBs are less frequent in shorter alleles (Callahan et al., 2003). This provisional finding correlates with the observation that DM1 mice (>300 CTG repeats) crossed with mice knockout for the NHEJ gene DNA PKcs did not affect intergenerational repeat instability (Savouret et al., 2003).

A key question arising from the novel finding that certain HDACs promote expansions is how do these enzymes play a causal role in TNR instability. This chapter is devoted mainly to reporting the identification of particular HDACs as novel factors that accelerate expansions with mechanistic avenues only being briefly explored. What can be stated is that it is distinctly improbable that HDACs are acting in a previously uncharacterised capacity to directly add repeats within a TNR tract so the effect is likely mediated through their acetylation activities to influence factors that promote expansions. Two broad models for this HDAC action in directing expansions can be proposed: (i) HDACs influence the chromatin structure surrounding the TNR tract thereby regulating access of proteins that promote and inhibit expansions (ii) HDACs are acting indirectly or at a distance to control the expression, stability and/or activity of trans-acting expansion-promoting proteins. Endeavours to elucidate the mechanism for HDACs’ role in favouring the occurrence of expansions have shown that it is unlikely that TNR chromatin acetylation status controls TNR expansions (Debacker et al., 2012). The data in yeast imply that Rpd3L and Hda1 are mediating their influence on expansions through distant effects.
The possibility that deacetylation of non-histone proteins that then act in trans to promote expansions was tested in yeast. This led to the Lahue lab proposing that Rpd3L and Hda1 promote expansions at least in part through the hairpin-processing actions of Sae2, likely by catalysing its deacetylation and consequent stabilisation (Debacker et al., 2012). In a separate study, sae2 and mre11 yeast mutants with longer repeats (CAG)$_n$ exhibited increased expansion frequencies likely due to increased breakage of these alleles engaging Sae2 and Mre11 end-joining action in the context of DSB repair (Freudenreich et al., 1998; Sundararajan et al., 2010). In yeast with shorter repeat tracts, Sae2 and Mre11 promote expansions possibly via processing of hairpin substrates, offering an explanation for the different expansion outcomes for these proteins. However, this attractive nuclease model is not applicable to explaining how HDACs act to effect expansions in SVG-A cells. Knockdown of the Sae2 human homologue, CtIP or MRE11 did not mediate any reduction in the incidence of expansions in SVG-A cells suggesting that HDACs are not promoting expansions via these proteins in human cells. A probable explanation for this outcome is that CtIP is deacetylated by the class III HDAC, SIRT6, which results in stimulation of its DNA resectioning activity, with no reported activity for class I or II HDACs (Kaidi et al., 2010). Kaidi et al., 2010 observed no impairment in camptothecin-induced DNA damage response upon treatment with sodium butyrate and as a result did not examine the contribution of individual class I or II HDACs to CtIP activity. Class III HDACs were not examined for a role in expansions in our study. The work presented in this study rules out any involvement of a pathway involving CtIP being regulated by SIRT6 in the control of TNR expansions. In order to conclusively determine any contribution of class III HDACs to instability, more direct investigations are required such as using the pan-class III inhibitor nicotinamide and/or siRNA directed against individual sirtuins. In yeast, specific sirtuins were ruled out as factors that control expansions (Debacker et al., 2012).

This study revealed HDAC3 and HDAC5 to be key players in expansion causation, whereas the HATs CBP/p300 were found have the contravening effect of suppressing expansions congruent with their opposing enzymatic roles in regulation of acetylation status. Interestingly, CBP/p300 and these HDACs share many of the same non-histone substrates. Acetylation of the male sex determining protein SRY by p300 results in its nuclear localisation and augments its DNA binding ability; deacetylation by HDAC3 reverses this (Thevenet et al., 2004). Furthermore, the transcription factor glial cell missing (GCMa), which is important in development, is deacetylated by HDAC3 and acetylated by p300 and p300/CBP-associated factor (PCAF) (Chuang et al., 2006). HDAC3-mediated deacetylation of myocyte enhancer factor 2 suppresses its transcription factor activity, while p300 and PCAF catalyse its acetylation thereby enhancing its DNA binding and transcriptional ability.
A striking finding in the latter two examples was that HDAC3 deacetylated the relevant antagonistic HATs, inhibiting their functions in the aforementioned pathways (Chuang et al., 2006; Gregoire et al., 2007). HDAC5 was also identified to be involved in promoting expansions in SVG-A cells in this study. Overexpression of HDAC5 reduced NFATc1 acetylation, a transcription factor involved in immune response and osteoclastogenesis (Kim et al., 2011). The same group demonstrated that NFATc1 is stabilised by acetylation by PCAF, which is enhanced by p300 acetylation of PCAF. These observations coupled with the finding that HDAC3/5 and p300/CBP have opposing actions in the modulation of TNR expansions in SVG-A cells provides some evidence that these chromatin-modifying enzymes might act on one or more as of yet unknown and/or unidentified non-histone targets, which in turn control the occurrence of expansions. In other words, the balance of HATs and HDACs enzymatic activities may influence the activity, stability or expression of key proteins that are proposed to be involved in controlling TNR mutagenesis. There is no immediately apparent candidate protein that fits this description.

In summary, the results presented in this chapter propose a role for specific class I and II HDACs in controlling somatic instability. While HDAC3 and HDAC5 were identified as novel promoters of expansions, HDAC9 acts to inhibit expansions suggesting a complex interplay underlies control of expansions by HDACs. Furthermore, the HATs CBP and p300 were found to prevent expansions. There is no clear mechanism for how these acetylation-controlling enzymes are involved in controlling expansions, a complexity underpinned by their many roles throughout the cell (Spange et al., 2009). Two general models for how HDACs promote expansions are based on whether HDAC activity is localised to or distant from the repeat region. These models may not be mutually exclusive. Direct testing of aspects these models is addressed in chapter 4. The key findings presented in this chapter are that the acetylation/deacetylation activities of specific HDACs and HATs are crucial to determining TNR expansion outcomes.
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CHAPTER 4

Role of mismatch repair proteins in TNR expansion

Some of the material presented in this chapter was presented in the following article:

“MutSβ and histone deacetylase complexes promote expansions of trinucleotide repeats in human cells”

Submitted to Nucleic Acid Research

Anne-Marie Gannon*, Aisling Frizzell*, Evan Healy and Robert Lahue

*: Equal contributions
4.1 Summary
Mismatch repair (MMR) proteins, specifically MutSβ, have been implicated in driving expansions in several transgenic mouse models. While the requirement for MMR proteins for promoting expansion of long, disease-causing alleles is well established, it is unknown if this mutational mechanism is applicable to shorter repeats.

siRNA knockdown of the MutSβ subunits MSH2 and MSH3 suppressed expansions of threshold-length repeats, while depletion of the MutSα subunit MSH6 had no effect. These findings imply a direct role for MutSβ in promoting expansion of threshold-length CTG•CAG tracts. To test for a functional interaction between HDAC3, which was previously shown to promote expansions, and the MMR factor MSH2, double knockdowns of HDAC3 and MSH2 were performed. Simultaneous knockdown of HDAC3 and MSH2 led to an expansion phenotype that was indistinguishable from knockdown of either MSH2 or HDAC3 alone. This finding implies that HDAC3 and MutSβ are working to promote expansions of CTG•CAG repeats in SVG-A cells through a shared pathway. Expression levels of MSH2 and MSH3 were unchanged in HDAC3 knockdown cells and modestly decreased in cells treated with the HDAC3 inhibitor 4b, suggesting that HDAC3 does not promote expansions by altering transcription or protein turnover of MSH2 or MSH3.
4.2 Introduction

Although MMR normally functions to detect and repair mismatches, the counterintuitive notion that proteins involved in this process are implicated in inducing expansions is well supported. A large body of evidence from several mouse models indicates that MutSβ is a facilitator of expansions of disease-length CTG alleles in transgenic mouse models of TNR diseases as reviewed in chapter 1 (Manley et al., 1999; Kovtun and McMurray, 2001; van den Broek et al., 2002; Savouret et al., 2003; Wheeler et al., 2003). It is unknown whether there are mechanistic differences between expansions of long repeat tracts and short, near-threshold alleles, or whether the same factors promote expansions of both. In support of the idea that MutSβ could promote expansion of repeats near the threshold, biochemical studies using human cell extracts indicate that MutSβ is required for repair of small CTG slip-outs (Panigrahi et al., 2010), while purified MutSβ also binds short (CAG)$_n$ and (CTG)$_n$ hairpins in vitro (Owen et al., 2005; Tian et al., 2009; Lang et al., 2011). Nevertheless, it is possible that MMR functions differently at shorter repeats, as indicated by work in yeast. Studies in yeast have eliminated a role for MMR in contributing to TNR instability for repeats near the threshold. (CAG)$_{25}$•(CTG)$_{25}$ expansion rates in msh2, msh3 and pms1 mutants were comparable with the wild-type strain (Miret et al., 1998; Rolfsmeier et al., 2000). Strikingly, MMR was shown to be a major force in the stabilisation of interrupted alleles in yeast (Rolfsmeier et al., 2000). However, msh2, msh3 and pms2 mutants did not influence larger contractions or expansions in tracts of (CAG)$_{50}$•(CTG)$_{50}$ or (CTG)$_{64-92}$•(CAG)$_{64-92}$ (Miret et al., 1997; Schweitzer and Livingston, 1997). These findings were largely in contrast with data from the mouse studies. In light of this contradiction, the incongruence between yeast and mice studies may reflect different instability mechanisms among species. I decided to investigate what involvement they have for expansions near the threshold length in human cells to clarify this issue.

In addition to establishing whether MMR plays a role in expansion of repeats near the threshold in SVG-A cells, this chapter focuses on identification of potential mechanistic links between HDACs and effectors of expansions. The findings presented in chapter 3 infer a role for specific HDACs in promoting TNR expansions. Because HDACs are implicated in a wide range of biological processes, this complicates the question of how they facilitating the occurrence of expansions. Despite this complexity, the mechanism in yeast has been at least partially established with the finding that Sae2, which is protected from autophagic degradation by Rpd3 and Hda1, and Mre11 promote expansions (Debacker et al., 2012). However, the human homologue of Sae2, CtIP did not affect expansions in SVG-A cells (Chapter 3) likely due to its deacetylation being directed by SIRT6, rather than class I or II
HDACs (Kaidi et al., 2010). This candidate-based approach to investigating a mechanistic hypothesis for HDACs was extended to factors that are known to promote expansions in different model systems. Candidates that were tested included specific MMR repair proteins. Firstly, however, a role for these proteins in promoting expansions in SVG-A cells had to be established.

A similar approach to address the involvement of MMR in expansions was used as for most of Chapter 3. Specifically, siRNA knockdown of MSH2, MSH3 and MSH6 was performed to identify which, if any, of the MMR recognition complexes were relevant for expansions in SVG-A cells. Also, a mechanistic association between HDAC3 and MSH2 in the promotion of expansions was investigated.
4.3 Results

4.3.1 Role of MSH2 and MSH3 in TNR expansions

To determine if specific MMR factors contribute to TNR expansion of repeats approaching the threshold range in human cells, components of MutSβ and MutSα were investigated. If MMR factors do indeed promote expansion of shorter TNRs in a similar manner to the longer disease-length alleles tested in mice, then using RNAi to reduce expression levels of MSH2 and MSH3 ought to result in a decrease in expansions.

To this end, SVG-A cells were treated with MSH2 and MSH3 siRNA and then utilized for the shuttle vector expansion assay. Depletion of MSH2 resulted in a significant reduction in expansion frequency of 2.9-fold relative to scrambled siRNA ($P=0.02$; Fig 4.1A). This implies a role for MSH2 in promoting expansions in SVG-A cells, indicating that expansion of shorter repeats is governed at least in part by a similar mechanism as for longer disease-length repeats. Analysis in HeLa and HL-60 cells demonstrated that the MutSα complex is 6-10-fold more abundant than MutSβ, thus the majority of MSH2 is in the form of MutSα (Genschel et al., 1998). Despite being lower in abundance, evidence suggests that MutSβ is the relevant MMR complex in promoting expansions. In DM1 transgenic mice, loss of one MSH3 allele was sufficient to decrease the frequency of germline expansions, suggesting that MSH3 is a limiting factor in mediating TNR expansions (Foiry et al., 2006). This finding was corroborated in HD knock-in mice crossed with mice deficient in MMR genes, whereby striatal instability was significantly decreased in Msh3−/− mice but not in Msh2−/− mice (Dragileva et al., 2009). In light of the importance of MSH3 in mediating instability in mice, the effect of siRNA knockdown of MSH3 on TNR expansions was evaluated. Knockdown of MSH3 resulted in a similar extent of expansion suppression (~2.6-fold) ($P=0.03$; Fig 4.1B) as for MSH2 (2.9-fold). The observed decrease in expansions following MSH2 and MSH3 depletion suggests that they normally act to promote expansions in this system.

Analysis of the spectra of expansions in MSH2 and MSH3 knockdown cells did not reveal any notable differences compared with scrambled siRNA control cells (Fig. 4.1C&D). The weighted average increase in expansions was calculated as +10.8 and +9.4 for scrambled and MSH2 siRNA, respectively. Similarly, there was no change in the spectrum of expansions upon MSH3 knockdown with weighted average expansion increases of +9.9 and +10.5 for scrambled and MSH2 siRNA, respectively. The uniformity across the mutation spectra is
consistent with lower incidences of expansions rather than knockdown precluding the
disappearance of a certain size class.
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Figure 4.1 Role of mismatch repair proteins MSH2 and MSH3 in expansions.
Expansion frequencies following siRNA treatment against A. MSH2 and B. MSH3. All
frequencies were normalized to scrambled siRNA. n = 4 for MSH2 siRNA, n= 3 for MSH3
siRNA (*P<0.05) Error bars denote ± one SEM. Expansion sizes for C. MSH2 experiments;
31 genetically independent expansions for scrambled siRNA, 26 for MSH2 siRNA and for
D. MSH3 experiments; 14 for scrambled siRNA and 11 for MSH3 siRNA.

To confirm knockdown of MSH2 and MSH3 by siRNA, western blotting was performed.
MSH2 levels were reduced by 72% (± 4) in cells transfected with MSH2 siRNA, while
siRNA directed against MSH3 depleted cognate protein expression by 79 % (± 4) (Fig. 4.2A-D).

![Western Blot Images](image)

**Figure 4.2 Expression of MSH2 and MSH3 following siRNA depletion.** Representative western blots of A. MSH2 expression in SVG-A cells treated with MSH2 siRNA and C. MSH3 expression following MSH3 siRNA treatment. Quantification of B. MSH2 and D. MSH3 protein levels after knockdown, normalised to actin and to the scrambled siRNA control. Error bars denote ± one SEM; n= 3.

### 4.3.2 Knockdown of MSH6 does not influence expansions

The findings presented in section 4.3.1 imply that MutSβ promotes expansions. In order to determine if MutSα is involved in modulating expansions in SVG-A cells, knockdown of the MutSα-specific subunit MSH6 was performed. Based on work in transgenic mice, the prediction inferred is that MSH6 does not play a similar role to MSH2 and MSH3 in promoting TNR expansion. However, indirect effects of MSH6 deficiencies have been reported in transgenic mice. A possible outcome was that knockdown of MSH6 might result in an increase in expansions, as was observed for DM1 mice bearing a (CTG)₈₄ repeat tract deficient in MSH6 (van den Broek et al., 2002). This effect was ascribed to the competition between MSH3 and MSH6 for binding to MSH2 being shifted in favour of MSH3. Furthermore, for maternal transmissions in an MSH6⁻/⁻ DM1 mouse, expansions were decreased likely due to the observation that ovaries deficient in MSH6 had significantly lower amounts of MSH2 and MSH3 (Foiry et al., 2006). No indirect effects that were
reported for MSH6 were borne out in our system, with depletion of MSH6 in SVG-A cells not showing any change in expansion frequency (Fig 4.3A). Specifically, compared with scrambled siRNA-treated cells, cells deficient in MSH6 showed a 1.1 fold increase in expansion frequency ($P = 0.76$). The observation that loss of MSH6 does not impact on expansions, whereas knockdown of MSH2 and MSH3 evokes a diminishment in expansions, compounds evidence for MutSβ being the relevant MMR complex in promoting expansions in SVG-A cells.

The expansion mutation spectra in MSH6-deficient and scrambled siRNA-treated cells overlapped, indicating that MSH6, in addition to not playing a role in influencing the frequency of expansions, does not influence the size of expansions (Fig 4.3B). This was further borne out by determination of weighted average increase in size of expansions, which was +10.6 for scrambled siRNA and +10.4 for MSH6 siRNA. Overall, this data excludes a role for MSH6 in modulating expansions.

Knockdown of MSH6 was verified by western blot, showing a 69% reduction in MSH6 levels following siRNA transfection (Fig. 4.3C&D). Stable knockdown of MSH6 to a relatively similar level in another study led to suppression of MMR-induced double strand breaks following chromium treatment, indicating that the absence of a phenotype in our system is not likely to be due to residual expression of MSH6 following siRNA knockdown (Zecevic et al., 2009).
Figure 4.3 Expansions in SVG-A cells treated with MSH6 siRNA.
A. Expansion frequencies subsequent to treatment with MSH6 siRNA. All frequencies are normalised to scrambled siRNA. Error bars denote ± one SEM; *, $p<0.05$ compared to scrambled siRNA control; n= 3. B. Expansion sizes for MSH6 siRNA-treated cells: 19 genetically independent contractions for scrambled siRNA, 25 for MSH6 siRNA. C. Representative western blots confirming knockdown of MSH6. D. Quantification of MSH6 proteins levels normalised to actin and to the scrambled siRNA control cell levels. Error bars denote ± one SEM; n = 3.
4.3.3 Effect of double knockdown of HDAC3 and MSH2 on expansions

Following the observation that the majority of expansions in SVG-A cells are at least in part mediated by the MMR complex MutSβ, we wondered whether a link between these promoting factors and HDAC3 existed. We tested whether HDAC3 is acting through MMR to generate instability for a number of reasons. Firstly, the extent of suppression of expansions was similar upon inhibition of HDAC3 by 4b (3.3 to 4.3-fold, Chapter 3), knockdown of HDAC3 (4.2-fold, Chapter 3) or siRNA knockdown of MSH2 (2.9-fold) or MSH3 (2.6-fold). Secondly, a recent study showed that down-regulated MMR expression was coincidental with reduced instability upon differentiation of myotonic dystrophy stem cells, consistent with reduced expansion frequencies observed in knock-out mice of these proteins (Seriola et al., 2010). In light of the well-established functions of HDACs in control of gene expression, it seemed reasonable to envisage that HDAC3 might regulate MSH2 and MSH3 expression, thereby influencing their role in promoting expansions. Another rational possibility for the concerted action of HDACs and MMR proteins is that perhaps HDAC3 favours access of MutSβ to the repeat tract through modification of TNR chromatin, where it acts to incite expansion. Taking this into consideration, it was decided to perform double knockdowns of HDAC3 and MSH2 to test the possibility of these proteins working together to stimulate expansions.

Combinatorial knockdown of MSH2 and HDAC3 in SVG-A cells resulted in a statistically significant 3.2-fold reduction in expansion frequency compared to scrambled siRNA-treated cells ($P = 0.009$; Fig. 4.4A). Notably, this decrease is in line with that observed for the single HDAC3 and MSH2 knockdowns performed alongside, which were calculated to be 4.5-fold and 3.6-fold, respectively ($P = 0.006$ and 0.008, respectively; Fig. 4.4A). Furthermore, statistical analysis revealed no significant differences between the single knockdowns and the double ($P$ vs HDAC3 = 0.22 and $P$ vs MSH2 = 0.32) inferring that HDAC3 is acting in a shared pathway with MSH2 to promote expansions. Examination of the expansion sizes did not identify any differences between the expansion spectra for the different siRNA treatments (Fig. 4.4B). Confirmation of specific, efficacious knockdown is shown in Figure 4.5. In cells transfected with MSH2 and HDAC3+MSH2 siRNA, MSH2 levels were decreased by 79% ($\pm$ 3) and 83% ($\pm$ 1), respectively (Fig. 4.5A and B). HDAC3 levels were reduced by 81% for single HDAC3 siRNA- and double siRNA-treated cells (Fig. 4.5A and B).
A.

Figure 4.4 Effect of double knockdown of HDAC3 and MSH2 on expansions.  

A. Expansion frequencies following separate siRNA treatments against HDAC3 and MSH2 and a simultaneous HDAC3+MSH2 siRNA treatment. All frequencies were normalized to scrambled siRNA. n = 3 (*P<0.05) Error bars denote ± one SEM.  

B. Expansion sizes, derived from PCR analysis. 23 genetically independent expansions for scrambled siRNA, 14 for HDAC3 siRNA, 15 for MSH2 siRNA and 15 for HDAC3+MSH2 siRNA.

Since HDAC3 and MutSβ seem to act through a common pathway that promotes expansions of CTG•CAG repeats in SVG-A cells, my attention shifted to identifying the mechanism of this connection. One possibility alluded to at the beginning of section 4.3.3 is that expression of MSH2/MSH3 is enhanced by HDAC3. Upon impairment of HDAC3, it might be expected that expression of these factors is downregulated either through transcription or by affecting stability of the proteins. Furthermore, direct deacetylation of proteins can influence their stability. HDAC1 has been reported to deacetylate DNMT1, protecting it from proteasomal degradation (Du et al., 2010). Furthermore, Sae2 is stabilised in a manner dependent on Rpd3 and Hda1 (Robert et al., 2011). If HDAC3 positively regulates the expression or stability of MMR repair proteins, then this might explain why double knockdowns of HDAC3 and MSH2 suppress expansions to the same extent as the respective single knockdowns.
I tested MSH2 protein levels following treatment of SVG-A cells with siRNA and/or the HDAC3 inhibitor, 4b. Quantitation of proteins levels from three independent experiments showed that depletion of HDAC3 by siRNA did not effect any change in MSH2 expression as determined by western blotting (Fig. 4.5A and B). Thus, while specific knockdown was achieved, no change in protein expression of MSH2 following depletion of HDAC3 was observed.

4.3.4 Expression of MMR proteins in 4b-treated SVG-A cells
Based on the observation that HDAC3 knockdown did not alter MSH2 levels in SVG-A cells, a similar outcome might be expected upon treatment by the small molecule inhibitor 4b. SVG-A cells were treated with 10 and 20 μM 4b for 48 hr and subsequently analysed for changes in expression of MSH2 and MSH3 by western blotting. MSH2 levels were reduced to a modest but statistically significant 58% in cells treated with 20 μM 4b compared to cells treated with DMSO (P = 0.01; Fig. 4.6A and B). This is in contrast to what was observed for HDAC3 siRNA-treated cells, but is in line with microarray studies using a colon cancer cell line SW480 where shRNA knockdown of HDAC3 led to a similar decrease in expression of MSH2 (Godman et al., 2008). MSH3 levels were reduced to 70% in cells treated with 20 μM 4b.
4b ($P = 0.2$). PMS2 was also included in these analyses. Pms2-null mice were shown to have a 50% reduction in somatic expansions (Gomes-Pereira et al., 2004). PMS2 levels were doubled in cells treated with 20 µM 4b ($P = 0.03$; Fig. 4.6A and B). Again these are in line with microarray data (Godman et al., 2008) but knockdown of HDAC3 by siRNA in SVG-A cells did not alter MSH2 or MSH3 levels (Fig 4.5A-B; (Gannon et al., Submitted). Despite the inconsistency between siRNA and inhibitor studies, it is unlikely that the modest changes in MSH2 and MSH3 expression in 4b-treated cells are sufficient to explain a functional connection between HDAC3 and MSH2/3 in facilitating expansions as discussed in section 4.4.

**Figure 4.6 Expression of MSH2, MSH3 and PMS2 in 4b-treated SVG-A cells.**  
A. Western blot analysis of MSH2, MSH3 and PMS2 levels in SVG-A cells treated with DMSO, 10 and 20 µM 4b. β-actin was used as a loading control.  
B. Quantification of MSH2, MSH3 and PMS2 levels normalised to actin and to the DMSO-treated cell levels. n= 3 (*$P<0.05$ vs DMSO control) Error bars denote ± one SEM.
4.4. Discussion

The data presented in this chapter provide further insights into the mechanisms of TNR instability. While it has been well documented that MMR plays a role in mediating TNR instability in transgenic mice bearing disease-length repeats, little data was available on whether this action is restricted to pathogenic repeats or whether it is applicable for shorter, threshold-length repeats. Using siRNA silencing in conjunction with the shuttle vector expansion assay, it was determined that MSH2 and MSH3 promote TNR expansions in SVG-A cells, as knockdown of the MutSβ subunits impeded expansions. In contrast, depletion of MSH6 did not exert any alterations in the frequency of expansions, implying the relevance of MSH2/MSH3 dimers rather than MSH2/MSH6. Intriguingly, HDAC3 appears to be mediating its stimulatory effect on expansions through a mechanism involving MSH2.

The inference that MutSβ is the relevant MMR complex involved in mediating TNR expansions for near-threshold repeat lengths is in agreement with data from transgenic mouse models harbouring long alleles (van den Broek et al., 2002; Savouret et al., 2003; Foiry et al., 2006; Dragileva et al., 2009). MutSβ is thought to exert its influence on expansions through direct interaction with the TNR, since the complex binds CAG and CTG hairpins in vitro (Owen et al., 2005; Lang et al., 2011). Furthermore, ChIP experiments indicated that both MSH2 and MSH3, but not MSH6, were enriched immediately downstream of a long GAA repeat tract in induced pluripotent stem cells (iPSCs) derived from FRDA fibroblasts compared to control iPSCs derived from normal fibroblasts (Ku et al., 2010). To determine if MutSβ is enriched at the TNR region in SVG-A cells, cells were transfected with shuttle vector containing a (CTG)_{22} tract or a randomised (C,T,G)_{22} tract that is not prone to forming secondary structure and occupancy of MMR factors was determined by ChIP (Gannon et al., Submitted). This analysis revealed that MSH2 and MSH3, but not MSH6, were enhanced at the repeat region compared to the control tract. This finding supports the concept that expansions detected in SVG-A cells are at least partially generated by a mechanism involving MSH2 and MSH3, which is congruent with mouse model data.

One of the key findings is that HDAC3 and MSH2 promote expansions through a common pathway in SVG-A cells. What is the mechanistic link between these two proteins in facilitating expansions of CTG•CAG repeat tracts near the threshold? Various models are presented in figure 4.7 and discussed below. One manner in which HDACs might control expansions through MMR is in cis through deacetylation actions on histones near the repeat (Fig. 4.7A). The locus-specific nature of TNR mutability implies the importance of cis-
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elements in these events, thus HDACs mediating their effects on expansions in cis would help explain this site specificity (Goellner et al., 1997). A role for chromatin modification by HDACs of histones near the TNR in instability is further supported by the observation that tracts with similar length and sequence composition exhibit different levels of instability for different loci (La Spada et al., 1992; Leeflang et al., 1995; Richards, 2001). A potential scenario is that deacetylation favours access of MMR proteins that promote expansions and/or precludes access of proteins that inhibit expansions, thus redressing the balance towards expansions. In support of this hypothesis, close examination of ChIP experiments at expanded FXN alleles reported in FRDA iPSCs reveals a correlation between heterochromatic histone marks and MutSβ occupancy (Ku et al., 2010), although MSH3 has been shown to be excluded from heterochromatin in msh3-null MEFs (Holt et al., 2011). In an effort to address the possibility that HDAC3 action on TNR chromatin promotes recruitment of MMR proteins, ChIP experiments to assess changes in occupancy of MMR proteins at the repeat tract in HDAC3 siRNA-treated SVG-A cells were performed. If HDAC3 acts to promote access of MSH2 and MSH3 to the repeat tract, then knockdown of HDAC3 should lead to a decrease in occupancy of these proteins. No change in occupancy of MSH2, MSH3 or MSH6 was observed in HDAC3 siRNA-treated cells compared with scrambled siRNA implying HDAC3 does not influence expansions by favouring occupancy (Gannon et al., Submitted). Thus the mechanism of action might be indirect, similar to yeast (Debacker et al., 2012) and Drosophila where loss of CBP increased expansions but changes in acetylation were not observed near the repeat (Jung and Bonini, 2007). In yeast, evidence suggests that expansions are minimally affected whether the TNR is integrated at different loci that are sensitive or insensitive to the effects of sin3 mutation on transcription and local histone acetylation (Debacker et al., 2012). However, the ChIP data in SVG-A cells do not rule out the possibility that other factors might functionally interact with MSH2 and MSH3 to promote expansions. Downstream repair proteins might be the target of alterations in chromatin composition at the tract.

In an effort to elucidate if HDAC3 influences the expression of MMR proteins (Fig. 4.7B), steady-state protein levels were monitored following HDAC3 knockdown and inhibition. The observation that a decrease in MSH2 expression, albeit modest, followed treatment of SVG-A cells with the 4b inhibitor but not when HDAC3 is knocked down by siRNA might reflect a HDAC3-independent effect. The inhibitor is reported to be effective against HDAC1, although not as potently as for HDAC3 (Jia et al., 2012), so perhaps the discrepancy between the inhibitor and HDAC3 siRNA expression data can be explained by HDAC1 involvement. However, similar changes in expression as observed in 4b-treated cells were reported in a microarray study using a colon cancer cell line SW480 with shRNA
knockdown of HDAC3 (Godman et al., 2008). Nevertheless the changes in expression levels in 4b-treated cells are mild for MSH2 and MSH3, and would be unlikely to account for the suppression of expansions. Mice heterozygous for Msh2 displayed similar levels of expansions as wild-type, implying that one copy (50% of protein level) of Msh2 is not sufficient (Savouret et al., 2003). Furthermore, MSH3 levels were mildly decreased in 4b-treated cells. MSH3 has been identified as a limiting factor in mediating TNR expansions with Msh3<sup>−/−</sup> transgenic mice displaying decreased instability (Foiry et al., 2006; Dragileva et al., 2009). However, the level remaining after 4b treatment in SVG-A is unlikely to be low enough for such an effect. Taken with the observation that no change in steady-state MSH3 levels was observed in SVG-A cells with HDAC3 knocked down (Fig 4.5, (Gannon et al., Submitted), this implies that HDAC3 does not strongly influence MSH3 expression. Thus, it can be concluded that HDAC3 is not promoting expansions by regulating MSH2 and MSH3 protein levels.

Therefore, the possibility that HDAC3 promotes CTG•CAG expansions by regulating MSH2 or MSH3 protein expression, or by controlling access of MutSβ to the repeat tract has been excluded. Acetylation sites have been identified on MSH2 but the function of this modification has not been elucidated (Choudhary et al., 2009). MSH2 acetylation sites were identified by mass spectrometry and are located at lysine 555 and lysine 635 (Choudhary et al., 2009), which are situated within the MSH3/MSH6 binding domain. Although the relevant HDAC(s) have not been identified and the consequences of this acetylation on MSH2 activity, expression or localisation have not been determined, it could be speculated that perhaps HDAC3 catalyses deacetylation of one or both of these lysines, which influences the ability of MSH2 to stimulate expansions. The ChIP data revealed that MSH2 and MSH3 enrichment at the TNR is not impaired in the absence of HDAC3 so we can speculate that this acetylation, if important in determining expansion, does not impair binding to the TNR tract (Gannon et al., Submitted). One possibility is that increased acetylation of MSH2 might negatively regulate its ATPase activity (Fig. 4.7C), which was previously shown to be required for TNR expansions in a DM1 mouse model (Tome et al., 2009). Whether ATPase activity is required for expansions in the SVG-A system has yet to be established. Additionally, this concept requires that HDAC3 deacetylates MSH2 and that the ATPase function is regulated through this acetylation, neither of which has been described.

An alternative scenario is that HDAC3 knockdown influences expression, TNR occupancy or activity of another unidentified factor that functionally interacts with MutSβ in promoting
expansions. Support for a functional MMR system in mediating expansion is garnered from
the finding in DM1 mice that the ATPase activity of MSH2 is necessary for expansions
(Tome et al., 2009). Moreover, mice lacking the MutL homologue PMS2, which forms a
heterodimer (MutLα) with MLH1 and interacts with mismatches identified by MutSα or
MutSβ to initiate excision and resynthesis, displayed a 50% decrease in somatic expansions
in DM1 mice (Gomes-Pereira et al., 2004). Additionally MLH1 can form a heterodimer with
PMS1 (MutLβ) or MLH3 (MutLγ). If any of the MutL proteins are involved in driving
expansions downstream of MutSβ, then they might represent the actual targets of HDAC3.
MLH1/PMS2 is thought to be the major MutL component of MMR but PMS2 is thought to
be partially redundant with MLH3 (Korhonen et al., 2007), which may also contribute to
instability. 4b treatment of SVG-A cells resulted in a 2-fold increase in PMS2 expression. If
HDAC3 inhibition serves to augment expression of the predicted promoting factor PMS2,
then it is not clear how it acts in concert to promote expansions. However, this increase in
expression has not been confirmed in cells treated with HDAC3 siRNA and may be an off-
target effect of the small molecule inhibitor. Further investigations are required to establish
the mode of action through which MMR is promoting expansion of short tracts in SVG-A
cells.

In Chapter 3, I presented evidence for HDAC3 and HDAC5 working together to promote
expansions. While the role of HDAC5 has not been addressed directly in this work, it is
supposed that it is acting in the same pathway described for HDAC3. In light of biochemical
analyses showing that HDAC3 interacts with HDAC5 (Fischle et al., 2002), and that class
IIa HDACs exhibit little or no deacetylase activity on acetyllysine residues (Lahm et al.,
2007; Bottomley et al., 2008), perhaps HDAC5 recruits HDAC3 to the relevant acetylation
residue to effect deacetylation. Further investigations are required to elucidate the
relationship between HDAC3, HDAC5 and MMR.

The findings presented in this chapter have answered a key question regarding the
involvement of MMR in expansions of CTG•CAG tracts near the threshold length. Studies
in yeast had previously shown that expansion of threshold length repeats did not involve
MMR (Miret et al., 1998; Rolfsmeier et al., 2000). Based on the observation that long repeat
tracts were also largely unchanged in yeast (Schweitzer and Livingston, 1997), and the
finding that MutSβ drives expansions of sub-threshold CTG•CAG repeats in human cells, it
is likely that some mechanistic differences regarding MMR involvement in TNR instability
may exist between yeast and mammalian systems. In further support of MutSβ promoting
expansions, MSH2 and MSH3 were shown to be enriched at the repeat region in SVG-A
cells. HDAC3 and MSH2 appear to be working in the same pathway to promote expansions but the nature of this mechanism has yet to be determined.

A.

B.

C.

**Figure 4.7. Models for concerted action of HDAC3 and MSH2/3.** A. Histone acetylation near the TNR tracts is altered leading to enhanced DNA access by MSH2 and MSH3 resulting in an increase in expansions. When HDAC3 is depleted or inhibited, access is limited and leads to a suppression of expansions. ChIP experiments have eliminated this model with no detectable difference in MutSβ binding to the \((CTG)_{32}\) tract upon HDAC3 knockdown. B. HDAC3 acts to promote the transcription or stability of MSH2 and MSH3. When HDAC3 is depleted or inhibited, MSH2/3 expression is depleted and expansions are reduced. C. HDAC3 directly deacetylates MSH2, enhancing its ATPase activity, which has been shown to be required for expansions in DM1 mice (Tome et al., 2009). This possibility is speculative and has not been tested. Other scenarios can be imagined wherein a factor that functionally interacts with MutSβ to promote expansions might be the target of HDAC3 action.
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Factors proposed to protect TNRs from expansion
Chapter 5

5.1 Summary
This chapter investigates if mechanisms proposed to protect against repeat expansion in yeast also play a similar role in SVG-A cells. Previous studies in the Lahue lab and others identified a role for the yeast helicase Srs2 in blocking expansions. One study indicated that this anti-expansion function of Srs2 also requires the error-free branch of the post-replication repair (PRR) pathway, including the Rad18 and Rad5 proteins. I used RNA interference in SVG-A cells to test human homologues of Srs2, Rad18 and Rad5 proteins as expansion-blocking factors. The prediction is that loss of a protective factor would increase expansion frequencies. Of the two proposed orthologues of Srs2, RTEL1 inhibits expansions, while FBH1 does not seem to be involved. Specifically, knockdown of RTEL1 in SVG-A cells resulted in a ~4.5-fold increase in expansions compared to cells treated with scrambled siRNA, while knockdown of FBH1 did not alter expansion outcomes. A role for PRR in moderating expansions was also established. Knockdown of hRAD18 and the human Rad5 orthologue, HLTF resulted in increased expansion frequencies. In contrast, siRNA depletion of a distinct Rad5 orthologue, SHPRH, did not alter expansions. To determine if RTEL1 acts in concert with PRR to inhibit expansions, double knockdowns of RTEL1 and RAD18 or RTEL1 and HLTF were performed. Double knockdowns stimulated expansions to a similar extent as the single knockdowns indicating that they are acting in a shared pathway to reduce expansions. In addition to Srs2 and PRR, several yeast and biochemical studies have demonstrated the importance of the flap endonuclease activity of Rad27 (FEN1) in preventing expansions. However, whether a corresponding function for FEN1 exists in higher organisms is unclear due to conflicting reports. In SVG-A cells, reduction of FEN1 expression by siRNA did not affect the frequency of expansions. I conclude that RTEL1, RAD18, and HLTF protect TNRs in human cells from expansions; that the three proteins likely work together in this capacity; and that the other candidate proteins FBH1, SHPRH and FEN1 are not relevant in my experimental system.
5.2 Introduction

The data presented in chapters 3 and 4 focused largely on factors that are involved in promoting expansions. This chapter will see attention shift to those proposed to be involved in inhibiting expansions. Studies in budding yeast provided compelling evidence for a novel pathway involving the DNA helicase Srs2 in the inhibition of TNR expansions. Mutants lacking Srs2 show a high expansion rate compared to wild type controls (Bhattacharyya and Lahue, 2004). Biochemical analysis revealed that Srs2 selectively unwinds TNR substrates that mimic the in vivo hairpin intermediates thought to contribute to instability (Bhattacharyya and Lahue, 2005; Dhar and Lahue, 2008). Further genetic analysis demonstrated that the protective role of Srs2 against expansions was independent of its role in homologous recombination but was instead due to its capacity to direct post-replication repair (PRR) (Bhattacharyya and Lahue, 2004; Daee et al., 2007). PRR ensures continuation of DNA synthesis in the presence of polymerase-blocking damage, deferring the engagement of conserved repair mechanisms that are in place, to faithfully repair DNA to its original sequence as described in Chapter 1 (Waters et al., 2009). Interestingly, there is also an increased rate of expansions in mutants of the PRR pathway, such as rad18 and rad5 (Daee et al., 2007). Furthermore, the observation that double mutants deficient for both Srs2 and PRR exhibited an epistatic relationship was interpreted as Srs2 acting in concert with PRR to block expansions. Another point in favor of this model is that srs2 mutants and pol30K164R (PCNA) mutants both share the unusual mutator signature whereby expansions are the only type of mutation that is enhanced in these backgrounds. Since Rad18 and Rad5 proteins are required for ubiquitylating PCNA at K164R, these findings are consistent with a protective role for PRR in preventing TNR expansions. In light of the finding that Srs2 efficiently unwinds triplet repeat DNA in vitro, it was postulated that in response to aberrant DNA replication at the TNR tract, PRR acts together with Srs2 to inhibit TNR expansions by targeting resolution of resultant hairpins. This provided evidence for a 3’ slippage model (Fig. 5.1) as PRR processing is proposed to be recruited to the 3’ end of intermediates formed at sites of stalled replication (Ulrich, 2005).

The connotations of these findings for regulation of expansions in human cells are unknown. However, given that proteins involved in PRR are generally well-conserved from yeast to humans and due to the relatively recent identification of candidate Srs2 human orthologues, testing the translation of these findings to human cells is now feasible.
In addition to the proposed protective action of Srs2 and PRR on expansions occurring by polymerase stalling and subsequent 3’ slippage, there is considerable evidence for a corresponding mechanism for prevention of expansions originating from the 5’ end of DNA being synthesized (Fig 5.2). In this model of TNR instability, expansions can occur due to improper processing of 5’ flaps created during Okazaki fragment maturation (Gordenin et al., 1997). This 5’ flap model is supported by the findings that loss of the yeast flap endonuclease, Rad27 results in large increases in expansion rates and expansion sizes (Freudenreich et al., 1998; Henricksen et al., 2000; Callahan et al., 2003; Liu and Bambara, 2003; Liu et al., 2004). It is likely that Rad27 cleaves these single-stranded flap substrates, thereby averting their folding into hairpins that would otherwise inhibit FEN1 cleavage and introduce extraneous DNA into the nascent strand.

**Figure 5.2 Model for prevention of TNR expansions arising from the 5’ end of an Okazaki fragment during lagging strand synthesis.** In this model, strand displacement creates a 5’ TNR flap that is cleaved by Rad27 before it becomes long enough to form a stable hairpin. If left intact, the flap forms stable hairpins that are refractory to Rad27 cleavage and can be ligated with the upstream Okazaki fragment resulting in an addition of repeats and thus expansion. From Daee et al., 2007.
Double mutants of rad27 with rad18 showed synergistic increases over either single mutant, indicating the existence of largely independent pathways for preventing expansion of TNR tracts, whereby expansions arising from the 5’ and 3’ ends, respectively, of an Okazaki fragment are dealt with by separate mechanisms (Daee et al., 2007). The inference from yeast is that the flap processing activity of Rad27 provides an effective mechanism to prevent TNR mutations. Whether FEN1 plays an equivalent role in higher organisms is not yet clear, with some studies in mice and human cells suggesting that FEN1 is not involved (Spiro and McMurray, 2003; van den Broek et al., 2006; Moe et al., 2008; Entezam et al., 2010).

This chapter investigates the involvement of the Srs2 orthologues, FBH1 and RTEL1, and members of the PRR pathway, RAD18, HLTF and SHPRH in TNR expansions in SVG-A cells. The rationale behind this study was derived from the findings in yeast outlined above and further compelled by the relatively recent identification of human counterparts of some of these factors e.g. RTEL1, SHPRH and HLTF. Additionally, the influence of FEN1 on TNR expansions was addressed in SVG-A cells. The experimental approach taken for this study involved knocking down the proteins of interest by siRNA and evaluating the expansion phenotype through the shuttle vector expansion assay.
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5.3 Results
5.3.1 Role of FBH1 in TNR expansions

The human F-box DNA helicase FBH1 is a proposed Srs2 homologue in humans. FBH1 contains an active UvrD helicase domain and human U2OS cells overexpressing FBH1 showed inhibition of Rad51 accumulation, thus suppressing HR (Fugger et al., 2009). Furthermore, expression of hFBH1 in srs2Δ cells rescued the MMS sensitivity of PRR mutants (Chiolo et al., 2007). However, loss of FBH1 in DT40 cells did not lead to increased recombination (Kohzaki et al., 2007). Thus, conflicting results have led to uncertainty over the degree to which FBH1 acts as an antirecombinase in vivo like Srs2. In order to determine if its functional homology to Srs2 extends to modulating expansions, knockdown of FBH1 by siRNA was performed in SVG-A cells and expansion frequencies were measured by the shuttle vector expansion assay. If FBH1 acts to influence expansions in a similar manner to Srs2 (i.e. inhibition), then it would be expected that knockdown of FBH1 would result in an increase in expansions due to impairment of its protective function.

A significant effect of FBH1 depletion on expansion frequency was not observed, with only an 8% decrease in expansion frequency compared with scrambled siRNA ($P = 0.82$) suggesting that FBH1 does not recapitulate the role of yeast Srs2 in mediating protection against expansions (Fig. 5.3A). Efficiency of FBH1 knockdown was measured by real-time RT-PCR. Western blotting was not attempted due to the recognised lack of viable FBH1 antibodies (Laulier et al., 2010). Real-time RT-PCR analysis showed that levels of FBH1 mRNA were reduced by 68% ($\pm 1$) (Fig. 5.3C). It could be claimed that the knockdown of FBH1 was insufficient to reveal an expansion phenotype, with adequate expression remaining to execute its functions in preventing TNR instability. This possibility is unlikely given the observations of a previous lab member that 90% knockdown of FBH1 mRNA levels did not result in any change in expansion frequency (Claassen, 2009). This evidence against a role for FBH1 in inhibiting expansions strengthens the case for my findings. Measurement of expansion sizes in FBH1-deficient and scrambled siRNA-treated SVG-A cells did reveal any considerable changes in the spectrum of expansions, with average increases in tract length of +10.1 and +9.6, respectively (Fig. 5.3B).

This data, in combination with previous work in the Lahue lab, leads me to conclude that FBH1 is unlikely to be involved in stabilising TNR tracts in my experimental system. Thus, while this helicase possesses functions in PRR and recombination that partly overlap with Srs2, its functional similarity to Srs2 does not encompass a role in maintenance of TNR stability.
Figure 5.3 FBH1 siRNA experiments. A. Expansion frequencies following siRNA treatment against FBH1. All frequencies were normalized to scrambled siRNA. n = 3. (*P<0.05). B. Expansion sizes for FBH1 siRNA. 22 genetically independent expansions for scrambled siRNA, 19 for FBH1 siRNA. C. Expression levels of FBH1 determined by real-time RT-PCR for FBH1 siRNA normalised to scrambled siRNA and HPRT levels. n = 3.
5.3.2 Expansions in SVG-A cells treated with siRNA against RTEL1

The Rad3-like helicase RTEL1 was identified in a screen for functional analogues of Srs2 in *C. elegans*. RTEL1 has been shown to share many phenotypes with Srs2 based on repair and recombination studies in *C. elegans* and human cell culture (Barber et al., 2008). In *C. elegans*, loss of RTEL1 resulted in an increase in meiotic recombination and elevated sensitivity to DNA-damaging agents that impede replication fork progression, which was observed in RTEL1 knockdown human cells also. siRNA knockdown of RTEL1 in HeLa cells resulted in a 4-fold increase in homologous recombination. Thus, like Srs2 in yeast, RTEL1 has antirecombinase activity. Unlike Srs2, *in vitro* studies showed that purified human RTEL1 is unable to dissociate Rad51 nucleoprotein filaments but the nature of its antirecombinase function is through disassembly of the later-stage D-loop recombination intermediates (Barber et al., 2008). Thus RTEL1 shares some but not all functions of Srs2.

Since knockdown of FBH1 did not show any expansion phenotype, it was reasoned instead that RTEL1 in SVG-A cells might fulfil a protective function against TNR expansion similar to Srs2 in yeast. To test this hypothesis, RTEL1 was knocked down using siRNA and the effect on expansion frequency was measured relative to scrambled siRNA control cells. RTEL1 siRNA-treated SVG-A cells showed a 4.6-fold elevation in expansion frequency compared to cells transfected with non-targeting siRNA (*P* = 0.005, Fig. 5.4A). This finding is suggestive of RTEL1 normally acting to prevent expansions in SVG-A cells. As was the case for FBH1, quantitation of knockdown was performed by real-time RT-PCR instead of western blotting. It has been well documented that RTEL1 expression is very low in mice and human cells thus limiting the likelihood of sufficient detection, especially in knockdown cells, by western blotting (Ding et al., 2004; Barber et al., 2008). Delivery of pooled RTEL1 siRNA to SVG-A cells decreased RTEL1 mRNA levels by 55% (± 4) indicative of rather inefficacious targeting (Fig. 5.4E). A study in HeLa cells using RTEL1 siRNA observed higher levels of knockdown as determined by real-time RT-PCR (~90%) (Barber et al., 2008). Nonetheless, the pooled RTEL1 siRNA produced a substantial expansion phenotype.

Because considerable levels of RTEL1 remained after siRNA transfection, an independent verification of the increased expansion phenotype was sought to rule out off-targeting effects. This was borne out by utilisation of an individual RTEL1 siRNA (RTEL1 siRNA #9) that was not a constituent of the pooled siRNA used above. Following treatment with RTEL1 siRNA #9, RTEL1 mRNA levels were reduced by 69% (± 13), an improvement over the pooled siRNA but with greater variability among individual measurements (Fig. 5.4E). The expansion frequency was again increased for cells with reduced expression of RTEL1 (*P* = 0.008, Fig. 5.4B). Interestingly, almost exactly the same magnitude of expansion
frequency augmentation was observed for the individual siRNA as for the pooled siRNA experiments (4.4- and 4.6-fold increases, respectively over scrambled siRNA control). This finding corroborates a role for RTEL1 in inhibiting expansions in SVG-A cells. Perhaps surprisingly, cells with approximately half of RTEL1 mRNA present exhibited the increase in expansions. Taken together with the lack of phenotypic amplification in cells with increased knockdown, it could be proposed that because RTEL1 is already low in abundance in cells, even depletion of half of the cell’s supply is adequate to negate its physiological role in curtailing instability. Once this threshold level of RTEL1 expression has been reached, further depletion may be ineffective with respect to the impact on expansions. Notably, the extent of the elevation in expansion frequencies in SVG-A cells treated with RTEL1 is quite comparable to the equivalent srs2 yeast mutant. RTEL1 siRNA knockdowns augmented expansions by ∼4.5-fold, while srs2 mutant yeast harbouring (CTG)_{25} and (CAG)_{25} tracts exhibited respective 4.9-fold and 10-fold increases in expansion rates (Bhattacharyya and Lahue, 2004; Daee et al., 2007). For srs2 mutants bearing shorter (CTG)_{13} tracts, more dramatic increases in expansion rates were reported, in the range of 10-40-fold over wild-type (Bhattacharyya and Lahue, 2004; Daee et al., 2007).

During analysis of the raw data for RTEL1 siRNA experiments, a consistent observation was seen whereby the number of His^+Can^R colonies and total number of transformants were always lower than that of scrambled siRNA. This implies that the yield of plasmid from RTEL1 knockdown cells was lower. Although the degree of variation between the colony numbers for scrambled siRNA and RTEL1 siRNA differed between experiments, this trend was omnipresent. It is unlikely that the increased expansion phenotype can be solely attributed to discrepancies between transformant numbers because the number of canavanine-resistant colonies was typically proportionally higher for RTEL1 knockdown cells than for scrambled control cells.

Expansion sizes of CTG tracts were measured in RTEL1-deficient and scrambled siRNA cells (Fig 5.4C and D). For the RTEL1 siRNA pool experiments, the weighted average change in the size of expansion alleles was +9.8 for scrambled siRNA and +10.3 for RTEL1 siRNA. Weighted average expansion sizes for the RTEL1 siRNA #9 experiments were +9.8 for scrambled siRNA and +10.3 for RTEL1 siRNA. The overlapping mutational spectra for control and RTEL1-targeted cells infer that the incidence of expansions, rather than their size, is responsible for the hyperexpansion phenotype observed in RTEL1 siRNA-treated cells. Thus, of the proposed Srs2 human homologues tested in this study, it is RTEL1 rather than FBH1 that performs an analogous function in preventing expansions. Whether it is doing so in a similar manner to Srs2 in yeast or in a different capacity is of great interest.
Figure 5.4 Expansions in SVG-A cells treated with siRNA against RTEL1. Expansion frequencies subsequent to treatment with A. RTEL1 SMARTpool siRNA n=4 and B. individual siRNAs denoted #9. n=3 *, P<0.05 compared to scrambled siRNA control. Expansion sizes for C. RTEL1 SMARTpool siRNA: 11 genetically independent expansions for scrambled siRNA, 14 for RTEL1 SMARTpool siRNA. and for D. RTEL1 siRNA #9: 13 genetically independent expansions for scrambled siRNA, 21 for RTEL1 siRNA #9 E. Expression levels of RTEL1 determined by real-time RT-PCR normalised to scrambled siRNA and HPRT. n= 3 for RTEL1 SMARTpool and RTEL1 siRNA #9.
5.3.3 Role of post-replication repair proteins in TNR expansions

Previous studies in yeast demonstrated that Srs2 inhibits CAG\textendash CTG expansions together with the error-free branch of PRR (Daee et al., 2007). Expansions were elevated in rad18, rad5 and ubc13 mutants, while inhibition of the error-prone TLS polymerase Pol ζ did not affect expansions, leading the authors to suggest that error-free bypass is involved in inhibiting expansions (Collins et al., 2007; Daee et al., 2007). In light of these findings, the role of PRR in TNR expansions in human cells was evaluated specifically by knocking down RAD18 and the proposed Rad5 human homologues, HLTF and SHPRH. Human RAD18 exhibits 62% overall similarity to yeast Rad18 and has been shown to have a similar function in PRR as its yeast counterpart (Tateishi et al., 2000; Watanabe et al., 2004). Until relatively recently, no human Rad5 orthologue had been identified casting doubt over the presence of such a PRR pathway. HLTF and SHPRH, which like Rad5 are members of the SWI/SNF family of ATPases, were posited as homologues based on sequence similarity and domain structure; HLTF and SHPRH show 39% and 21% similarity to Rad5, respectively (Motegi et al., 2006; Unk et al., 2006; Motegi et al., 2008; Unk et al., 2008). Both have been shown to associate \textit{in vivo} in HEK 293T cells with RAD18 and UBC13, and \textit{in vitro}, HLTF and SHPRH function as ubiquitin ligases to promote PCNA polyubiquitination (Motegi et al., 2006; Unk et al., 2006; Motegi et al., 2008; Unk et al., 2008). Additionally, loss of either HLTF or SHPRH enhanced MMS-induced chromosome breaks (Motegi et al., 2006; Motegi et al., 2008). Because human cells possess these two apparent orthologs of Rad5, it was decided to investigate both of these proteins for a role in expansions to determine if they are interchangeable with regard to expansions.

RAD18 siRNA-treated cells exhibited a 5.3-fold increase in expansions compared to scrambled siRNA-treated cells (Fig. 5.5A). This data establishes a role for human RAD18 in preventing the occurrence of expansions. Because the similar phenotype observed in rad18 yeast was attributed to the post-replicative repair function of Rad18, we can speculate that PRR might be playing an analogous role in mediating TNR stability in human cells (Daee et al., 2007). If the situation in yeast holds for human cells, then it would be expected that depletion of enzymes that promote the catalysis of PCNA polyubiquitination, such as the Rad5 homologues HLTF and/or SHPRH, would also result in an augmentation of expansions. Indeed, knockdown of HLTF resulted in a 3.1-fold increase in expansions relative to scrambled siRNA control ($P = 0.04$) (Fig. 5.5A). Interestingly, depletion of the other mammalian Rad5 homologue, SHPRH, did not have any significant impact on the frequency of expansions, with a minor decrease (30%) in expansions observed ($P = 0.5$). This implies that these proteins have non-redundant functions, which will be considered in section 5.4. The observation that HLTF seems to normally act to inhibit expansions in SVG-
A cells is in line with yeast data whereby rad5 mutants displayed elevated expansion rates (Daee et al., 2007). Comparing the fold increases in instability in SVG-A cells depleted for PRR factors with the corresponding yeast mutants underscores commonalities with regard to the extent of the elevation in expansions. RAD18 knockdown in SVG-A cells stimulated expansions by ~3.5-5-fold (see also Fig. 5.6A), while in rad18 yeast expansions were increased by 8-9 fold for starting tracts of (CTG)$_{13}$ and (CAG)$_{25}$ (Daee et al., 2007). Expansion rates of (CTG)$_{13}$ and (CAG)$_{25}$ in rad5 yeast were 4-6-fold higher than wildtype, no more than twice the fold increase in expansions observed for HLTF siRNA-treated cells (Daee et al., 2007). The relative congruence between the magnitudes of expansion stimulation reported for defects in RTEL1/Srs2 and the PRR proteins in yeast and human cells might be merely coincidental, but the similarity is interesting and may reflect a high degree of conservation for the capacity of this mechanism to prevent expansions.

The sizes of the expansions in cells knocked down for PRR factors were not altered relative to those from control cells with the weighted average size change of expansion alleles determined as +10.6, +11.1, +9.5 and +11 for scrambled, RAD18, HLTF and SHPRH siRNA-treated cells, respectively (Fig. 5.5B). This situation is similar to that of yeast whereby expansion spectra of PRR mutants and wild-type cells overlapped, implying similar types of expansion events are occurring but they are of a greater frequency in mutant cells (Daee et al., 2007).

Knockdown of HLTF, SHPRH and RAD18 was confirmed by western blotting (Fig. 5.5C). Following treatment with the cognate siRNA, efficient levels of knockdown were achieved with HLTF, SHPRH and RAD18 protein levels being depleted by 87% (± 5), 75% (± 5) and 86% (± 9) respectively (Fig. 5.5D). Silencing of each protein only occurred in cells transfected with siRNA directed against the corresponding protein verifying that siRNA treatments were specific (Fig. 5.5C and 5.5D). The possibility that remaining levels of SHPRH present after siRNA treatment are adequate to mask expansion phenotype cannot be eliminated. A visually comparable level of SHPRH depletion was sufficient to reduce polyubiquitination in SW480 cells following MMS treatment (Motegi et al., 2008), suggesting it is unlikely that the absence of an expansion phenotype in our system is attributable to residual levels of expression following siRNA knockdown.
Figure 5.5 Effect of HLTF, SHPRH and RAD18 siRNA on TNR expansions.
A. Expansion frequencies for SVG-A cells treated with HLTF, SHPRH and RAD18 siRNA n=4, except SHPRH siRNA (n=3) *, P<0.05 compared to scrambled siRNA control, for SHPRH siRNA performed T-Test using the corresponding 3 scrambled siRNA control values.
B. Expansion sizes for HLTF, SHPRH and RAD18 siRNA, 10 genetically independent expansions for scrambled siRNA, 13 for HLTF siRNA, 7 for SHPRH and 16 for RAD18.
C. Representative western blots showing expression of HLTF, SHPRH and RAD18 following siRNA transfection.
D. Expression levels of HLTF, SHPRH and RAD18 normalized to β-actin and to scrambled siRNA. n=3. Error bars denote ± one SEM.
5.3.4 Double knockdowns of RTEL1 and PRR factors

The observation that RTEL1 and the PRR factors, HLTF and RAD18, appear to have functions in maintaining TNR stability in SVG-A cells is reminiscent of the situation in yeast whereby Srs2 and the error-free branch of PRR act together to prevent expansions. Further encouraged by the similar level of expansion frequency augmentation observed when RTEL1 and the PRR factors were knocked down, this prompted us to investigate if a similar mechanism is involved in preventing TNR expansions in human cells (Bhattacharyya and Lahue, 2004; Daee et al., 2007). To this end, double knockdowns of RTEL1 in combination with HLTF or RAD18 were performed and the effect on expansion frequency determined. The rationale behind this approach is derived from the prediction that if RTEL1 and PRR act in the same pathway to protect against TNR expansions, then one would expect a similar magnitude of change in expansion frequencies following either single or double knockdowns of the relevant factors. Because a potential involvement of SHPRH in expansions had been ruled out (section 5.3.3), this protein was eliminated from the investigation.

Single knockdowns of RTEL1, HLTF and RAD18 were performed simultaneously alongside the aforementioned double knockdowns. Similarly to the previous experiments, expansion frequencies were elevated 3.5-4.4 when the factors were knocked down individually, all being significantly different than that of scrambled siRNA ($P = 0.01-0.002$) (Fig. 5.6A). Depletion of RTEL1 (using pooled siRNA) in combination with HLTF or RAD18 resulted in 6.1- and 5.8-fold increases in the frequency of expansions, respectively. While this observed augmentation in expansion frequency was significantly different than for scrambled siRNA-treated cells ($P = 0.02$ for RTEL1+HLTF siRNA and 0.03 for RTEL1+RAD18 siRNA), there was no significant difference between the individual siRNA and double siRNA experiments. Specifically, $P$ values for RTEL1+HLTF siRNA versus RTEL1 siRNA and HLTF siRNA were 0.28 and 0.21, respectively, while for RTEL1+RAD18 siRNA compared with RTEL1 siRNA and RAD18 siRNA, $P$ values were 0.41 and 0.19, respectively. This observation indicates that RTEL1 is acting in the same pathway as HLTF and RAD18 to prevent expansions, although additive effects cannot be completely excluded.

Measurement of expansion sizes revealed largely overlapping mutation spectra among the different siRNA treatment regimes (Fig. 5.6B). Curiously, for RAD18 siRNA-treated cells, the average weighted increase in expansion size was +8.9 compared with +13.8 for scrambled siRNA (Table 5.1). However, when the size data was combined with that from the corresponding original single siRNA knockdown experiments (sections 5.5.2. and
5.3.3.), these values shifted to +10 and +10.1 respectively, suggesting the dual action of RTEL1 and PRR in preventing expansions is not effected through size changes. The overlapping expansion spectra for all single and double knockdown combinations are consistent with RTEL1, HLTFT and RAD18 working in a common pathway.

Figure 5.6 Expansion data following double knockdowns of RTEL1 with HLTFT or RAD18. A. Expansion frequencies following single or combinatorial siRNA treatment against RTEL1, HLTFT and RAD18. All frequencies were normalized to scrambled siRNA. n = 3. (*P<0.05) Error bars denote ± one SEM. B. Expansion sizes for siRNA treatments; 10 genetically independent expansions for scrambled siRNA, 17 for RTEL1 siRNA, 18 for HLTFT siRNA, 16 for RAD18 siRNA, 14 for RTEL1+HLTF siRNA.

Table 5.1 Expansion sizes from double RTEL1/PRR siRNA experiments

<table>
<thead>
<tr>
<th>Treatment</th>
<th>N</th>
<th>Range</th>
<th>Weighted average expansion size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scr. siRNA</td>
<td>10</td>
<td>+8 to +18</td>
<td>+13.8</td>
</tr>
<tr>
<td>RTEL1 siRNA</td>
<td>17</td>
<td>+6 to +18</td>
<td>+11</td>
</tr>
<tr>
<td>HLTFT siRNA</td>
<td>18</td>
<td>+6 to +17</td>
<td>+10.4</td>
</tr>
<tr>
<td>RAD18 siRNA</td>
<td>16</td>
<td>+4 to +14</td>
<td>+8.9</td>
</tr>
<tr>
<td>RTEL1+HLTF siRNA</td>
<td>14</td>
<td>+4 to +17</td>
<td>+9.6</td>
</tr>
<tr>
<td>RTEL1+RAD18 siRNA</td>
<td>16</td>
<td>+6 to +12</td>
<td>+8.3</td>
</tr>
</tbody>
</table>
Western blotting was performed to confirm successful knockdown of HLTF and RAD18 and to determine any potential cross-reactivity of siRNAs (Fig. 5.7A). HLTF protein levels were decreased by 85% (± 3) and 84% (± 3), for single and combinatorial knockdowns, respectively. RAD18 was also robustly knocked down when treated with RAD18 siRNA alone (84% ± 4) or simultaneously with RTEL1 siRNA (81% ± 3) (Fig. 5.7B). Measurement of RTEL1 knockdown was performed by real-time RT-PCR. RTEL1 mRNA levels were reduced by 56% (± 7), 71% (± 10) and 59% (± 7), following treatment with RTEL1 siRNA, RTEL1+HLTF siRNA and RTEL1+RAD18 siRNA (Fig. 5.7C).

A. 

Figure 5.7 Knockdown analysis of RTEL1, HLTF and RAD18. A. Representative western blot of WCEs from cells treated with single or combinatorial siRNA treatment against RTEL1, HLTF and RAD18. B. Expression levels of HLTF, SHPRH and RAD18 normalized to Actin and to scrambled siRNA determined by western blotting analysis. n=3. C. Expression levels of RTEL1 determined by real-time RT-PCR following single or combinatorial siRNA treatment against RTEL1, HLTF and RAD18 siRNA normalised to scrambled siRNA and HPRT levels. n = 3 for all except HLTF siRNA (n = 2) Error bars denote ± one SEM.
5.3.5 Effect of FEN1 depletion on TNR expansions in SVG-A cells

Given the variable findings for different organisms regarding a role for FEN1 in TNR expansions, further investigations were deemed important to clarify its involvement. Accordingly, SVG-A cells were treated with FEN1 siRNA and expansion frequencies were measured thereafter. This loss of FEN1 did not exert any significant effect on expansion frequency compared with that of scrambled siRNA-treated cells ($P = 0.76$, Fig. 5.8A). This indicates that FEN1 is not a relevant modulator of expansions under these conditions.

*rad27*Δ yeast strains have been reported to accumulate extremely large expansions. One study observed that almost half of all expansions of CTG, CAG, GAC (structure-prone) and CTA (structure-incapable) had at least doubled in size from an original starting length of 25 repeats (Spiro and McMurray, 2003). A similar occurrence was found for *rad27*Δ yeast bearing (CAG)$_{70}$ tracts (Callahan et al., 2003). Therefore, one possibility is that knockdown of FEN1 in SVG-A cells would induce an increase in the sizes of some of the expansions but not affect the frequency with which these expansion events occur. However, analysis of CTG expansion sizes did not show any discernible differences in the expansion spectra for FEN1 knockdown cells and scrambled siRNA-treated cells (Fig. 5.8B). The weighted average increase in expansion sizes were determined to be +11.3 and +10.7, for scrambled siRNA and FEN1, respectively. Taken together with the lack of effect of FEN1 knockdown on the frequency of expansions, this data implies that FEN1 does not impact on expansions in this system.

Transfection of SVG-A cells with FEN1 siRNA reduced FEN1 protein levels by 80% (± 0.8%) compared with scrambled siRNA-treated cells as determined by western blotting (Fig. 5.8C and D). The possibility that residual levels of FEN1 can repress repeat expansions efficiently cannot be ruled out but seems unlikely based on the sensitivity of other FEN1-dependent processes to reduced levels e.g. removal of mitochondrial oxidative DNA damage by long-patch BER in HeLa cells was impaired when FEN1 levels were reduced to 15% (Liu et al., 2008). Furthermore, knockdown of FEN1 in glioblastoma cells by ~75% increased sensitivity to methylating agents and to cisplatin (Nikolova et al., 2009). Extrapolating from these examples, if FEN1 had an effect on expansions in our experiments, it is reasonable to suggest that 80% knockdown would have revealed it.
Figure 5.8. Effect of siRNA depletion of FEN1 on TNR expansions in SVG-A cells

A. Expansion frequency of FEN1 siRNA-treated cells relative to scrambled siRNA control. n = 3. (*P<0.05).

B. Expansion sizes for FEN1 siRNA: 23 genetically independent expansions for scrambled siRNA, 19 for FEN1 siRNA.

C. Representative western blot of FEN1. Actin was used as a loading control.

D. Expression levels of FEN1 normalized to Actin and to scrambled siRNA. n=3. Error bars denote ± one SEM.
5.4 Discussion

A novel finding derived from this investigation is the identification of a role for RTEL1 in inhibiting TNR expansions in human cells, implying that it acts as a functional analogue of Srs2 with regard to its role in preventing expansions. Furthermore, members of the PRR pathway namely RAD18 and HLTF were also shown to be involved in inhibiting the occurrence of expansions. Support for PRR mechanisms being responsive to spontaneous mutations, such as replication stresses owing to the repetitive nature of TNRs, in addition to induced damage such as UV exposure, comes from the observation that yeast deficient in POL32, the non-essential subunit of Polδ, exhibit increased PCNA mono- and polyubiquitination (Karras and Jentsch, 2010). The involvement of HLTF in inhibition of expansions in SVG-A cells suggests that error-free PRR is mediating repeat stability similarly to the situation in yeast. Combinatorial knockdown of RTEL1 with the aforementioned PRR factors inferred that they are working in the same pathway to limit TNR expansions. This work indicates a similar involvement of RTEL1 acting with PRR to assuage expansions in line with observations in yeast cells (Daee et al., 2007). That this conservation of action to stabilise repeats holds between yeast and human cells further consolidates support for a novel protective mechanism acting to resolve mutagenic hairpin intermediates. The results presented in this study exclude a role for FEN1 involvement in TNR expansions in human cells.

Daee et al., 2007 put forward a model to describe a protective mechanism involving PRR and Srs2 to restrain replication-mediated TNR expansions arising from the 3’ end of Okazaki fragments. The model envisages that DNA synthesis through the repeat tract results in fork stalling and/or hairpin formation, which directs recruitment of Srs2 and the PRR proteins in order to overcome this replicative stress in a manner dependent on PCNA mono- and polyubiquitination. In addition, Srs2 was posited to mediate the instability by unwinding the hairpin intermediate, likely by recruitment through modification of PCNA (Bhattacharyya and Lahue, 2005; Dhar and Lahue, 2008). Extrapolating from this model seems to be quite reasonable as the basic elements appear to be conserved between yeast and SVG-A cells. It can be postulated that mono- and polyubiquitination of PCNA mediated by RAD18 and HLTF, directs RTEL1 to the hairpin, where it unwinds the TNR substrate. In support of this, very recent data from our collaborators suggests that RTEL1 can unwind TNR hairpin substrates that Srs2 also resolved (Mark Petalcorin and Simon Boulton, personal communication).

Another potential mode of action is through error-free resolution of the TNR replication stress by HLTF. HLTF, like Rad5, has been shown to mediate fork reversal of model stalled
replication fork substrates through unwinding of the leading and lagging strands of the fork followed by annealing of the nascent and parental strands forming a cruciform intermediate, called the “chicken-foot” structure (Blastyk et al., 2007; Blastyk et al., 2010). This raises the possibility that replication fork reversal by HLTF could provide a means for stabilizing TNR tracts. In this case, RTEL1 might somehow be acting to direct correct maintenance of the TNR tract through PRR action. The role played by RTEL1 here is unclear; it might be the case that it acts like Srs2 to direct damaged replication intermediates (in this case, stalled replication fork and/or hairpin formation) from recombination pathways towards PRR. If this were the case, then it is likely that the expansions arising in the absence of RTEL1, RAD18 and HLTF are derived from aberrant recombination. However, RTEL1 has been shown to antagonize recombination at a later stage than Srs2 (Barber et al., 2008), with no evidence that it directs PRR. Furthermore, genetic evidence indicated that most of the inhibitory action for expansions of Srs2 was independent of its role in homologous recombination (Bhattacharyya and Lahue, 2004). Alternatively, RTEL1 could act to directly recruit HLTF to the TNR. Further investigations are warranted to decipher the precise roles of the respective proteins in preventing expansions. Although in light of the biochemical unwinding data, it seems more likely that RTEL1 is directed to the TNR region by action of the PRR pathway. Future efforts to address the mode of action are discussed in Chapter 6.

Intriguingly, knockdown of HLTF resulted in an increase in expansions, while depletion of SHPRH did not impact on the expansion phenotype indicative of a non-redundant function of these proteins in maintaining TNR stability. The presence of two apparent orthologues of Rad5 in humans has been investigated with respect to ubiquitination functions. PCNA polyubiquitination has been shown to be mediated by either SHPRH or HLTF in vitro (Unk et al., 2006; Unk et al., 2008). Overexpression of either protein elevates PCNA polyubiquitination in vivo (Unk et al., 2006; Unk et al., 2008). Although these observations imply redundancy between these proteins, mounting evidence suggests they cannot compensate for each other for certain functions. SHPRH and HLTF have been shown to mediate specific responses by promoting recruitment of various TLS polymerases to stalled replication forks depending on the type of induced DNA damage: HLTF favours recruitment of Polη following UV damage by acting with RAD18 to monoubiquitinate PCNA (a previously unknown function of HLTF) and inhibiting SHPRH, while SHPRH promotes Polκ recruitment after MMS-induced damage perhaps by PCNA polyubiquitination or through a direct interaction with Polκ (Lin et al., 2011). A similar damage-specific response mechanism might be at play for the case of the spontaneous damage elicited by TNRs. Perhaps HLTF primarily deals with the replication-impairing hairpins and/or polymerase
stalling proposed to arise during replication at TNR tracts, whereas SHPRH is required for different forms of damage. The possibility that residual levels of SHPRH following knockdown could be adequate to contribute to a role in promoting TNR stability cannot be ruled out. Interestingly, it has been demonstrated that mouse cells lacking these two enzymes do not exhibit major defects in polyubiquitination of PCNA inferring the presence of other unidentified E3 ligases acting on PCNA (Krijger et al., 2011). Whether ubiquitination of PCNA is important for the concerted action of RTEL1 and PRR factors in preventing expansions is unknown, but rather assumed based on yeast data and the observation that RAD18 and HLTTF knockdown results in increased expansions (Daee et al., 2007). Western blotting is used to monitor polyubiquitination of PCNA and by its nature, is quite a crude and nondiscriminate method; it might be the case that HLTTF and SHPRH generate different polyubiquitin chains and these disparities elicit different functions (Chang and Cimprich, 2009). Perhaps, PCNA polyubiquitination by HLTTF is required for mediating TNR stability, while the modifications produced by SHPRH do not elicit a similar response. HLTTF, like RAD18, is capable of promoting monoubiquitination of PCNA, whereas SHPRH cannot (Lin et al., 2011). PCNA monoubiquitination might be the relevant modification involved in preventing TNR expansions.

The hyperrecombination phenotypes observed in RTEL1-deficient cells in other studies confirms its role as an antirecombinase. This raises the possibility that homologous recombination might be the cause of the increase in TNR expansions in RTEL1 knockdown cells. In yeast, sumoylation of PCNA at K164 enhances the recruitment of Srs2 to stalled replication forks presumably to eliminate Rad51 nucleofilaments, thereby channelling damaged replication intermediates away from a recombination pathway and towards PRR (Papouli et al., 2005; Pfander et al., 2005). In yeast, srs2Δ rad51Δ and srs2Δ rad52Δ double mutants still exhibited much of the instability of the single srs2Δ mutant indicating that erroneous recombination in the absence of Srs2 is not responsible for the phenotype (Bhattacharyya and Lahue, 2004). Contrastingly, another group which performed a similar analysis using longer repeat tracts (CAG•CTG)55/70 reported that srs2Δ rad51Δ and srs2Δ rad52Δ double mutants had expansion frequencies comparable to wild-type cells suggesting that the expansions in srs2Δ single mutants were mediated largely by Rad51-induced recombination (Kerrest et al., 2009). The authors propose that the HR-mediated expansions that occur in srs2Δ yeast only arise when the repeat reaches a certain length, likely pertaining to the TNR tract’s ability to undergo breakage in a length-dependent manner (Napierala et al., 2002; Callahan et al., 2003). Corresponding analysis has not been performed in the SVG-A cells to determine if aberrant homologous recombination is contributing to expansions near the threshold when RTEL1 levels are depleted.
Of the PRR proteins tested in this study, a role for RAD18 in homologous recombination has been demonstrated. RAD18 is recruited to IR-induced DSBs through its zinc finger domain by UBC13 (also involved in PRR) and the E3 ligase RNF8, where it interacts with the recombinase RAD51C to elicit homologous recombination (Huang et al., 2009). This participation in HR is thought to be independent of the contribution of RAD18 to PRR as PCNA mono-ubiquitination is not required for its role in HR (Huang et al., 2009). It is unlikely that the increased expansion phenotype observed in RAD18-depleted SVG-A cells is attributable to DSB repair impairment as the incidence of DSB breaks for the short repeat alleles utilised in this study is expected to be infrequent in the absence of exogenous damaging agents, although a role for recombination has not been directly assessed. siRNA knockdown of HLTF and SHPRH did not result in any increases in DSB-induced HR frequency using a recombination reporter assay implying that they are not involved in HR (Motegi et al., 2008). Taken in combination with the finding that SVG-A cells with reduced levels of RAD18 and HLTF had similar expansion phenotypes, it is likely that the mode of action of these proteins in mediating TNR stability is through the same pathway i.e. PRR rather than HR.

Two studies from the same group examined the role of Rad5 in modulating expansions of longer repeat tracts specifically GAA repeats and the SCA10 pentanucleotide tract ATTCT (Shishkin et al., 2009; Cherng et al., 2011). Both studies found that rad5 mutants had decreased levels of expansions, in contrast to the elevated expansion phenotype observed for CTG repeats near the threshold in rad5 mutants and in HLTF-depleted SVG-A cells. A possible explanation for these disparities is that Rad5 plays differential roles in modulating expansions depending on length of the repeat tract. Longer tracts may engage Rad5 to promote expansions, whereas shorter tracts may employ a separate Rad5 mechanism to prevent their expansion. Alternatively, although not mutually exclusive to the length dependence scenario, the different structural features of the three repeat sequences might dictate whether Rad5 is utilised to promote or inhibit expansion (Shishkin et al., 2009). Of note, for all three yeast studies, contractions were unaffected by a non-functional Rad5 gene implying strong expansion-specificity. It would be interesting to determine the effect of HLTF knockdown of different repeat sequences and lengths to ascertain if the outcome of HLTF activity in modulating instability depends on length and/or sequence.

The data presented here suggests that FEN1 does not play a role in inhibiting expansions at the threshold in SVG-A cells. Given the importance of this protein in preventing expansions in other systems, it is worth considering why it is not implicated. One possible trivial
explanation for the apparent contradictory effect of FEN1 in this system and in yeast is the potential for the remaining FEN1 expression after siRNA treatment to be sufficient for hairpin removal. FEN1 levels were reduced to ~20% following siRNA. In yeast haploinsufficient for Rad27, CAG•CTG repeats do not undergo instability when the tract length is 70, while (CAG)\textsubscript{155} tracts exhibit significantly increased expansions suggesting that shorter alleles require less FEN1 for preventing expansion than longer tracts (Yang and Freudenreich, 2007). Directly extrapolating from this observation, perhaps the residual FEN1 expression following siRNA treatment can mediate adequate endonuclease activity to maintain stability of (CTG)\textsubscript{22} repeats. This would also provide an explanation for why no instability was observed in a cell line with short CAG repeats (13-27 repeats) at the HD locus, whereby FEN1 expression was reduced by 10-fold (Moe et al., 2008). Another possible reason for the absence of a phenotype in the SVG-A experiments and other studies in mice and humans is the prospect that there might exist compensatory activities that prevent the exacerbation of expansions in the absence of FEN1. It may be the case that loss of FEN1 alone might not contribute to expansions due to potential redundant pathways in preservation of TNR stability, but combined with loss of some other factors may invoke expansions in higher organisms (Zheng et al., 2011). Evidence for such a scenario comes from the observation that mice heterozygous for FEN1 did not display altered dinucleotide instability but when combined with a mutation in the adenomatous polyposis coli (APC) gene, exhibited increased instability (Kucherlapati et al., 2002).

The major finding identified through this work is the presence of a similar protective mechanism against expansions for yeast and humans. The precise mechanism underlying the concerted action of RTEL1 and PRR in preventing expansions will be an interesting future prospect.
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CHAPTER 6

Conclusions and future perspectives
6.1 Conclusions

This thesis identifies specific human proteins that modulate expansions of triplet repeat tracts near the threshold, the crucial allele length where genetic instability and human polyglutamine disease are initiated. While numerous modulators of expansions near the threshold have been reported in yeast, very little was known about what factors contribute to these events in human cells. Using SVG-A astrocytes, I discovered five proteins that inhibit expansions (p300, HDAC9, RTEL1, HLTF and RAD18), plus I verified a protective role for CBP. The same approach provided the novel finding that HDAC3 and HDAC5 have the opposite role, namely to promote expansions. Experiments with MSH2 and MSH3 verified that MutSβ also promotes expansions of threshold length repeats, in addition to its role at longer tracts. Moreover, I found evidence that HDAC3, HDAC5 and MutSβ function in a common pathway to promote expansions. Finally, my experiments showed no change in expansion frequencies when six proteins were knocked down or chemically inhibited (HDAC1, HDAC2, MSH6, CtIP, MRE11 and SHPRH), providing the first suggestion that these factors are unlikely to be important for expansions. My results therefore shed significant new light on some of the mechanisms of instability. Although the focus was on shorter repeats, it is clear that at least some mechanistic aspects highlight commonalities between expansion of these and pathogenic-length tracts.

Support for a contribution by specific HDACs to TNR instability is described in Chapter 3. In this chapter, evidence is provided to suggest that HDAC3 and 5 promote expansions, the first depiction of human trans-acting factors that promote expansions near the crucial threshold length where genetic instability and human polyglutamine disease are initiated. HDAC1 and 2 do not seem to be implicated in expansions, while data support a role for HDAC9 in inhibiting instability. In further support for acetylation playing an important role in instability, knockdown of the HATs, CBP and p300, increased the frequency of expansions, implying that specific HDACs and HATs have opposing effects on expansions. This data complements earlier observations in Drosophila, whereby loss of one copy of CBP
increased instability of long, disease-lengths repeats (Jung and Bonini, 2007), hinting at shared mechanisms of instability for short and longer repeats. The findings regarding HDACs and HATs modulating expansions further contributes to the growing body of evidence for chromatin remodeling/epigenetic factors being implicated in TNR expansion (Jung and Bonini, 2007; Dion et al., 2008; Libby et al., 2008). The causal relationship between HDAC3 and expansions raises the intriguing possibility that HDAC3 inhibitors being tested for relief of expansion-associated gene silencing may also suppress somatic expansions that contribute to disease progression.

In Chapter 4, I provide evidence to suggest that the MMR complex MutSβ is responsible for promoting the expansion of threshold length repeats into the disease-causing range. This novel finding is supported by ChIP data showing MutSβ is selectively recruited to the TNR (Gannon et al., Submitted). These data advocate similar trans-acting factors promoting expansion of long repeat tracts and short, threshold-length alleles. This inference is incongruent with studies in yeast that determined MMR factors to have little consequence on expansion of (CAG)$_{25}$ or (CTG)$_{25}$ tracts (Schweitzer and Livingston, 1997; Freudenreich et al., 1998; Miret et al., 1998; Rolfsmeier et al., 2000). Further investigation suggests that HDAC3, HDAC5 and MutSβ all function in the same pathway to help cause expansions of threshold-length repeats. How these factors might function in the expansion process was addressed. I could find no compelling evidence in SVG-A cells to suggest that HDAC3 promotes CTG•CAG expansions by regulating MSH2 or MSH3 protein levels. Another potential mechanism for functional interaction has been ruled out with the finding that HDAC3 depletion does not alter MutSβ occupancy at the repeat tract (Gannon et al., Submitted). I discuss this in section 6.2.2.

The work presented in Chapter 5 arose from the findings in yeast that Srs2 works together with members of the PRR pathway to inhibit expansions. Knockdown experiments determined that RTEL1, but not the other proposed orthologue of Srs2 FBH1, acts to prevent expansions in SVG-A cells, reminiscent of Srs2 in yeast. Additionally, members of the PRR pathway in human, HLTF and RAD18, were also shown to protect against the occurrence of expansions. A role for RTEL1 and the PRR factors in preventing expansions in a shared pathway was illustrated by double knockdown experiments. The nature of this protective mechanism remains undetermined. Collectively, the data presented in this thesis are reflective of mechanistic insights into the process of expansions (Fig. 6.1).
6.2 Future studies

6.2.1 Will pharmacologically targeting HDAC3 affect somatic expansions in a TNR disease mouse model?

One exciting prospect stemming from the finding that HDAC3 promotes expansions is the possibility that HDAC3 inhibitors already being tested to alleviate symptoms of TNR diseases might have further advantageous effects in curtailing the expansion mutation that contributes to disease. HDAC3 has been implicated as a potential therapeutic target in FRDA and HD. In a *C. elegans* HD model, it has been shown that HDA-3 (HDAC3 homologue) potentiates neurotoxicity while HDA-1 (HDAC1 and HDAC2 homologue) suppresses it (Bates et al., 2006). In fact, in this model neurotoxicity was primarily controlled by the counteracting effects of HDAC3 and CBP, which were shown in SVG-A cells to have opposing effects on TNR expansions (Chapter 3). Specific inhibition of HDAC3 by small molecule inhibitors including 4b has been shown to relieve frataxin gene silencing in FRDA patient cells and disease mouse models (Herman et al., 2006; Xu et al., 2009; Rai et al., 2010). In addition, treatment of R6/2 HD mice with 4b alleviated the disease phenotype and reduced transcriptional abnormalities (Thomas et al., 2008). Moreover, 4b and other HDAC3-specific inhibitors showed beneficial effects in a *Drosophila* model of HD and in immortalized cells from striatal tissue of *HdhQ111* knock-in mice (Jia et al., 2012). In contrast to these collective findings, a recent study reported that genetic knock-down of HDAC3 in R6/2 mice did not show any marked improvement in R6/2 behavioural and molecular phenotypes (Moumne et al., 2012). However, since complete ablation of HDAC3 in mice is embryonic lethal (Bhaskara et al., 2008), HDAC3+/− heterozygotes were used to for the purpose of determining a role for HDAC3 in HD. HDAC3 was reduced to ~60% of the WT level in the brain (Moumne et al., 2012), which might not be sufficient to reveal HDAC3-dependent effects, especially since HDAC3 is abundantly expressed. 60% residual protein may be enough to mask any phenotype.

The finding that HDAC3 and HDAC5 promote expansions is coincidental with their reported abundant expression in the brain. In situ hybridisation analysis of HDAC expression patterns throughout the rat brain revealed that HDAC3 and HDAC5, along with HDAC11 exhibited the most abundant levels overall in the brain (Broide et al., 2007). Of note, HDAC3 and HDAC5 were shown to be highly expressed in the striatum (Hoshino et al., 2003; Broide et al., 2007), where expansion is particularly frequent in HD (Hoshino et al., 2003; Broide et al., 2007; Gonitel et al., 2008). Furthermore, both HDAC3 and HDAC5 were present in striatal tissue from R6/2 HD mice at early and terminal disease stages (Quinti et al., 2010). Western blot analysis of HDAC3 localisation in N171-82Q transgenic HD mice showed increased nuclear accumulation and decreased cytoplasmic accumulation
implying that it is localised to the nucleus in the presence of mHTT (Jia et al., 2012). These data may serve to strengthen evidence for HDAC3 and/or HDAC5 as relevant pharmacological targets in alleviation of disease symptoms but also strengthens the importance of their potential as modifiers of instability in a disease context.

In light of the key links between HDAC3 being a potential target in TNR disease pathogenesis (Thomas et al., 2008; Xu et al., 2009) and causal for TNR expansions, I feel that determination of the effects of inhibition of HDAC3 using small molecule inhibitors on somatic expansions in the brain of a TNR disease mouse model is warranted. Because the striatum is a source of frequent somatic instability in HD patients and this region of the brain is a target of pathogenesis, exploring the effects of HDAC3 inhibition on expansions in a mouse model would be highly informative. Alternatively to the inhibitor approach, HDAC3 knockout mice could be employed. However, HDAC3 knockout mice are embryonic lethal (Bhaskara et al., 2008) so creating HDAC3 null mice in a model of HD such as R6/2 is not a viable option. Conditional tissue-specific HDAC3 knockout mice lines could be generated in an R6/2 background to evaluate the effect of loss of HDAC3 expression on expansions in the striatum. A similar experimental approach was successfully used to generate mice with HDAC3 deleted in regions of the hippocampus using the Cre/lox system to examine the role of HDAC3 in long-term memory (McQuown et al., 2011). Such experiments are beyond the scope of our laboratory but would provide useful insights. CAG-repeat antisense oligonucleotides (ASOs), which are currently being evaluated for their ability to circumvent the RNA pathogenesis associated with DM1, were recently found to suppress somatic instability in HT1080 cells expressing 800 CTG repeats in the DMPK 3’ UTR (Nakamori et al., 2011). Direct injection of ASOs into DM1 mice also stabilised the expanded repeat supporting the inference that early intervention with ASOs might stabilise the repeat at subpathogenic lengths (Nakamori et al., 2011). This study serves to highlight the exciting prospect of compounds that have dual functions in reducing disease pathogenesis and suppressing somatic instability.

While HDAC3 and HDAC5 were shown to promote expansions in SVG-A cells, evidence suggests that HDAC9 actually acts antagonistically to inhibit expansions. The differential functions among specific HDACs in controlling expansions, serves to underscore the importance of indentifying which of the untested HDACs are involved, if any. In light of the opposing roles reported for certain HDACs in other biological processes such as neurodegeneration (Majdzadeh et al., 2008), this is a worthwhile pursuit. To address this, siRNA knockdown of the other HDACs could be performed to determine the relevant targets.
6.2.2 Nature of the functional interaction between HDACs and MMR for promoting expansions

The findings presented in Chapter 3 imply that HDAC3 and HDAC5 work in the same pathway to promote expansions. How this functional interaction is borne out might be explained by *in vitro* analysis of HDAC activity. Evidence points towards class IIa HDACs having an inherent low-level enzymatic activity for acetyllysine substrates due to the substitution of a Tyr residue in class I HDACs to a His residue in class IIa HDACs (Lahm et al., 2007; Bottomley et al., 2008). Coupled with the observation that HDAC3 interacts with HDAC5 (Fischle et al., 2002), a developing hypothesis is that class IIa HDACs act as recognition units for acetylated lysines (Bradner et al., 2010) and might recruit HDAC3 to supply deacetylase activity. Perhaps in the case of TNR repeats, HDAC5 recognises the relevant acetylated residue(s) and binds HDAC3 to remove the modification (Fig 6.2). This would provide an explanation for why double HDAC3/HDAC5 knockdowns resulted in similar decreases in expansions as the single knockdowns. To add weight to this proposal, double knockdown of HDAC5 and MSH2 should give a similar reduced expansion phenotype to that of individual knockdowns, as was the case for HDAC3/MSH2 double knockdown. Additionally triple knockdowns of HDAC3, HDAC5 and MSH2 should result in a suppression of expansions comparable to the single knockdowns.

The mechanism by which HDAC3 and MSH2/3 promote expansions remains elusive. Two models were tested. A ‘gatekeeper’ hypothesis posits that HDAC3/5 modify histones near the TNR and thereby regulate access of MutSβ. Thus far, we have found no evidence that HDAC3 promotes CTG•CAG expansions by controlling access of MutSβ to the repeat tract suggesting that this mechanism may not be applicable. Another potential model is a ‘caretaker’ model, where HDACs influence proteins or genes at a distance, which then travel to the TNR to exert their effects. We have eliminated the possibilities that HDAC3 promotes CTG•CAG expansions by regulating MSH2 or MSH3 protein levels. Another facet to the caretaker model is that HDAC deacetylation of MSH2 might influence its activity and this promotes expansions. As described in chapter 4, acetylation sites have been identified on MSH2 (Choudhary et al., 2009). Perhaps, MSH2 acetylation negatively impacts on MSH2’s ability to destabilise TNRs by affecting the ATPase activity of the MutSβ complex, assuming functional MMR is required for expansions in the SVG-A system. The HDAC(s) and HAT(s) responsible for maintaining the acetylation status of MSH2 are currently unknown. My prediction is that HDAC3/5 are requisite HDACs, while CBP/p300 might be involved in catalysing MSH2 acetylation. This is based on the finding reported in Chapter 3 that HDAC3 and HDAC5 to be key players in expansion causation, whereas the HATs
CBP/p300 were found have the opposing effect of suppressing expansions, consistent with their opposing roles in controlling acetylation status. Furthermore, CBP/p300 and these HDACs share many of the same non-histone substrates.

**Figure 6.2 Proposed mechanism for HDAC3/5 and MMR factors in promoting expansions.** A non-histone (e.g. MSH2) or histone protein is acetylated, perhaps by CBP/p300. HDAC5 recognises the acetyllysine residue and recruits HDAC3 to catalyse deacetylation. This leads to expansion of the TNR tract.

In order to determine how HDAC3/5 and MutSβ are acting to promote expansions, useful insight would be provided by elucidation of the mechanism by which MutSβ acts to mediate expansion of subthreshold-length repeats. An interesting experiment would be investigation of the downstream repair proteins. If MMR proteins downstream of MutSβ are important for facilitating, then knockdown of such factors by siRNA should reveal a similar decrease in expansions as for MSH2- and MSH3-depleted SVG-A cells.

One method of determining whether the ATPase function of MSH2 is required for expansions is to create an ATPase mutant version of the protein using site-directed mutagenesis. The rationale for this experiment is based on the observation that mice expressing ATPase-deficient MSH2 had a similar suppression of expansions as for MSH2-deficient mice (Tome et al., 2009). Mutation of the two putative acetylation sites on MSH2 (lysine 555 and lysine 635) to prevent modification by acetylation would reveal the relevance of these in TNR instability. If mutation of one or both residues resulted in an increase in expansions, then this would lend support to a model requiring that the ATPase function of MSH2 is important in promoting expansions. This would also further address whether the involvement of MMR factors exacts similar. Acetylation of MSH2 might affect
some other important aspect of MSH2 function, which is required for driving expansion but is currently unidentified.

If acetylation of MSH2 turns out to be important for expansions, a key follow-up experiment is to test whether MSH2 deacetylation is catalysed in a HDAC3-dependent manner. In order to test if HDAC3 is responsible for MSH2 deacetylation, purification of MSH2 from SVG-A cells could be performed. A pan-acetyl-lysine antibody would then be utilised to confirm acetylation of MSH2. If HDAC3 is responsible for its deacetylation of MSH2, then addition of purified HDAC3 to purified MSH2 should abrogate acetylation levels. A caveat with this experiment is that MSH2 acetylation levels must be high enough to enable detection.

6.2.3 Characterising the mechanism of RTEL1 and PRR in preventing expansions

One key finding in yeast was that expansion rates are elevated when PCNA ubiquitination is blocked (Daee et al., 2007). The importance of this modification in preventing expansions in SVG-A cells is implied by the observation that loss of the ubiquitin ligases RAD18 and HLTF, proposed to mediate PCNA ubiquitination, resulted in increased expansions. Analysis of levels of ubiquitinated PCNA by western blotting in cells depleted of RAD18 and HLTF might reveal a decrease in polyubiquitinated PCNA, which would shore up the supposition that it is relevant to the mechanism of protection against expansions. Based on our hypothesis, ubiquitination of PCNA occurs in response to replication being hampered by the repeats on the shuttle vector. It has been shown that MMS-induced PCNA polyubiquitination is reduced following knockdown of HLTF in HEK293T cells (Motegi et al., 2008). Whether or not polyubiquitin levels are high enough to be detected following transfection with the shuttle will have to be established in order to identify any decreases in knockdown cells. This proposed experiment is further complicated by the recent finding that HLTF and SHPRH are not essential for PCNA polyubiquination as mouse cells lacking these enzymes still retained some modified PCNA (Krijger et al., 2011).

The nature of the working relationship between RTEL1 and PRR in protecting against expansions is uncharacterised. In order to clarify the mechanism of their concerted action, some relatively straightforward experiments can be done. It would be useful to determine that these proteins are actually present at TNR sequences to validate our assumption that they are directly involved in TNR stability. ChIP experiments have been successfully performed using the SVG-A shuttle vector system to detect enriched signals of MSH2 and MSH3 at the TNR relative to a randomized TNR sequence (Gannon et al., Submitted). Although the technique has been established, other technical issues may persist. For RTEL1, the lack of available antibodies precludes direct assessment in SVG-A cells as was
performed for MSH2 and MSH3. In addition, the residency time of these proteins at the TNR tract is likely to be transient, which may cause problems in detecting a signal. If RTEL1 is efficiently detected and enriched at the TNR tract compared with the control, as would be expected based on biochemical unwinding experiments (Mark Petalcorin and Simon Boulton, personal communication), this would further bolster the proposed mechanism whereby RTEL1 is recruited to the hairpin and unwinds it. Based on the premise that RTEL1 is acting to unwind the proposed hairpin, similar to Srs2 in yeast, an informative experiment to decipher the mechanism of RTEL1 and PRR action would be to assess RTEL1 occupancy in RAD18 or HLTF knockdown cells. The prediction here is that RTEL1 occupancy at the repeat would result due to lack of recruitment signaling by HLTF and RAD18.

The instability phenotype observed in yeast following mutation of Srs2 and PRR components was specific to an exacerbation of expansions, with no effect observed for contractions, dinucleotide repeats or forward mutations (Bhattacharyya and Lahue, 2004; Daee et al., 2007). This is suggestive of the concerted action of Srs2 and PRR being directed towards the nascent lagging strand, where expansions arise rather than the lagging-strand template, where contractions predominate. It would be interesting to test if the selectivity for expansions extends to human cells. To achieve this, RTEL1, HLTF and/or RAD18 could be knocked down and the contraction phenotype measured by comparison to cells treated with scrambled siRNA. In light of the findings in yeast, the predicted outcome is that contractions would be unaffected.

Studies in yeast have implicated a role for the replication protein Mrc1 in maintaining TNR instability for sub-threshold and disease-length alleles (Freudenreich and Lahiri, 2004; Razidlo and Lahue, 2008). Mrc1 interacts with Tof1 and Csm3 to mediate the intra-S-phase checkpoint, which responds to stalled replication forks (Alcasabas et al., 2001; Tourriere and Pasero, 2007). The evidence for Mrc1 acting to prevent expansions has been shown to be dependent on checkpoint function (Razidlo and Lahue, 2008). Additionally, Mrc1 associates with Tof1 and Csm3 to co-ordinate DNA polymerase and replicative helicase activities, independently of its checkpoint function (Nedelcheva et al., 2005; Tourriere and Pasero, 2007). Based on findings in yeast that increased expansion rates in single mrc1 mutants were not significantly different from double pol30-K164R mrc1 mutants, it has been hypothesised that the intra-S checkpoint is activated by polymerase slippage and/or stalling at the TNR, which triggers PRR by permitting or recruiting PRR to the site, thereby inhibiting expansions (Daee, 2006). These preliminary findings did not establish if this functional relationship is due to a checkpoint-dependent role for Mrc1.
Recently, it has been shown that siRNA depletion of the human homologues of Mrc1, Tol1 and Csm3 (Claspin, Timeless and Tipin, respectively) enhances both contraction and expansion of (CTG•CAG)_{102} in HeLa cells and (CTG•CAG)_{13} in DM1 cells, although the source of instability in the DM1 line is unclear due to the presence of a (CTG•CAG)_{1000} allele also (Liu et al., 2012). This raises the question is Claspin involved in modulating expansions in conjunction with the PRR machinery? In order to test this, a role for Claspin in mediating TNR expansions could be determined by siRNA-mediated depletion and the effect on expansions measured by the shuttle vector assay. If Claspin plays a similar role to that described for yeast and human cells, then the prediction is that knocking it down would result in an elevation of expansions. If this prediction is borne out experimentally, then double knockdowns of Claspin with RTEL1, RAD18 and HLTF could be performed to determine if they are working through a common pathway.

Interestingly, Claspin and Timeless have been shown to promote ubiquitination of PCNA in a manner dependent on Chk1 but independent of the checkpoint response (Yang et al., 2008). Loss of Claspin in human cells was accompanied by reduction in Rad18 chromatin, while both Claspin and Timeless were found to interact with PCNA (Yang et al., 2008). This might envisage a model involving Claspin and PRR promoting RTEL1 recruitment to the TNR tract by PCNA ubiquitination, whereupon expansions are prevented. In order to determine if checkpoint activity is involved, knockdown of ATR could be performed. If expansion-prevention is dependent on checkpoint function, then a similar increase in expansions as predicted for Claspin knockdown would be expected. Compiling the observations that (i) Mrc1 and PRR act together in yeast to inhibit expansions, (ii) Claspin, Timeless and Tipin were found to protect against instability in human cells and (iii) Claspin and Timeless act to promote PCNA ubiquitnation, raises the interesting possibility that Claspin and Timeless might be central components in RTEL1/PRR-mediated maintenance of TNR stability.

6.2.4 Alternative approach to shuttle vector assay

The approach used to determine potential trans-acting factors involved in controlling expansions throughout this study was candidate-based rather than using unbiased, random screens. While this has proved useful for indentifying the specific trans-acting factors described throughout the main body of the thesis, the approach relies on information from other model organisms, such as yeast and mice to provide testable candidates. Thus the scope of investigation is limited and important pathways in instability may remain undiscovered. The shuttle vector assay is not amenable to the required high-throughput
screening that would facilitate discovery of novel protein or chemical modulators of instability, due to the labour-intensive nature of the assay and the intrinsic variability rooted in its numerous moving parts. In order to conquer these shortcomings and perform such screens, a different system is warranted. A reporter system with a read-out such as fluorescence being turned on or off upon changes in repeat length would be useful. Quantitation of changes in expansion frequency could be determined using FACS analysis. Development of such a system would likely be time-consuming but if successful, would provide a streamlined approach more suited for high-throughput analyses.
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APPENDIX 1

Role of DNA polβ in TNR expansions in human cells
A1.1 Introduction
A causative role for BER in expansions has been postulated (Kovtun et al., 2007; Liu and Wilson, 2012). It has been hypothesised that there may be crosstalk between MMR and BER with respect to promoting expansions (McMurray, 2010). It has been shown that MutSα (MSH2-MSH6) interacts with the BER glycosylase, MUTYH (Gu et al., 2002). McMurray, 2010 speculates that MutSβ might interact with OGG1 based on the involvement of both of these pathways in TNR instability. With this in mind, I decided to investigate the effects of knocking down the BER polymerase polβ on expansions in SVG-A cells.

A1.2 Results
Knockdown of polβ was accomplished by transfection of SVG-A cells with polβ siRNA and expansions frequencies in scrambled siRNA control cells and polβ siRNA cells were determined. Loss of polβ resulted in a 2.2-fold decrease in expansion frequency compared with scrambled siRNA (Fig. A1A). This was not found to be statistically significant compared with scrambled siRNA (P = 0.45). However, the variation was quite high between scrambled siRNA data sets as confirmed by the large error bars in figure A1A. Due to this issue, the effect of knocking down polβ on expansions cannot be concluded with confidence.
No difference in the sizes of expansions was observed between scrambled siRNA and polβ siRNA (Fig. A1B). Efficient knockdown was achieved as confirmed by western blotting (Fig. A1C). Densitometric analysis was performed and knockdown efficiency for polβ was determined to be 83% (± 6) (Fig. A1D).

Interestingly, ChIP experiments investigating the recruitment of polβ also proved inconclusive (Anne-Marie Gannon, personal communication). In line with the expansion data, a general trend for enhanced polβ occupancy at the repeat compared with a randomised sequence was observed in SVG-A cells but this was variable and no statistically significant effects were recorded. Unfortunately, these experiments were unable to reveal the role of polβ in this system.
Figure A.1. Expansions in SVG-A cells treated with siRNA against polβ. A. Expansion frequencies subsequent to treatment with polβ siRNA. n=4. B. Expansion sizes for polβ siRNA: 25 genetically independent expansions for scrambled siRNA, 23 for polβ siRNA. C. Representative western blot of polβ expression in SVG-A cells treated with polβ siRNA D. Quantification of polβ protein levels after knockdown, normalised to actin and to the scrambled siRNA control. Error bars denote ± one SEM; n= 4.
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Abstract

Expansions of DNA trinucleotide repeats cause at least 17 inherited neurodegenerative diseases, such as Huntington’s disease. Expansions can occur at frequencies approaching 100% in affected families and in transgenic mice, suggesting that specific cellular proteins actively promote (favor) expansions. The inference is that expansions arise due to the presence of these promoting proteins, not their absence, and that interfering with these proteins can suppress expansions. The goal of this study was to identify novel factors that promote expansions. We discovered that specific histone deacetylase complexes (HDACs) promote CTG-CAG repeat expansions in budding yeast and human cells. Mutation or inhibition of yeast Rpd3L or Hda1 suppressed up to 90% of expansions. In cultured human astrocytes, expansions were suppressed by 75% upon inhibition or knockdown of HDAC3, whereas siRNA against the histone acetyltransferases CBP/p300 stimulated expansions. Genetic and molecular analysis both indicated that HDACs act at a distance from the triplet repeat to promote expansions. Expansion assays with nuclease mutants indicated that Sae2 is one of the relevant factors regulated by Rpd3L and Hda1. The causal relationship between HDACs and expansions indicates that HDACs can promote mutagenesis at some DNA sequences. This relationship further implies that HDAC3 inhibitors being tested for relief of expansion-associated gene silencing may also suppress somatic expansions that contribute to disease progression.

Introduction

The relentless expansion of trinucleotide repeats (TNRs) causes Huntington’s disease (HD), myotonic dystrophy type 1 (DM1), and at least 15 other inherited neurological disorders [1]. It is thought that expansions are actively promoted by the presence of key proteins, not their absence, probably due to the “corruption” of their normal biochemical activities by TNR DNA [2–4]. Evidence for promoting factors includes the fact that disease alleles expand at high frequencies, sometimes approaching 100% [5], in otherwise normal individuals and in a number of transgenic and knockin mouse models of HD and DM1 [6–12]. Using candidate gene approaches, the DNA repair factors Msh2, Msh3, Pms2, Ogg1, and Xpa were identified as promoting proteins in mice, based on the fact that somatic expansions are suppressed ~50%–90% by homozygous knockout of Msh2, Msh3, Pms2, Ogg1, or Xpa [6–13]. Knockout of Msh2 or Msh3 also largely eliminates intergenerational expansions [7,9,10,14]. Thus, key DNA repair components promote expansions in certain mouse models.

The transgenic mice studies described above monitor long, disease-causing TNRs becoming even longer. For example, commonly used HD mouse models carry CAG tracts of 110–120 repeats [10,12]. A human inheriting an HD allele in this length range would develop the disease as a young child [15]. As an alternative approach, we focus on expansions near the crucial threshold, a narrow range of allele lengths (~30–40 uninterrupted repeats in humans [2,4,16]) that demarcates stable shorter repeats from unstable longer tracts. Expansion risk in humans and in yeast increases sharply once the threshold is crossed [17,18]. Expansions crossing the threshold are critical initiating mutations leading to enhanced instability and disease [2–4]. It is not known whether the mechanism of expansion is the same for threshold-length alleles and long, disease-causing tracts. In this study, we find that yeast mutants lacking the nucleases Sae2 or Mre11 reduce expansion rates for (CTG)70 alleles, whereas sae2 or mre11 mutants show increased expansion frequencies for long (CAG)70 repeats [19]. This new evidence suggests that triplet repeat length helps determine expansion mechanism.

The goal of this study was to identify novel factors in yeast and human cells that promote expansions of TNR alleles near the threshold. We found specific histone deacetylase complexes (HDACs) that promote expansions, plus one human histone acetyltransferase (HAT) that inhibits expansions, and we suggest a mechanistic link between HDACs and DNA repair. These results indicate a causal relationship between HDACs and expansions, and they show that protein acetylation and deacetylation are key modulators of TNR instability.
HDACs Promote Triplet Repeat Expansions

Author Summary

The human genome contains numerous DNA trinucleotide repeats, which mutate infrequently in most situations. However, in families affected by certain inherited neurological diseases such as Huntington’s, a trinucleotide repeat has undergone an expansion mutation that lengthens the repeat tract. This expansion is generally sufficient to cause disease. Further germline and somatic expansions in affected families occur at very high frequencies—approaching 100% in some cases—suggesting that mutation of the trinucleotide repeat becomes the norm rather than the exception, while the rest of the genome remains genetically stable. These observations indicate that trinucleotide repeat expansions are localized in the genome and occur by novel mutational mechanisms. We searched for proteins that favor expansions and identified specific histone deacetylase complexes (HDACs)—comprising enzymes that remove acetyl groups from histones—in budding yeast and in human astrocytes. Interfering with these HDACs by mutation, RNA interference, or small molecule inhibitors blocked 50%–90% of expansion events. We also found that yeast HDACs promote expansions via a downstream deacetylation target, the nuclease Sae2. These results indicate that HDACs promote trinucleotide repeat expansions by modulating key proteins, which in turn catalyze the expansion. We postulate that HDAC inhibitors, currently being tested for relief of the transcription-related consequences of expansions, may have the beneficial side effect of reducing the risk of further somatic expansion.

Results

Yeast HDACs Rpd3L and Hda1 Promote CTG>CAG Repeat Expansions

If specific proteins promote TNR expansions, then mutants deficient in these proteins will have fewer expansions. A large-scale yeast mutant screen was performed to identify mutants with reduced expansion rates. Cells with a (CTG)\textsubscript{19}+CAN1 reporter (Figure 1A) were randomly mutagenized with a disruption library. A (CTG)\textsubscript{19} repeat tract was utilized, as this allele length is near the apparent threshold in yeast [18]. Reduced expansion rates are manifested as fewer canavanine resistant cells (Figure S1). Nine thousand disruptants, covering approximately 50% of non-essential genes, were subjected to several rounds of screening with increasing stringency. Eleven mutant genes were identified that consistently suppressed TNR expansions (Figure S1). Three of the 11 genes were SIN3, PHO23, and HDA3. SIN3 encodes a subunit of histone deacetylases Rpd3L and Rpd3S, whereas the subunit encoded by PHO23 is unique to Rpd3L. HDA3 encodes a subunit of another HDAC, Hda1. The hda3 mutant was found twice, along with single isolates of sin3 and pho23. Thus, a blind screen pulled out three genes encoding components of Rpd3L and Hda1, an enrichment of ~100-fold compared to random chance. This clustering of mutations in related enzymes suggested a causal relationship between specific HDACs and TNR expansion.

Targeted knockouts of sin3, pho23, and hda3 confirmed the gene assignments and allowed further analysis of expansions. Expansion rates were quantified using two reporters, CAN1 (Figure 1A) and UR\textsubscript{A3} [18], and all expansions were confirmed by PCR (Figure 1B). If an HDAC mutant primarily affects the instability at the triplet repeat, independently of the readout gene, then similar phenotypes would be expected for assays with CAN1 and UR\textsubscript{A3}. This outcome was observed (Figure 1C and Table S1).

Single mutants of sin3, pho23, and hda3 showed 9- to 18-fold reductions in expansion rates for the CAN1 reporter integrated into chromosome II (Figure 1C, left panel). Expansion rates were reduced >1,000-fold in the double mutants pho23 hda3 and sin3 hda3, which are simultaneously deficient in both Rpd3L and Hda1. When the reporter gene was \textit{URA3}, a similar pattern of suppressed expansion rates occurred (Figure 1G, middle panel). The magnitude of the phenotype was somewhat smaller: 2- to 4-fold suppression in expansion rates for single HDAC mutants, and 10- to 18-fold for the double mutants. Thus, both CAN1 and UR\textsubscript{A3} reporters integrated at the same locus yielded similar outcomes, suggesting that Rpd3L and Hda1 affect instability of the TNR. To exclude a position effect, the CAN1 reporter was relocated to an integration site on chromosome V. Suppression of expansions was again seen for the HDAC mutants (Figure 1G, right panel). Single mutants reduced expansion rates by 2- to 3-fold, while the pho23 hda3 and sin3 hda3 double mutants yielded 12- to 340-fold effects. In total (Figure 1C), the single mutants sin3, pho23, or hda3 showed significant reduction in CTG expansion rates in seven of nine assays. All six assays using the double mutants, pho23 hda3 or sin3 hda3, consistently gave lower expansion rates, and the double mutant effect was always stronger than for the single mutants. HDAC mutants in a common commercial strain, BY4741, also displayed reduced expansion rates for CAN1 integrated at \textit{LYS2}. Relative to wild type, expansion rates in the sin3 mutant were strongly suppressed (>100-fold), with a milder phenotype for pho23 (3-fold reduced), and a small but not statistically significant reduction of 1.7-fold for hda3. Overall, targeted knockout of Rpd3L and/or Hda1 suppressed expansion rates in most assays, and expansions were almost completely eliminated in some cases.

Expansion suppression could be phenocopied by treating wild type cells with trichostatin A (TSA), which inhibits many but not all HDACs [20]. TSA reduced expansion frequencies by 2.6-fold (Figure 1D) at a concentration that inhibits most HDAC activity of Rpd3 and Hda1 in vitro [21]. This finding is consistent with a published report showing that TSA-treated \textit{Drosophila} had ~3-fold fewer expansions of a \textit{CAG}$_\text{17}$ transgene, with preferential modulation of +1 repeat changes relative to other sizes [22]. In yeast, expansion sizes were similar with or without TSA, ranging from +6 to +19 repeats (Figure S2). Cells with impaired HDAC function showed the anticipated accumulation of acetylated histone H3, by nearly 5-fold in the sin3 hda3 mutant and about 2.4-fold in wild type cells treated with TSA (Figure 1E). Compared to the HDAC mutants, TSA gave smaller effects on both expansion levels and the accumulation of acetylated histone H3, presumably due to incomplete inhibition by the drug.

Several control experiments eliminated trivial explanations of the HDAC effect on expansions. The range of expansion sizes was similar in wild type cells, HDAC mutants, and TSA-treated cells (Figures 1F and S2), indicating that HDAC status did not affect the genetic selection for expansions. Rather, the expansion size data suggest that HDACs likely govern initiation of expansions; there is no correlation with changes in expansion rates. Finally, suppression of expansions was primarily attributable to Rpd3L and Hda1, because only modest expansion phenotypes occurred in mutants defective in the alternative HDACs Rpd3S, Hos1, Hos2, Hos3, or Sir2 (Figure S5). In summary, mutation or chemical inhibition of yeast Rpd3L and Hda1 suppresses CTG repeat expansions by
50%–90%, with even greater effects in some mutant strains. These data support a mechanistic link between triplet repeat expansions and the yeast HDACs Rpd3L and Hda1.

Human HDAC3, a Homolog of Yeast Rpd3L, Promotes Expansions in Cultured Human Astrocytes

To address whether HDACs promote expansions in human cells, we focused on class I human HDACs, the homologs of yeast Rpd3 [23]. The small molecule inhibitor 4b is selective for the class I enzyme HDAC3 but with some activity against HDAC1 [24]. 4b treatment reverses FXN gene silencing in primary cells from Friedreich’s ataxia patients [24] and relieves disease phenotype and transcriptional abnormalities in HD transgenic mice [25]. In light of the yeast experiments presented above, we posited that HDAC inhibition by 4b might have the added benefit of suppressing expansions in human cells. To test this idea, CTG repeat expansions were measured in a cultured human astrocyte cell line, SVG-A. Glial cells such as astrocytes show somatic expansions in HD patients [26], and SVG-A cells support expansions in culture, as measured by the assay shown in Figure 2A [27].

4b efficiently suppresses TNR expansions in SVG-A cells at doses that are well tolerated. Treatment with 4b reduced expansion frequencies in a dose-dependent manner (Figure 2B; small increases were not significant). Together, the inhibitor results suggest HDAC3 is the relevant target. Confirmation came from RNAi knockdowns. Knockdown of HDAC3 resulted in 76% reduction in expansion frequencies (Figure 2C), the same extent seen at the highest doses of 4b, whereas knockdown of HDAC1 elevated the expansion frequency slightly but not to a statistically significant level. Inhibiting HDAC3 with 4b or knocking it down changed the frequency of expansions, not their sizes (Figure 2D). Expansions added as many as 18 repeats to a starting tract of 22 repeats; thus, some expansions regulated by HDAC3 in SVG-A cells cross the threshold of 30–40 repeats observed in humans [2,4,16]. The reduced number of expansions upon 4b treatment could not be attributed to increased cell death, because the SVG-A cells retained ≥83% viability, relative to DMSO-only control, even at the highest dose of inhibitor (Figure 2E). Molecular analysis of global histone H4 acetylation showed the anticipated increase in acetylated H4, up to about 10-fold, when cells were treated with 4b (Figures 2F and S6). The opposite phenotype—increased expansions—was seen with RNAi knockdown of the histone acetyltransferases CREB-binding protein (CBP) and p300 (Figure 2G), consistent with observations in Drosophila [22]. We conclude that HDAC3 and CBP/p300 have opposing effects on expansions in SVG-A cells, with HDAC3 promoting TNR expansions.
Rpd3L and Hda1 Promote Expansions in Trans, Partly through Sae2

We first tested the idea that expansion rates are suppressed in cis by hyperacetylation of histones near the repeat tract, as might occur in HDAC mutants. The approach took advantage of previous studies showing that transcription and histone acetylation at some yeast genes are particularly sensitive to the absence of SIN3. One such locus is the INO1 gene, which we refer to as a “hot” zone. In sin3 mutants compared to wild type, transcript levels increase about 30-fold [20,29] and histone acetylation increases 3.6- to 5-fold [30,31] at INO1. If expansions are sensitive to local histone acetylation, then integration of the TNR reporter at INO1 should give an enhanced sin3 phenotype, i.e. show greater suppression of expansions. Similarly, there should be less sin3 phenotype on expansions at a “cold” zone like SPS2 whose expression and histone acetylation is nearly unaffected in a sin3 mutant [20,29,30]. The results indicate otherwise (Figure 3A). For both integration sites, hot and cold, the effect of sin3 on expansions was similar (6.4-fold suppression at INO1, 5.7-fold at SPS2). Nearly identical suppression effects were seen when the reporter was integrated at another relatively cold locus, LYS2 (8.8-fold; Figure 1C, left panel), or at another hot zone locus, IME2 (8.8-fold; unpublished data).

Figure 2. Chemical inhibition or RNAi knockdown of HDAC3 in human SVG-A cells suppresses expansions. (A) The genetic assay is essentially as described [27]. Cells were treated with either HDAC inhibitor 4b, compound 3, or DMSO only. Alternatively, siRNA was used with scrambled siRNA as a control. Expansions are scored using yeast as a biosensor, and total plasmid counts are monitored by bacterial transformation for enhanced sensitivity. (B) Expansion frequencies as a function of inhibitor dose, compared to DMSO-treated control cells. Blue, 4b-treated; red, compound 3-treated. Error bar, ±SEM; * p<0.05 compared to DMSO-treated cells. Details in Table S3. (C) Expansion frequency after RNAi. Knockdown efficiency, judged by three independent immunoblots, averaged 76(±8)% for HDAC3 and 76(±2)% for HDAC1. Error bars, ±SEM; * p<0.05 compared to scrambled control. Details in Table S3. (D) Expansion sizes, derived from PCR analysis. 21 genetically independent expansions for DMSO, 6 for 4b (combined data from 10 μM and 20 μM treatments), 28 for scrambled siRNA, and 13 for HDAC3 siRNA. (E) Cell viability measured by nigrosin staining just prior to cell harvest. (F) Representative immunoblot of acetylated histone H4 and total histone H4 upon treatment with 4b; data summary in Figure S6. (G) Expansion frequencies after RNAi against histone acetyltransferases. Error bars, ±SEM; * p<0.05 compared to scrambled control. doi:10.1371/journal.pbio.1001257.g002
Confirmation studies of chromatin acetylation at the TNR locus led to an unanticipated result. Chromatin immunoprecipitation (ChIP) was used to evaluate pan-acetylation of histone H4 compared to total H4 at INO1, SPS2, and the TNR reporter (Figure 3B and C). H4 acetylation at INO1 was increased 3- to 5-fold in the sin3 mutant as expected for a hot zone, while H4 acetylation at SPS2 was low in both the wild type and sin3 strains, typical of a cold zone. These findings are independent of the integration site of the TNR reporter (compare Figure 3B and 3C), indicating that insertion of the reporter does not alter acetylation levels at either integration locus. Unexpectedly, we found that histones near the TNR are hyperacetylated, regardless of SIN3 status, to about the same level as INO1 in the sin3 mutant (Figure 3B and C). Hyperacetylation seems to be conferred in part by the trinucleotide repeat, because a control reporter with a randomized sequence in lieu of the TNR yielded a greater dependence of histone acetylation on SIN3 status ("Rand," Figure 3B). Although the TNR is not uniquely responsible for hyperacetylation of nearby histones (Figure S7), it does contribute.

We concluded from the results in Figure 3A–C that HDACs most likely promote expansions in trans, perhaps by controlling the expression or stability of factors that expand the TNR. The nuclease Sae2 was investigated because a recent study showed Sae2 is stabilized by deacetylation in an Rpd3L- and Hda1-dependent manner [32]. Furthermore, Sae2, along with the nuclease encoded by MRE11, is known to process hairpin DNA in vivo and in vitro [33,34]. Since TNR expansions are thought to involve structured intermediates such as a hairpin [2–4], we tested the idea that an sae2 mutant would suppress expansions. The sae2 mutant partially suppressed expansions when compared side-by-side with a sin3 mutant (Figure 3D), consistent with the idea that Sae2 is one (but not the sole) relevant target of Rpd3. Mutation of the nuclease encoded by MRE11 suppressed expansions as much as the sin3 mutant (Figure 3D). Although Rpd3 is not known to directly regulate Mre11, the expansion phenotype of the mre11 mutant is consistent with the possibility that HDACs stabilize Sae2, which then works together with Mre11 to promote expansions. In contrast, loss of the Exo1 exonuclease showed no effect on expansions, and the sae2/exo1 double mutant was no more defective than the sae2 single

**Figure 3. Evidence that Rpd3L acts in trans to promote expansions.** (A) sin3 mutants suppress expansion rates when the TNR reporter is integrated at “hot” zone, INO1 on chromosome X and a “cold” zone, SPS2 on chromosome IV. Error bars, ±SEM; * p<0.05 compared to wild type. (B, C) Chromatin immunoprecipitation using antibodies against pan-acetylated histone H4 or total H4. Underline indicates the TNR reporter integration site at INO1 (B) or SPS2 (C). Rand, control reporter with randomized sequence in place of triplet repeat. Error bars, ±SEM. Primer site details are provided in Figure S8. (D) Expansion rates in single or double mutants of sae2, mre11, exo1, and/or sin3. The reporter was (CTG)20-CAN1 integrated on chromosome II. Error bars, ±SEM; * p<0.05 compared to wild type. Details for panels (A–D) are in Table S4. (E) Model for HDAC promotion of expansions in yeast. 1. Acetylated Sae2 (Ac-Sae2) is marked for degradation, but it is stabilized by deacetylation in an Rpd3L- and Hda1-dependent manner [32]. The same HDACs may deacetylate other factors relevant to expansions, thereby stabilizing them or influencing their activities. The action of Rpd3L and Hda1 is counterbalanced by one or more HATs that await identification. 2. Sae2 along with another nuclease, Mre11, cleaves TNR DNA, possibly in a hairpin structure, to initiate the expansion pathway. 3. The cleaved TNR undergoes additional processing steps to complete the expansion.

doi:10.1371/journal.pbio.1001257.g003
mutant (Figure 3D). Together, the results of Figure 3 suggest that yeast Rpd3L and Hda1 promote expansions in trans through the nucleases Sae2 and Mre11.

**Discussion**

This study reveals that yeast Rpd3L and Hda1 and human HDAC3 promote expansions of threshold-length triplet repeats in budding yeast and human astrocytes. Interfering with HDAC function through mutation, RNAi knockdown, or small molecule inhibitors eliminates most expansions. It is striking that yeast Rpd3 and Hda1 elicit opposite effects on genetic stability depending on the genomic context; these HDACs accelerate mutagenesis at triplet repeats, whereas they favor chromosome stability via the DNA damage response and processing of double strand breaks [32]. We also found that the human HATs encoded by CBP and p300 have the contravening effect of stabilizing triplet repeats. The latter finding complements an earlier report that CBP modulates instability of long repeats in Drosophila [22]. The relevant yeast HAT remains to be identified. The identification of HDACs as promoting factors and the protective action of HATs emphasizes the importance of protein acetylation/deacetylation to expansions. The mechanistic and therapeutic implications of these findings are considered below.

As in double strand break processing [32], one downstream target of Rpd3L and Hda1 is likely to be the nuclease Sae2. We propose a model where Rpd3L and Hda1 positively regulate Sae2 by stabilizing it. Sae2 and Mre11 then function together as nucleases to promote expansions (Figure 3E). This model is based in part on the study of Robert et al., who found that acetylated Sae2 is degraded by autophagy, but that Sae2 is stabilized by deacetylation in an Rpd3- and Hda1-dependent manner [32]. Also consistent with the Robert et al. work, we infer that Sae2 is not the only relevant target of these HDACs because the expansion phenotype of a sae2 mutant is not as strong as for sin3 (Figure 3D). Other factors, currently unknown, are also proposed to be regulated by Rpd3 and Hda1 and to contribute to expansions by mechanisms that remain to be elucidated (Figure 3E). Sae2 and Mre11 (acting in the Mre11/Rad50/Xrs2 complex) are known to process hairpin DNA in vivo and in vitro [33,34]. It remains to be determined whether these enzymes actually process a TNR hairpin intermediate to accelerate expansions. The effects of Sae2 and Mre11 have also been examined for expansions of long (CAG)$_{70}$ repeats [19]. In this study, expansion frequencies increased in sae2 or mre11 mutants. One likely explanation is that long alleles in yeast break more frequently than do the shorter alleles we utilize; thus, long repeats in yeast rely on double strand break repair to prevent expansions [19]. In support of this possibility, expansions of (CAG)$_{70}$ are also enhanced by loss of the recombination proteins Rad51 and Rad52 [19], whereas rad51 or rad52 mutants do not affect expansion rates of CAG alleles between 13 and 25 repeats [35,36]. The outcomes of Sae2 and Mre11 activity could be different in break repair than in putative hairpin processing described above.

We found that yeast HDAC mutants suppress expansions in nearly all assays (Figure 1C), but quantitative differences in phenotype illustrate that some aspects of HDAC regulation of expansions remain unknown. What other factors regulated by yeast Rpd3L and Hda1 or human HDAC3 might contribute to expansions? One possibility is chromatin structure near but not immediately adjacent to the repeat. The triplet repeat literature contains several connections between expansions and proteins that modulate chromatin structure, including Drosophila CBP [22] mentioned above, the insulator protein CTCF [37,38], and the DNA methyltransferase Dnmt1 [39]. A second possibility is that HDACs promote expansions by controlling the firing of DNA replication origins [40–43]. The major finding against the origin firing model is that similar 3M3-dependent promotion of expansions was seen when our yeast reporter was integrated at four different loci (LYS2, INO1, SPG2, and ME2; Figures 1 and 3), which are 21–130 kb away from the nearest origins that become deregulated in rpd3A cells [42]. We feel it is unlikely that Rpd3-dependent origin firing explains suppression of expansions, although HDAC effects on fork progression or fork stalling cannot be ruled out at this time.

HDAC inhibitors are currently being evaluated as therapies to treat the transcriptional defects in several TNR expansion diseases [44,45]. For example, 4b treatment reverses FXX gene silencing in primary cells from Friedreich’s ataxia patients [24] and relieves disease phenotype and transcriptional abnormalities in HD transgenic mice [25]. Our work implies these inhibitors may have a second, beneficial effect of suppressing somatic expansions that contribute to disease progression.

**Materials and Methods**

**Genetic Assays and Analysis of Expanded TNR Alleles**

Triplet repeat expansion assays using the URA3 reporter have been described previously [18,27]. Assays using the CAN1 reporter (Figure 1A) utilized canavanine at 60 μg/ml to select for resistance. All expansions were verified by single-colony PCR across the repeat tract followed by analysis on high-resolution polyacrylamide gels [18]. Details of statistical analysis are provided in Tables S1 and S4.

**Western Blot Analysis**

Whole cell lysates (yeast and SVG-A astrocytes) or histone acid extracts (SVG-A astrocytes) were separated electrophoretically and transferred to PVDF membranes. Primary rabbit antibodies were against histone H3 (A300-823A, Bethyl Laboratories), acetyl-histone H3 (#17-615, Millipore), acetyl-histone H4 (#06-866, Millipore), β-actin (A2066, Sigma-Aldrich), HDAC3 (sc-11417, Santa Cruz Biotechnology), and HDAC1 (CH00218, Coriell Institute for Medical Research). Assessment of HDAC3 expression via Western blot analysis resulted in two bands around 50 kDa, the predicted size of the protein, presumably representing the two reported isoforms of HDAC3 [46]. Throughout all experiments, consistent knockdown of the top band was observed following HDAC3 siRNA treatment, however levels of the bottom band varied between experiments. Quantitation of HDAC3 knockdown was performed by densitometric analysis of the top band only. A mouse antibody was used against histone H4 (ab31830, Abcam). Secondary antibodies conjugated to horseradish peroxidase were 711-035-152 and 113-035-003 from Jackson ImmunoResearch Laboratories. Visualization was by chemiluminescence (Western Lightning Plus-ECL, PerkinElmer).

**Chromatin Immunoprecipitation**

250 ml yeast cell cultures were grown to A$_{600}$~0.8 at 30° in yeast extract/peptone/dextrose. Following cross-linking with 1% formaldehyde (15 min, 22°), cross-linked chromatin was isolated in lysis buffer containing 50 mM HEPES/KOH pH 7.5, 140 mM NaCl, 1 mM EDTA, 1% Triton X-100%, 0.1% sodium deoxycholate and the protease inhibitors 1 mM PMSF, 1 mM benzamidine, 1 μg/ml leupeptin, and 1 μg/ml pepstatin. After sonication (40% duty cycle for seven cycles of 5 s each with
50 s cooling in between; Digital Sonifier EDP 100-214-239, Branson), chromatin fragments were immunoprecipitated with antibodies specific for total histone H4 (5 μg, A300-646A, Bethyl Laboratories) or pan-acetylated H4 (7 μl, # 06-866, Millipore) at 4°C overnight. Immune complexes were captured by incubating with Protein G magnetic beads (S1430S, New England BioLabs) for 4 h at 4°C. After a series of washes, DNA was eluted in 250 μl elution buffer (50 mM Tris-HCl pH 8, 10 mM EDTA, and 1% SDS) and crosslinks were reversed by incubating overnight at 65°C. DNA was purified by phenol-chloroform extraction followed by an ethanol precipitation and analyzed by quantitative PCR (Applied Biosystems, 7500 FAST). Primer sequences used for quantitative PCR are provided in the Supporting Information section. Signals for total H4 and acetylated H4 were quantified by the method of 2^[-ΔΔCt] and normalized using the following calculation: (G, immunoprecipitate—C, input)—(background—C, input). Amplification of the chromosome VI telomere region was chosen as a measurement for background [31, 47]. The normalized IP values obtained for acetylated H4 were divided by the normalized IP values for total H4.

Reverse Transcription-PCR
Cells were grown to mid-log phase and then extracted with hot acidic phenol. Following clean-up of the RNA, reverse transcription was performed in triplicate. cDNA levels were analyzed in triplicate by quantitative real-time PCR and normalized to Act9 levels. Details and primer sequences are provided in Table S2.

Shuttle Vector Assays and Molecular Analysis of Protein Components
SVG-A astrocytes were seeded in 60 mm tissue culture dishes and transfected with 5 μg shuttle vector DNA using Lipofectamine 2000 (Invitrogen Corporation). After 6 h, the DMEM transfection media was replaced by DMEM supplemented with 10% fetal bovine serum, plus one of the HDAC inhibitors 4b or compound 3 (kindly provided by Joel Gottesfeld, The Scripps Research Institute) or DMSO only. Cells were incubated for an additional 48 hours, then samples were taken for either expansion assay or histone analysis. To measure expansions, plasmid DNA was extracted and concentrated by using Hirt's alkaline lysis [48] and Amicon Ultra 50 K centrifugal filter units (Millipore). Purified plasmid DNA was digested by DpnI (New England Biolabs) and then transformed into S. cerevisiae for measurement of canavanine resistance or into E. coli for analysis of total plasmid numbers as measured by ampicillin-resistant colonies. Histone extracts were prepared by acid extraction (protocol provided by Abcam).

RNA interference experiments were performed with minor variations. SVG-A cells were seeded and transfected with ON-TARGET plus or siGenome SMARTpool siRNAs (100 nM) against HDAC3 (L-003496, M-003496), HDAC1 (M-003493), or scrambled non-targeting siRNA (D-001810) from Dharmacon against HDAC3 (L-003496, M-003496), HDAC1 (M-003493), or variations. SVG-A cells were seeded and transfected with ON- (protocol provided by Abcam).
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SVG-A astrocytes were seeded in 60 mm tissue culture dishes and transfected with 5 μg shuttle vector DNA using Lipofectamine 2000 (Invitrogen Corporation). After 6 h, the DMEM transfection media was replaced by DMEM supplemented with 10% fetal bovine serum, plus one of the HDAC inhibitors 4b or compound 3 (kindly provided by Joel Gottesfeld, The Scripps Research Institute) or DMSO only. Cells were incubated for an additional 48 hours, then samples were taken for either expansion assay or histone analysis. To measure expansions, plasmid DNA was extracted and concentrated by using Hirt's alkaline lysis [48] and Amicon Ultra 50 K centrifugal filter units (Millipore). Purified plasmid DNA was digested by DpnI (New England Biolabs) and then transformed into S. cerevisiae for measurement of canavanine resistance or into E. coli for analysis of total plasmid numbers as measured by ampicillin-resistant colonies. Histone extracts were prepared by acid extraction (protocol provided by Abcam).

RNA interference experiments were performed with minor variations. SVG-A cells were seeded and transfected with ON-TARGET plus or siGenome SMARTpool siRNAs (100 nM) against HDAC3 (L-003496, M-003496), HDAC1 (M-003493), or scrambled non-targeting siRNA (D-001810) from Dharmacon using DharmaFECT 1. After 48 h, cells were transfected with 7 μg of shuttle vector and also re-transfected with siRNAs using Lipofectamine 2000. After another 2 d, expansion frequencies were prepared as above, in parallel with immunoblot analysis of whole cell lysates.

Statistical Analyses
All p values were determined by two-tailed Student’s t test. p and n values for each data set are specified in Tables S1, S2, S3, S4 unless stated in the figure legend.

Supporting Information
Figure S1 Identification of mutants with reduced expansion rates. (A) Overview of screen and results. (B) Schematic of replica plating strategy to identify relevant mutants. (TIF)
Figure S2 Expansion sizes in yeast ± TSA. Expansion sizes were measured by PCR and high-resolution gel electrophoresis to within ±2 repeats. All expansions are genetically independent. The histogram shows the spectra from 42 expansions seen in cells treated with DMSO (unfilled bars), or from 39 expansions from cells treated with 30 μg/ml TSA (blue-filled bars). (TIF)
Figure S3 Survival of sin3, pho23, and hda3 mutants on canavanine- or 5FOA-containing media. This experiment tests whether HDAC mutants without a triplet repeat reporter show any innate sensitivity to canavanine or 5FOA, the compounds used to select expansions from the CAN1 and URA3 reporters, respectively. If there were any innate sensitivity, then expansion assays with the HDAC mutants might give low apparent expansion rates for reasons unrelated to the triplet repeats themselves. For each strain, spontaneous deletion of the reporter (“pop-out”) was identified genetically. Cells from each reporter-less strain were grown in YPD medium to mid-log phase, and serial 10-fold dilutions were spotted onto control media (SC-Ura, left) or selective media (center and right). The plates were incubated at 30°C for 6 d and then photographed. Selection was for canavanine resistance (top) or 5FOA resistance (bottom). Low concentrations of Can or 5FOA were used to magnify any difference in sensitivities of wild type controls versus HDAC mutants. The results indicate similar growth rates for wild type and HDAC mutants on the control media (left) and plates with low (center) or high drug concentrations (center). Based on these experiments, we conclude there is no evidence for innate sensitivity of the HDAC mutants to canavanine or 5FOA. Therefore, low expansion rates in the HDAC mutants cannot be attributed to the selection method. (TIF)
Figure S4 Growth tests of sin3, pho23, and hda3 mutants containing an expanded repeat on canavanine-containing media. This experiment tests whether HDAC mutants with an expanded CTG repeat grow similarly to wild type on selective media. The result will tell whether a hypothetical slow-growth phenotype in HDAC mutants on selective media (left) and plates with low (center) or high drug concentrations (center). Based on these experiments, we conclude there is no evidence for innate sensitivity of the HDAC mutants to canavanine or 5FOA. Therefore, low expansion rates in the HDAC mutants cannot be attributed to the selection method. (TIF)
Figure S5 Expansion rate data for alternative HDACs. This experiment tests whether mutation of any HDAC besides Rpd3L or Hda1 gives reduced rates of expansion for the CTG/20-CAN1 reporter integrated on chromosome II. For each strain, expansion rates were measured as described in Materials and Methods. Data
for sin3, pho23, and hda3 strains are reproduced from Figure 1C for comparison. Error bars represent ±1 SEM. The results indicate that the additional HDAC mutants tested yielded small expansion phenotypes compared to sin3, pho23, or hda3.

Figure S6 Accumulation of acetylated histone H4 upon treatment of SVG-A cells with the HDAC inhibitor 4b. These results are from four independent measurements of acetylated histone H4 (AcH4) and total H4 by immunoblot. One representative blot is shown in Figure 2E. The graph below shows the AcH4/Total H4 ratio normalized to the DMSO-only control. Error bars denote ±1 SEM. *p<0.05 compared to untreated. (TIF)

Figure S7 Histone acetylation levels at LJS2. Chromatin immunoprecipitation (ChIP) was used to measure acetylated histone H4 (AcH4) and total H4 levels. Results were measured by real-time PCR of the LJS2 promoter. Primer positions for each gene are shown in Figure S8. The x-axis indicates strains with the TNR reporter integrated at different genomic loci. Bars are average of three measurements. Error bars reflect ±1 SEM. (TIF)

Table S1 Expansion rate analysis in yeast HDAC mutants. All rate data are expressed as expansions per cell generation. n, number of independent rate measurements; SEM, standard error of the mean; p values calculated by Student’s t test. (TIF)

Table S2 Expansion suppression and transcript levels in HDAC mutants. Expansion suppression values are from Table S1. Transcript levels were measured in triplicate from three independent cDNA preparations. For RNA preparation, yeast cells from overnight cultures were grown in YPD to an A600 of 0.6. Cultures were then centrifuged at room temperature for 5 min at 4,000 rpm, washed in sterile water, and centrifuged again. RNA extraction was performed using hot acidic phenol as described previously (http://www.transcriptome.ens.fr/sgdh/protocols/preparation_yeast.php). A maximum of 100 μg of RNA was used for clean-up. The RNasey Mini Kit (Qiagen) was used for the RNA clean up, which included the on-column DNase digestion. 1 μg of total RNA was reverse-transcribed in triplicate into cDNA using random nonamer primers in a 20 μl reaction mixture using the Primerdesign Precision qScript Reverse Transcription kit. The cDNA levels were then analyzed using the Applied Biosystems 7500 FAST. Each cDNA sample replicate was tested in triplicate in a 96-well plate, and values were normalized to ALG9 expression. The reaction mix consisted of 10 μl of Fast SYBR Green Master Mix (Applied Biosystems) in final volume of 20 μl. A blank (no template control) was also incorporated into each assay. Relative expression levels were determined using the method of 2−ΔΔCt. Primer sequences were: rtCAN1F, CGA ATG GCT ATT AAA TAT CAC TGG TGT; rtCAN1R, GAA TTT TGG TGC AAA AGC CGT GAA ACC TTG; rtALG9F, CAC GGA TAG TGG CTT TGG TGA ACA ATT AC; rtALG9R, TAT GAT TAT CTG GCA GGA GGA AAG AAC TTG GG. (TIF)

Table S3 Expansion frequencies in SVG-A cells. Expansion frequencies (defined in Materials and Methods and in the legend to Figure 2) were normalized to frequencies from control cells, as indicated. n, number of independent experiments; SEM, standard error of the mean. p values were calculated by two-tailed Student’s t test. Background expansions were estimated at 0.06±0.04 relative expansion frequency. Absolute frequencies of expansions, expressed as verified expansions per 100,000 E. coli transformants, were: 44±22 for HDAC inhibitor 4b experiments; 220±24 for HDAC3 and HDAC1 knockdown experiments; and 120±76 for CBP, p300, and CBP+p300 knockdowns. Knockdown efficiencies were estimated by immunoblot at 75%–80% for single knockdowns of CBP or p300, and 80%–85% each for the double knockdown. (TIF)

Table S4 Data for expansions and ChIP at INO1 and SPS2, and expansion rate analysis in yeast nuclease mutants. n, number of independent experiments; SEM, standard error of the mean; p values calculated by two-tailed Student’s t test. (TIF)
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