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ABSTRACT

Photosensitizing compounds with potential application in anticancer treatment with photodynamic therapy were investigated by means of computational methods in the studies presented in this thesis.

Hypericin and brominated derivatives were studied regarding possible reaction mechanisms and interactions with membranes and proteins. Monobrominated hypericin was found to possibly dissociate in an oxygen-independent reaction, providing an alternative pathway that can produce radical species in tumours. Hypericin, mono- and tetrabrominated hypericin showed strong preference for lipid membranes, in which monobrominated hypericin displayed the highest permeation, indicating that this molecule would have the highest probability to enter a cell through diffusion. Hypericin molecules that have the ability to reach the interior of a cell are prone to initiate damage to intracellular molecular targets, such as the endoplasmic reticulum Ca\(^{2+}\) ATPase SERCA, with which hypericin was found to interact strongly.

Benchmarking studies of functionals used in TD-DFT were performed in order to determine suitable methodologies for predicting absorption spectra of photosensitizing tetrapyrrrole compounds. The studies provide an evaluation of the potential to use long-range corrected functionals in computer-assisted design of photosensitizers for photodynamic therapy. Based on the results from the benchmarking studies, modified chlorin derivatives with strong absorption in the therapeutic window of photodynamic therapy were designed, representing suitable starting points for further experimental evaluation.

The presented studies of hypericin and tetrapyrrrole compounds provide detailed knowledge on possible reaction mechanisms, spectroscopic properties, and interactions with biomolecular systems. This information contributes to deep insight into the action of these compounds and can be of great importance in the development of photodynamic agents with improved therapeutic properties.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEA</td>
<td>adiabatic electron affinity</td>
</tr>
<tr>
<td>B3LYP</td>
<td>Becke three-parameter (exchange), Lee, Yang and Parr (correlation)</td>
</tr>
<tr>
<td>BChl</td>
<td>bacteriochlorophyll</td>
</tr>
<tr>
<td>BHQ</td>
<td>di-tert-butylhydroquinone</td>
</tr>
<tr>
<td>BPheid</td>
<td>bacteriopheophorbide</td>
</tr>
<tr>
<td>Chl</td>
<td>chlorophyll</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DPPC</td>
<td>dipalmitoylphosphatidylcholine</td>
</tr>
<tr>
<td>ER</td>
<td>endoplasmic reticulum</td>
</tr>
<tr>
<td>GGA</td>
<td>generalized gradient approximation</td>
</tr>
<tr>
<td>GTO</td>
<td>Gaussian type orbital</td>
</tr>
<tr>
<td>HDL</td>
<td>high-density lipoprotein</td>
</tr>
<tr>
<td>HF</td>
<td>Hartee-Fock</td>
</tr>
<tr>
<td>HOMO</td>
<td>highest occupied molecular orbital</td>
</tr>
<tr>
<td>IEF-PCM</td>
<td>integral equation formalism of the polarizable continuum model</td>
</tr>
<tr>
<td>LDA</td>
<td>local density approximation</td>
</tr>
<tr>
<td>LDL</td>
<td>low-density lipoprotein</td>
</tr>
<tr>
<td>LUMO</td>
<td>lowest unoccupied molecular orbital</td>
</tr>
<tr>
<td>MD</td>
<td>molecular dynamics</td>
</tr>
<tr>
<td>MM</td>
<td>molecular mechanics</td>
</tr>
<tr>
<td>NPe6</td>
<td>mono-L-aspartyl chlorin e6</td>
</tr>
<tr>
<td>PDB</td>
<td>Protein Data Bank</td>
</tr>
<tr>
<td>PDT</td>
<td>photodynamic therapy</td>
</tr>
<tr>
<td>QM</td>
<td>quantum mechanics</td>
</tr>
<tr>
<td>ROS</td>
<td>reactive oxygen species</td>
</tr>
<tr>
<td>SERCA</td>
<td>sarco(endo)plasmic reticulum Ca^{2+} ATPase</td>
</tr>
<tr>
<td>STO</td>
<td>Slater type orbital</td>
</tr>
<tr>
<td>TG</td>
<td>thapsigargin</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit Description</td>
</tr>
<tr>
<td>--------</td>
<td>------------------</td>
</tr>
<tr>
<td>Å</td>
<td>Ångström = 10^{-10} m</td>
</tr>
<tr>
<td>eV</td>
<td>electron volt</td>
</tr>
<tr>
<td>fs</td>
<td>femtosecond = 10^{-15} s</td>
</tr>
<tr>
<td>K</td>
<td>Kelvin</td>
</tr>
<tr>
<td>kcal/mol</td>
<td>kilocalories/mol</td>
</tr>
<tr>
<td>kJ/mol</td>
<td>kilojoules/mol</td>
</tr>
<tr>
<td>nm</td>
<td>nanometer = 10^{-9} m</td>
</tr>
<tr>
<td>μm</td>
<td>micrometer = 10^{-6} m</td>
</tr>
<tr>
<td>μs</td>
<td>microsecond = 10^{-6} s</td>
</tr>
</tbody>
</table>
CHAPTER 1. INTRODUCTION TO PHOTODYNAMIC THERAPY AND PHOTOSENSITIZERS

In the studies reported herein, hypericin and tetrapyrrrole compounds were investigated in the context of their potential application as photosensitizing agents in cancer therapy. This introductory chapter provides a general view of the treatment method and the photosensitizers included in the studies. The specific aims and objectives of the presented studies are given in the end of this chapter.

1.1. Photodynamic therapy (PDT)

1.1.1. Evolution of PDT
PDT is a medical technique used to treat both malignant and non-malignant disorders. Three components are required in PDT; light, oxygen, and a photosensitizer.

For several thousands of years, light therapy, also referred to as phototherapy, has been used in medical treatment of a large number of disorders.¹ After the introduction of light therapy came photochemotherapy, in which both light and a photosensitizer are required agents. Photochemotherapy is a well-known technique that has caught particular attention as an effective method to treat psoriasis using psoralen photosensitizers.² The early stages of formal PDT began with experiments performed on tumours and other skin disorders more than 100 years ago.³,⁴ In 1913 Meyer-Betz injected himself with hematoporphyrin and showed that this caused photosensitivity of the areas exposed to light.⁵ In the 1970s PDT with hematoporphyrin derivatives were extensively developed and tested in mice and humans.⁶⁻¹⁰

Even to this day, tumours are often preferentially treated with PDT; the treatment can be specifically directed at cancerous tissues and is often faster, easier, and less painful than traditional cancer treatment. As light does not have the ability to reach deep into the body, superficial tumours have been the main targets so far. However, with new techniques such as endoscopes or fibre optic
catheters, light can also be used to treat tumours located in internal organs. Beyond anti-tumour therapies, PDT can be used to treat non-malignant conditions such as psoriasis,\textsuperscript{11} acne,\textsuperscript{12} and age-related macular degeneration,\textsuperscript{13} as well as pre-malignant actinic keratosis.\textsuperscript{14} Sterilization of virus-contaminated blood is another possible field of application.\textsuperscript{15} PDT might also be used in antimicrobial treatment of local infections.\textsuperscript{16, 17}

1.1.2. Mechanism of photosensitization in PDT

As seen in Figure 1.1, a modified Jablonski diagram shows possible photophysical processes and reactions for photosensitizers. Upon light irradiation, the photosensitizer is excited from the ground singlet state, $S_0$, to the first excited singlet state, $S_1$, (reaction \textbf{1}; Figure 1.1), followed by intersystem crossing (ISC) to the first triplet state, $T_1$ (reaction \textbf{4}; Figure 1.1). If intersystem crossing does not occur, the compound returns to the ground singlet state via emission of fluorescence (reaction \textbf{2}; Figure 1.1) or through radiationless transition (internal conversion; reaction \textbf{3}; Figure 1.1). The triplet state is usually long-lived, which gives enough time for reactions with the environment. In the presence of molecular oxygen (O\textsubscript{2}), these reactions can generate reactive oxygen species (ROS), which act as to damage cells.

Reactions with molecular oxygen following the triplet state of the photosensitizer are classified as oxygen-dependent type I and type II reactions.\textsuperscript{18} In general, an oxygen-dependent type I reaction involves initial hydrogen abstraction from the photosensitizer or electron transfer between the photosensitizer and a substrate, both of which generate free radicals or radical ions that, in turn, can react with molecular oxygen to form ROS, such as superoxide radical anions (O\textsubscript{2}•\textsuperscript{-}), hydrogen peroxide (H\textsubscript{2}O\textsubscript{2}), and hydroxyl radicals (OH•) (reaction \textbf{6}; Figure 1.1).

In oxygen-dependent type II reactions, the excitation energy of the photosensitizer is directly transferred to molecular oxygen, forming singlet oxygen when ground triplet state oxygen is excited to the first excited singlet state, while the photosensitizer returns to the ground singlet state (reaction \textbf{7};
Figure 1.1. Modified Jablonski diagram displaying the photophysical processes of photosensitizers. 1: Excitation, 2: fluorescence, 3: radiationless transition (internal conversion), 4: intersystem crossing, 5: phosphorescence, 6: hydrogen/electron transfer between the triplet state photosensitizer and the environment, followed by reactions with molecular oxygen, 7: energy transfer to ground triplet state oxygen.

1.1.3. Photosensitizers

An ideal photosensitizer is required to possess strong absorption at long wavelengths and have a high ROS quantum yield. It is however equally important that the photosensitizer is chemically stable and that it is non-toxic in the absence of light in order to avoid oxidative damage to healthy tissues that are not exposed to light. The photosensitizer should also preferably accumulate in tumour tissues and have a high clearance rate, in order to avoid long-lasting photosensitization.
Wavelengths of the light used in PDT are in the range of 600-900 nm, and the specific wavelength depends on the red-most absorption peak of the photosensitizer. Despite the fact that many photosensitizers absorb significantly less in this region of the spectrum compared to shorter wavelengths, light at longer wavelengths is preferably used in PDT due to its beneficial properties. This light has the ability to reach deeper into tissues, hence enabling treatment of larger and less superficial tumors. The tissue penetration depth for light at 630 nm is about 2-3 mm whereas at 700-800 nm it is increased to 5-6 mm, thus providing a deeper therapeutic effect. The stronger the light absorption at the wavelength used in PDT, the lower the required light dose. Another advantage with light at long wavelengths is that overlapping absorption of endogenous molecules, such as hemoglobin, is reduced. Wavelengths over 900 nm are usually not applicable in PDT as the energy of the photons decreases with increased wavelength and the energy must be enough to excite a photosensitizer.

Molecules constituting conjugated \( \pi \)-electron systems, created by alternating single and double bonds, enable light absorption and thus have the potential of being used as photosensitizers. Upon light absorption, an electron in a \( \pi \)-bonding molecular orbital is excited to a \( \pi \)-antibonding molecular orbital (\( \pi \rightarrow \pi^* \)). The most energetically favourable \( \pi \rightarrow \pi^* \) transition occurs from the highest occupied \( \pi \)-bonding molecular orbital (HOMO) to the lowest unoccupied \( \pi \)-antibonding molecular orbital (LUMO). With an increased conjugated system, the energy gap between HOMO and LUMO is reduced and less energy is required for excitation. The absorption is subsequently shifted to longer wavelength.

A crucial requirement for a photosensitizer is that it has the ability to produce ROS, of which singlet oxygen is one of the most predominantly formed species. In order to produce singlet oxygen, the energy of the triplet state of the photosensitizer must be higher than the energy needed to excite oxygen from its ground triplet state to the first singlet state (0.98 eV). The ability of many photosensitizers to selectively accumulate to a high extent in
tumour tissue and the fact that only the region of the body that is subject to treatment is irradiated make PDT a highly specific treatment method due to the short lifetime and subsequent limited migration of ROS. Singlet oxygen, as an example, has a lifetime of $<0.04 \, \mu s$ that indicates a radius of action of $<0.02 \, \mu m$.\textsuperscript{22} ROS induce controlled cell death via apoptosis or sudden cell death via necrosis. The specific mode of cell death depends on the location of the photosensitizer, the drug and light dose, and the cell line.\textsuperscript{23, 24}

Photosensitizers often have the ability to selectively accumulate, consequently localizing the action of PDT to tumour tissue rather than to healthy tissue. This selectivity is mainly due to the physiological differences between tumour and normal tissues. Tumours display a large interstitial volume, contain a large number of receptors for lipoproteins\textsuperscript{25, 26} that are common carriers of photosensitizers, and contain a larger amount of newly synthesized collagen\textsuperscript{27} that photosensitizers, such as hypericin\textsuperscript{28} and porphyrins,\textsuperscript{29} have high affinity for. Tumours also have low extracellular pH\textsuperscript{30, 31} that increases the lipophilicity of some photosensitizers due to protonation and thereby enhances the uptake into tissues.\textsuperscript{32} In order to facilitate the uptake into tumours, formulations with the photosensitizer conjugated to antibodies, low-density lipoproteins (LDL) or liposomes are used.\textsuperscript{33}

The first hematoporphyrin mixtures used as photosensitizers were in a later stage purified to form Photofrin® (Porfimer sodium), a mixture of monomers, dimers and oligomers of porphyrins linked together by ether, ester or carbon-carbon bonds.\textsuperscript{34, 35} Photofrin was the first photosensitizer for which marketing clearance was obtained and it is the most widely used photosensitizer in PDT, approved for treatment of esophageal, bladder, gastric, cervical, and lung cancers.\textsuperscript{36} Although Photofrin has been successfully used in PDT, it also possesses several drawbacks that make it a non-ideal photosensitizer. The compound possesses weak absorption at long wavelengths, which results in non-optimal tissue penetration and high required drug and light doses. Photofrin also displays weak tumour selectivity and causes long-lasting skin photosensitization.
Hematoporphyrin derivatives such as Photofrin are classified as first generation photosensitizers, and in order to overcome the problems associated with these compounds, second generation photosensitizers with improved PDT properties, such as strong light absorption at long wavelengths, high ability to generate ROS and minimal side effects, have been the focus of extensive research effort during the last decades. Development of photosensitizers that can improve PDT as a cancer treatment method would, apart from making existing treatment schemes more efficient, also enable advances to use the method for treatment of several additional cancer types. Photosensitizers are usually developed starting from already available photosensitizing compounds and through structural modifications the photodynamic properties, solubility, and synthetic aspects are modulated. A majority of the photosensitizers that have reached the preclinical stage are cyclic tetapyrrole compounds (porphyrin based), but also non-porphyrin photosensitizers exist. Sections 1.2 and 1.3 give a detailed account of the photosensitizers that were included in the studies presented herein.
1.2. Hypericin

1.2.1. Chemical properties of hypericin

Hypericin (1, 3, 4, 6, 8, 13-Hexahydroxy-10, 11-dimethylphenanthro[1, 10, 9, 8-opqra]perylene-7, 14-dione) (Figure 1.2) belongs to the group of non-porphyrin photosensitizers and is one of the most powerful photosensitizers found in nature. Hypericin is one of several natural phenanthroperylene quinones found in species of the genus *Hypericum* from which extracts have been utilized for thousands of years in traditional medicine in treatment of skin diseases and wounds, mental disorders, and several other conditions. Preparations containing St. John’s wort (*Hypericum perforatum*) were early used as “mood-altering substances” and are even today successfully used in treatment of depression. Several species of *Hypericum* have been observed to cause severe photosensitization, with symptoms such as skin irritation, edemas, increased body temperature and eventually death (the symptoms are collectively called *hypericism*) in animals ingesting large quantities of *Hypericum* weed and being exposed to strong sunlight. The photosensitizing effect is due to the chromophoric system of the phenanthroperylene quinones that absorbs light, and hydroxyl- and alkyl group substituents contribute to enhance the photosensitizing properties of the compounds.

Hypericin, the compound that is mainly responsible for the photosensitizing action, was first isolated from St. John’s wort in 1911, its chemical formula (*C*$_{30}$*H$_{16}$*O$_{8}$) was reported in 1942, and the correct structure was published in 1950. In plants the compound is found in the form of *bay*-hypericinate ions that bind potassium and form dark coloured granules. A *bay*-hydroxyl group (Figure 1.2) of hypericin displays a pK$_{a}$ value of 1.8 in aqueous systems, indicating that the compound exists in its deprotonated form at physiological pH. Deprotonation of the remaining hydroxyl groups occurs at pH values around 9.

As the hypericin content in plants is very low, synthesis is preferable. The first full synthesis of hypericin was performed by Brockmann et al. in 1957.
The precursor of hypericin, emodin anthrone, can be obtained either from reduction of emodin extracted from the bark of breaking buckthorn (*Cortex frangulae*), or from synthesis. Hypericin also exists in some insect species in which the function might be to protect the organism against sunlight by contributing to dark pigmentation of the epidermis. Compounds structurally related to hypericin have, apart from in *Hypericum* species, been found in fungus, crinoids, lichens, buckwheat, and flour beetles.

![Figure 1.2](image)

**Figure 1.2.** The hypericin molecule. The numbers 1-4 indicate the positions where bromine substitution was modeled (IUPAC labeling: positions 2, 5, 9, 12).

Although the potential of using hypericin in combination with light in medical therapy has been known for a long period of time, it was not until about 20 years ago that it was discovered to possess antitumour and antiviral activity associated with light. This has led to the proposal that hypericin can be utilized as a photosensitizer in PDT.

**1.2.2. Mechanisms of photosensitization with hypericin**

The property of hypericin that makes it a powerful photosensitizer is its ability to generate singlet oxygen and other ROS in the presence of light. However, it
is still not clear by which mechanism the molecule acts. Numerous pathways that could explain the strong activity observed for hypericin have been proposed and investigated experimentally and theoretically. The results from the studies indicate that most probably not one single mechanism exists but several acting in parallel.

Hypericin exhibits strong absorption at 500-600 nm, with a maximum absorption at 590 nm. This absorption peak corresponds to excitation from the ground singlet state to the first excited singlet state. The second lowest excitation is found at 425-485 nm, with the maximum absorption at 480 nm. After excitation to an excited singlet state the molecule relaxes to the first excited singlet state from which the molecule can easily be converted to the first triplet state through intersystem crossing (cf. Figure 1.1). The difference between the first excited singlet and the first triplet state is approximately 210 nm, corresponding to 0.62 eV. From the triplet state, the reaction can follow different pathways, of which the two most studied are oxygen-dependent type I and type II reactions that generate ROS (Figure 1.3).

![Figure 1.3. Oxygen-dependent type I and II reactions for hypericin.](image)

In oxygen-dependent type I reactions, the hypericin molecule is in its triplet state reduced by an electron-donor, generating a hypericin semiquinone radical anion that is prone to react with molecular targets. The hypericin radical anion has been detected in electron paramagnetic resonance experiments after
photoactivation and was found to be predominantly formed under anaerobic conditions at high hypericin concentrations.\textsuperscript{60, 61} Under aerobic conditions, the hypericin radical can reduce molecular oxygen to produce reactive superoxide radical anions.\textsuperscript{60} Theoretical data indicates that the reaction in which molecular oxygen extracts an electron from the hypericin radical anion is associated with an energy gain, suggesting that this is a possible reaction.\textsuperscript{58} This finding is supported by experimental observations.\textsuperscript{62, 63} The superoxide radical anion can be further transformed into hydrogen peroxide and hydroxyl radicals. Hypericin has been found to produce hydrogen peroxide.\textsuperscript{64}

In oxygen-dependent type II reactions, the triplet state hypericin molecule is quenched by molecular oxygen, resulting in generation of singlet oxygen and the regeneration of hypericin in its ground state. Energetically, this has also been shown to be a viable route.\textsuperscript{58} However, depending on the local environment, this process may compete with the type I reaction in which the electron affinity of hypericin strive to generate hypericin in the reduced form. The quantum yield for formation of singlet oxygen was first estimated to be as high as 0.73,\textsuperscript{65, 66} but the number has later been revised to 0.36 in ethanol and less than 0.02 in water.\textsuperscript{67} In liposomes, the quantum yield is 0.35-0.43.\textsuperscript{68, 69}

Another suggested mechanism, apart from the oxygen-dependent type I and type II reactions, is that the excited hypericin molecule is ionized by direct transfer of an electron to molecular oxygen, generating superoxide radical anions and hypericin in the form of a radical cation.\textsuperscript{62, 70} Oxygen does not have the ability to oxidize the hypericin molecule directly from the excited singlet state, but from the triplet state oxidation is possible.\textsuperscript{58} Hypericin in its triplet state can also be reduced by another hypericin molecule, a reaction that generates a hypericin radical anion and a hypericin radical cation.\textsuperscript{70} This auto-ionization is possible if the second hypericin molecule is also in the triplet state.\textsuperscript{58} However, this reaction would require a high local concentration of hypericin. Photogenerated protons that are transferred from the hypericin molecule upon irradiation can also play important roles in the activity of hypericin as it has been found to acidify the surrounding.\textsuperscript{71-75}
1.2.3. Hypericin as an antitumour and antiviral agent

1.2.3.1. Antitumour activity

The antitumour activity of hypericin has been demonstrated on various carcinoma cell lines and tumours in the presence of light. In 1990 Thomas et al. performed the first *in vivo* experiment with hypericin, which showed destruction of mammary carcinoma cells in mice. In *in vivo* experiments on mice with transplanted squamous cell carcinoma tumours injected directly with hypericin showed potential of using hypericin in treatment of recurrent or inoperable cancers in head and neck. Decreased tumour growth of unresectable pancreatic cancer in mice has been reported as well. A small clinical trial with hypericin intralesionally injected into skin cancer carcinomas (basal cell carcinoma and squamous cell carcinoma) in humans and irradiated with visible light resulted in promising tumour regression.

The activity of hypericin on mouse mammary carcinoma cells was early shown to be both light and oxygen dependent, and the photosensitizing effect was found to be equivalent to that of Photofrin. This was followed by numerous studies that showed that hypericin also possesses strong *in vitro* activity on neoplastic cells, pulmonary squamous cell carcinoma, melanoma, colon adenocarcinoma, oral squamous cell carcinoma, breast adenocarcinoma, fibrosarcoma, bladder carcinoma, skin carcinoma, and cervix carcinoma. The research interest in hypericin as a cytotoxic agent has increased in recent years and additional *in vitro* studies have shown light-dependent activity of hypericin on cells such as rhabdomyosarcoma, hepatoblastoma and pediatric hepatocellular carcinoma, human renal carcinoma, and umbilical endothelial and glioma cells.

The ability of hypericin to selectively accumulate in tumour tissue has suggested a potential application in photophysical diagnosis, a useful technique to detect early stage tumours in order to initiate suitable treatment. Tumours can be imaged by the fluorescence from hypericin and clinical studies performed to detect bladder tumours showed high sensitivity and specificity.
1.2.3.2. Antiviral activity

Apart from the toxicity against tumours, hypericin also displays antiviral activity. Enveloped viruses such as human immunodeficiency virus (HIV),\textsuperscript{93-98} sindbis,\textsuperscript{94, 95} murine cytomegalo,\textsuperscript{94, 95} hepatitis B,\textsuperscript{99} herpes simplex,\textsuperscript{100-102} vesicular stomatitis,\textsuperscript{98, 101} influenza A,\textsuperscript{98, 100} radiation leukemia,\textsuperscript{93, 103} and equine anemia\textsuperscript{104} viruses respond to treatment with hypericin and light \textit{in vitro}. Toxicity against non-enveloped viruses has not been observed,\textsuperscript{100, 101} indicating that the antiviral activity involves viral lipid membrane structures. Inactivation of viral function has been suggested to occur through inhibition of viral fusion function,\textsuperscript{98} or through disturbance in virus shedding, budding or assembly at the cell membrane.\textsuperscript{93, 105} Cross-linking of viral membrane proteins have also been suggested,\textsuperscript{98, 99} as well as inhibition of virus replication, as shown for HIV.\textsuperscript{93, 106}

\textit{In vivo} studies on the antiviral activity of hypericin have been performed with diverse outcomes. Studies on the action of hypericin against herpes simplex,\textsuperscript{100} radiation leukemia,\textsuperscript{105} Friend leukemia,\textsuperscript{93, 100, 105, 107} and murine leukemia\textsuperscript{93} viruses in mice have shown positive results, and several early studies on the activity of hypericin against HIV in humans reported preliminary results that indicated potential application in the therapeutically field.\textsuperscript{108-111} However, more recent phase I studies of HIV and hepatitis C infected individuals showed no antiretroviral activity and instead severe phototoxicity.\textsuperscript{112, 113}

The potential of using hypericin as an antiviral drug in humans is considered to be limited due to the fact that the light does not have the ability to reach all regions of the body. In attempts to overcome this problem experiments have been performed with the aim to investigate the possibility to place light-generating molecules such as luciferin and luciferase in the proximity of the hypericin molecule or covalently bound to it in order to fulfil the requirements of PDT.\textsuperscript{114, 115} However, the generated chemiluminiscent light was not strong enough to achieve antiviral activity.

Despite the clear limitations of hypericin as an antiviral drug \textit{in vivo} it might instead be of interest \textit{ex vivo} in the field of virus-contaminated transfusion
blood as HIV and bovine viral diarrhea viruses in blood has been inactivated by treatment with hypericin and light. However, high doses of hypericin are required to obtain effective antiviral activity and damage to the red blood cells caused by irradiation has to be considered in connection to this and has been an obstacle in the development of this technique.

1.2.4. Transportation and carriers of hypericin
Transportation of drug molecules in the body, often in assistance of a carrier, and the intracellular location depend on the properties of the molecules. For drug molecules to reach possible cellular targets they need to be able to penetrate the plasma membrane of the cell. The exact target for hypericin and the transportation in the body are not yet fully understood, and various possible cellular targets and carriers have been suggested.

Hypericin can penetrate the plasma membrane through diffusion. However, the molecule is highly hydrophobic and insoluble in aqueous solutions and would preferably interact with biological molecules in the blood that could also assist in entering cells. Hypericin is insoluble in water but easily dissolves in organic solvents such as alcohols. Upon addition of water the hypericin molecules aggregate and form multimers, leading to dramatic changes in absorption and emission properties. Photodynamic properties, such as generation of singlet oxygen, are also negatively altered by the presence of water. At low concentrations of hypericin in solution dimers are formed, whereas at higher concentrations H-aggregates consisting of at least four molecules positioned face to face have been observed. Interaction with biological molecules would help to solubilise the molecule and prevent aggregation, which would otherwise suppress the activity of the molecule.

1.2.4.1. Low-density lipoproteins
Hypericin accumulates most probably in LDL and to a lower extent in high-density lipoproteins (HDL) when administrated into the blood stream.
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Human plasma LDL has been found to be high-capacity carriers for several photosensitizers used in PDT. As many as 20-30 non-aggregated hypericin molecules have the ability to bind to and accumulate in each LDL molecule, possibly in the interfacial lipid region between the surface and the core. The activity of the hypericin molecules is probably retained also inside the LDL as the molecules do not aggregate. As rapid cell proliferation and membrane growth, which are associated with fast-growing tumour cells, require high turnover of cholesterol, normally carried by LDL, an enhanced expression of LDL receptors is observed in these cells. LDL receptor endocytosis would subsequently be a possible mechanism by which hypericin carried by LDL enter cells. The uptake of hypericin into cells is higher in the presence of LDL and when the number of LDL receptors on the cell surface is increased. Taking advantage of this, PDT treatment could be directed to tumour tissues using LDL accumulating photosensitizers such as hypericin as molecules attached to LDL would to a higher extent be taken up by tumour cells than normal cells.

1.2.4.2. Serum albumins

Human serum albumin transports several substances in the blood, such as metals, fatty acids, amino acids, hormones, and many therapeutic drugs. Serum albumins as carriers of various drug molecules and the interactions with those have been extensively studied. Detailed information on interactions with hypericin are available, but hypericin accumulates to a lower extent in human serum albumin than in LDL. Serum albumin may release the carried substance when it reaches the target tissue, and the carried molecules are possibly taken up by the tissues through diffusion. However, hypericin binds strongly to human serum albumin and this may affect the number of molecules available for diffusion into the target tissue.
1.2.4.3. Liposomes

The use of liposomes as carriers of hydrophobic drug molecules has been shown to enhance the delivery and uptake into target tissues. These formulations are particularly advantageous for the delivery of photosensitizers with low water solubility, as aggregation is prevented and the molecules can be delivered to the target tissues in their monomeric form. Hypericin binds easily to the lipid phase of liposomes, and the light absorbance is red-shifted and significantly enhanced for hypericin embedded in liposomes compare to aqueous solution.

Second generation photosensitizers bound to liposomes or antibodies constitute a new class of photosensitizers, third generation photosensitizers, that can improve PDT treatment.

1.2.5. Location and activity of hypericin in intracellular sites

In order to study how photosensitizers act, it is crucial to determine where in the cell they localize. As the ROS generated from the photoreactions have short lifetimes and thus only diffuse very short distances, the site of action is in the very close proximity to the location of the photosensitizer. Studies have found hypericin in almost all cell components and the exact intracellular target is still not determined. The exact mechanism of cell death in hypericin-treated cells also remains to be fully examined. Apoptosis is the most commonly observed mechanism by which hypericin treated cells undergo cell death, but if the hypericin or light dose is increased, the mechanism can be shifted to necrosis.

The hydrophobic character of the hypericin molecule indicates that it would preferentially accumulate in membranes. Hypericin has recently been shown to interact strongly with cholesterol and form tight complexes due their common planar structures that allow for $\pi$ electron interactions. The presence of cholesterol can hence contribute to the preferred location of hypericin in lipid membranes. The hypericin molecules were found in large concentrations in cholesterol rich domains rather than in less ordered regions with lipids. Viral membranes have been indicated to be targets for hypericin in viruses as non-
enveloped viruses are not inactivated, giving further evidence for the preference for membrane accumulation. Hypericin can cause damage to membranes by initiating lipid peroxidation reactions or depolarization of the membrane (decreased plasma membrane potential), or reducing the activity of the Na⁺, K⁺-ATPase, effects that seriously influence the condition of a cell.

1.2.5.1. Mitochondria
Mitochondria are likely to be possible targets for hypericin in which it accumulates. Various mitochondrial enzymes have been shown to be inhibited or released upon treatment with hypericin. Hypericin has also been shown to damage the electron transport chain in mitochondria, with the primary target indicated to be the quinone reducing centre Q₈ in complex III (cytochrome bc₁) where it acts as a possible redox substrate. The photodamage is possibly initiated by the formation of a hypericin semiquinone radical anion as a result of electron donation at Q₈.

Cells treated with hypericin show a decrease in intracellular pH, an observation that can be a result of a possible attempt to preserve mitochondrial functionality by pumping protons out of the mitochondria by the F₁F₀-ATPase. Another possible cause of the pH drop is proton transfer from the excited state hypericin molecule.

Mitochondrial pathways are involved in many apoptosis cascades in PDT-treated cells, also when photosensitizers are not located in mitochondria, indicating that mitochondria play an essential role. Stimuli from intra- and extracellular stresses result in mitochondrial outer membrane permeabilization followed by release of apoptogenic molecules such as cytochrome c into the cytosole, which has been detected in cells treated with hypericin. The release of cytochrome c initiates a cascade of events that eventually ends up in apoptosis. Apoptosis pathways can also be activated by death receptors in cells treated with hypericin. Extrinsic “death” signals such as tumour necrosis factor (TNF), TNF related apoptosis inducing ligand (TRAIL)
and Fas ligand (FasL) can bind to receptors at the cell surface and recruit proteins and caspases, forming a death-inducing signalling complex (DISC) that in turn activates apoptosis cascades involving a series of caspases.\(^{154}\)

### 1.2.5.2. Endoplasmic reticulum (ER)

As hypericin interacts strongly with cholesterol,\(^{136}\) cholesterol trafficking\(^{155}\) can explain that hypericin has been found in various intracellular membrane sites. Intermembrane trafficking of hypericin in complexes with cholesterol can thus mediate transport of hypericin from the mitochondria to the ER.\(^{147}\)

Studies have confirmed that the ER and the Golgi apparatus are highly probable sites for hypericin accumulation.\(^{85},\ 156,\ 157\) PDT-treatment with hypericin provokes a rapid rise in cytosolic Ca\(^{2+}\) concentration, which is due to release of Ca\(^{2+}\) from intracellular stores such as ER, possibly as a result of oxidative damage.\(^{158}\) A subsequent reduction in Ca\(^{2+}\) concentration in the ER is observed. A consequence of decreased Ca\(^{2+}\) levels in the ER is “ER stress”, which is characterized by disruptions in folding, modifying and sorting of newly synthesized proteins. Irreversible ER stress can lead to initiation of the unfolded protein response, which in turn can initiate cascade pathways that lead to apoptosis.\(^{159}\) Hypericin has been shown to initiate the unfolded protein response.\(^{160}\)

The altered Ca\(^{2+}\) levels were found to be related to a significant reduction in protein levels of the sarco(endo)plasmic reticulum Ca\(^{2+}\) ATPase (SERCA), an important membrane protein that catalyzes ATP-dependent transport of Ca\(^{2+}\) into the lumen of the ER and sarcoplasmic reticulum (SR) in order to maintain a constant low resting concentration of Ca\(^{2+}\) in the cytosole. Singlet oxygen generated by hypericin is a probable cause of oxidative damage to SERCA. Mitochondrial apoptosis pathways were found to be activated downstream from the SERCA degradation, indicating that ROS induced damage of SERCA are the initial events that trigger the apoptosis cascade.\(^{158,\ 161}\) After depletion of intracellular Ca\(^{2+}\) stores caused by hypericin, the proapoptotic BAX and BAK proteins are essential for initiation of mitochondrial outer membrane
permeabilization and subsequent apoptotic cell death. In cells deficient in these proteins a non-apoptotic pathway not involving caspases is followed, which leads to autophagic cell death. Autophagic cell death is initiated as an attempt to remove oxidatively damaged organelles, as this is a natural survival mechanism. Apoptotic and autophagic cell death are likely to function in parallel, with autophagic cell death possibly acting as a backup mechanism.

1.2.5.3. Cell membrane and nucleus
Hypericin also accumulates in the cell membrane due to its hydrophobic character. It has been suggested that only after long-term incubation the hypericin molecule can penetrate the plasma membrane and eventually reach the nucleus. However several additional studies have reported that hypericin easily locates in the nucleus. Hypericin has a preference for guanine and adenine nucleic bases to which it, through its hydroxyl groups, forms hydrogen bonds. Several photosensitizers are known to damage nucleic acids.

1.2.5.4. Lysosome
Hypericin encapsulated in LDL has been found to be transported to lysosomes as cholesterol, which is normally carried by LDL, is transported to this site for hydrolysation. Hypericin causes lysosomal damage, upon which lysosomal proteases such as cathepsins are released, as an initiation step that triggers the mitochondrial apoptosis pathway. Although hypericin accumulates in lysosomes, this site is not believed to be the primary target.

1.2.6. Modified hypericin derivatives
Hypericin possesses several properties that make it a promising photosensitizer for application in PDT. The molecule absorbs strongly at fairly long wavelengths, displays minimal dark toxicity, accumulates selectively in tumour tissue, and causes phototoxicity in tumours. However, hypericin displays two
main drawbacks. First, the absorption lies slightly outside the therapeutic window of PDT. A shift in wavelength would, apart from increase the light penetration depth into tissues, also prevent competing absorption by heme proteins and other endogenous chromophores at shorter wavelengths. Secondly, the molecule is highly insoluble under physiological conditions and this likely affects the photodynamic efficiency. The efficiency of PDT with hypericin can also be enhanced by an increased quantum yield of ROS formation.

As extraction of hypericin from plants is very expensive and modifications of the hypericin molecule often are difficult to carry out, syntheses of modified hypericin derivatives are preferentially done by introducing modifications at an early stage of the synthesis, starting from modified emodin derivatives. A large number of second generation hypericin derivatives have been developed. However, the requirements for an ideal photosensitizer in all aspects are difficult to fulfil and result in that only a small number of compounds have the potential for effectively being used in PDT. The following sections provide a summary of second generation hypericin derivatives that have shown promising PDT properties.

1.2.6.1. Hypericin derivatives with red-shifted absorption

The absorption wavelength of hypericin can be shifted either by substituting the aromatic protons by conjugated substituents or by extending conjugation via the two methyl groups. Numerous studies have reported hypericin derivatives with red-shifted absorption, however, a majority of the derivatives have not been found to possess sufficient photosensitizing activity. Derivatives that have been found to exhibit red-shifted absorption in addition to promising photosensitizing potential, with respect to their ability to produce ROS, include a styrene derivative \(^{172}\) and several heterocyclically substituted derivatives. \(^{173}\) Hypericin derivatives with fused heterocycles are thought to display red-shifted absorption due to the extended conjugated \(\pi\)-system, but none of the synthesized compounds had the ability to both shift the absorption and maintain the photosensitizing activity of hypericin. \(^{174, 175}\) One of the compounds was
shown to be more active than hypericin in the sense of ROS production, but did not display any shift in absorption.
Although some hypericin derivatives display red-shifted absorption, the shift is not large enough to offer any significant improvement in light penetration.

1.2.6.2. Hypericin derivatives with modified solubility
Many hypericin derivatives have been developed with the aim to increase the water solubility that would make intravenous injection possible. Although hydrophilic compounds have the advantage of being soluble under physiological conditions, a certain degree of lipophilicity is a requirement for cellular uptake, as the molecules must have the ability to penetrate the plasma membrane. Several hydrophilic derivatives have been found to be inactive or less cytotoxic than the parent hypericin molecule, most probably due to a decreased level of drug uptake into cells.\textsuperscript{85, 171} However, a water-soluble hypericin-polyvinylpyrrolidone (PVP) complex has showed increased phototoxicity on crayfish neurons compared to the parent hypericin compound,\textsuperscript{176} and has been shown to display appropriate properties for being used as a fluorescent dye in bladder cancer diagnosis.\textsuperscript{177} A carbohydrate substituted hypericin derivative with enhanced solubility, highly effective ROS production and possible interactions with DNA displays one of the most promising hypericin derivatives that have been developed.\textsuperscript{178}
Due to the presence of various substituents, the binding properties to biomolecules such as plasma constituents might be altered compared to unsubstituted hypericin. Hydrophilic derivatives, in general, display a clear preference for HDL instead of LDL.\textsuperscript{85} Hypericin derivatives with increased lipophilicity, in the form of long lipophilic chains, have been synthesized as well, of which one of the derivatives displayed phototoxicity and cellular uptake into cancer cells similar to that of unsubstituted hypericin.\textsuperscript{179}
Most second generation hypericin derivatives include substitutions at the hypericin core in order to maintain the acidity of the hydroxyl groups. However, a small number of hypericin derivatives with substituents at the
hydroxyl groups have been synthesized. A hypericin derivative with all six hydroxyl groups methylated was found to increase the singlet oxygen yield compared to unsubstituted hypericin.\textsuperscript{180} Due to the decreased hydrophobicity of this derivative, it was shown to bind more easily to HDL than LDL,\textsuperscript{85} and the binding to liposomes was decreased.\textsuperscript{180}

A hypericin derivative with two propionyl dicyclohexylurea groups is thought to display enhanced hydrogen bond capacity that could influence binding to solubilising agents or cellular targets due to the presence of four additional carbonyl groups.\textsuperscript{181} This compound, as well as a hypericin substituted with dithioacetal moieties, displayed ROS production comparable to that of hypericin and are believed to possess promising photodynamic properties.\textsuperscript{181} A cationic quaternary trimethyl anilinium hypericin derivative has been found to be a potent bacteriocidal photosensitizer active at low concentrations.\textsuperscript{182}

1.2.6.3. Hypericin derivatives with enhanced ROS production

The ROS production can also be altered by other substituents than the ones discussed above. This can be accomplished by for example heavy-atom substitution of the aromatic protons as this enhances intersystem crossing to the triplet state, consequently leading to increased formation of ROS.\textsuperscript{183}

Brominated hypericin derivatives have been suggested to meet some of the requirements of improved photosensitizers. Di-, tri- and tetrabromohypericin exhibit antiviral activity against herpes simplex and influenza viruses.\textsuperscript{184} Tetrabrominated hypericin possesses potent toxicity on cancer cells\textsuperscript{156} and displays an increased quantum yield of singlet oxygen formation compared to hypericin.\textsuperscript{180, 183} Bromination, as well as chlorination and fluorination, increases the electron affinity of hypericin and can thus increase the quantum efficiency of superoxide formation through oxygen-dependent type I reactions.\textsuperscript{185} Monobrominated hypericin displays slightly red-shifted absorption spectra compared to hypericin, and with increased level of bromination a small increase in the shift is observed.\textsuperscript{185, 186} Tetra-brominated hypericin exhibits a higher binding constant to liposomes than unsubstituted hypericin, as well as higher
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singlet oxygen quantum yield when bound to liposomes.\textsuperscript{180} Brominated hypericins are possible to synthesize\textsuperscript{186} and are naturally found in the deep sea crinoid \textit{Gymnocrinus richeri}.\textsuperscript{52}

1.2.6.4. Hypericin combined with other photosensitizers

Apart from the commonly synthesized second generation hypericin derivatives, attempts have been made to combine hypericin with other photosensitizers, either involving covalently bound complexes or formulations containing mixtures of photosensitizers. Hypericin has been bound to porphyrins in order to generate a photosensitizing agent that could possibly enhance the activity of both compounds.\textsuperscript{187} One of the synthesized diastereomeric compounds displayed higher ability to generate singlet oxygen and other ROS compared to hypericin. Another study has shown that the photosensitizing effects can be enhanced by combining several photosensitizers in the same treatment to achieve synergistic effect. Treatment of cancer cells with a combination of hypericin and 5-aminolevulinic acid (5-ALA) irradiated with white light was found to significantly increase the phototoxic effect compared to treatment with 5-ALA alone.\textsuperscript{188}
1.3. Tetrapyrrole compounds

1.3.1. Porphyrin and chlorin

Tetrapyrrole compounds constitute, like hypericin, highly conjugated systems that enable light absorption. Porphyrins are based on a macrocycle of four pyrrole rings connected by methine bridges (Figure 1.4A). Porphyrins absorb strongly in the visible region, corresponding to the B-band (Soret band), and also at longer wavelengths, corresponding to the Q-band. The Q-band consists of two components of which the one at longest wavelength corresponds to excitation from the ground singlet state to the first excited singlet state. For unsubstituted porphyrin (porphin) the strongest absorption peak is positioned at 397 nm, whereas the weaker red-most absorption peak is positioned at 617 nm. Protoporphyrin IX and phytoporphyrin (Section 1.3.2) are two naturally occurring porphyrin based compounds.

Chlorin (17,18-dihydroporphyrin; Figure 1.4B) differs from porphyrin in that a double bond has been reduced, generating a macrocycle containing three pyrrole and one pyrroline ring. Unsubstituted chlorin displays its red-most absorption at 626 nm, i.e. slightly red-shifted absorption compared to porphyrin. Chlorin and bacterichlorin, in which two double bonds at opposite pyrrole rings have been reduced (7,8,17,18-tetrahydroporphyrin), are precursors to the natural photosynthetic pigments chlorophyll (Chl) and bacterichlorophyll (BChl).

Figure 1.4. Schematic figures of (A) porphyrin and (B) chlorin.
In addition to Photofrin, the most widely used photosensitizer, many second generation tetrapyrrole photosensitizers with promising photodynamic properties have been developed, of which some have been approved for PDT. Chlorin based compounds hold more promise to be utilized as photosensitizers in PDT due to the general feature that chlorin (and bacterichlorin) compounds display the red-most absorption maximum at longer wavelengths compared with the corresponding porphyrin compounds, and the absorption is also strengthened. This enables deeper light penetration into tissues and requires lower drug and light doses, hence provides a more efficient PDT treatment. The deeper light penetration depth indicates that chlorin photosensitizers can be suitable for treatment of large and bulky tumours.

Second generation chlorin photosensitizers that have shown promising photodynamic properties include Foscan® (Section 1.3.4) and mono-L-aspartyl chlorin e6 (Section 1.3.5). One of the most promising chlorin based second generation photosensitizers is Tookad, a bacteriopheophorbide (BPheid) containing palladium (Section 1.3.3).

More complex tetrapyrrole compounds such as metalloporphyrins (e.g. Lutrin), porphycenes, purpurins (e.g. Purlytin), and phthalocyanines have also been developed, of which some have reached clinical trials. The photosensitizing tetrapyrrole compounds discussed in the following sections were included in the studies presented herein.

1.3.2. Protoporphyrin and phytoporphyrin
Protoporphyrin IX (Figure 1.5A) is one of the most essential porphyrin compounds in nature as it forms the heme group of hemoglobin, the oxygen carrier in the blood, upon binding of iron. The first photosensitizer used in PDT, hematoporphyrin (Section 1.1), is a porphyrin compound structurally related to protoporphyrin IX. While protoporphyrin IX can be used as a photosensitizer, it is administered in the form of a prodrug, 5-ALA (Levulan®) that is enzymatically transformed into protoporphyrin IX in the biosynthesis of protoheme. 5-ALA has been extensively studied and successfully used in
PDT treatment of skin disorders and cancer since 1990 when it was subject to initial clinical trials. Due to a reduced activity of ferrochelatase, the enzyme that incorporates iron into protoporphyrin IX, in tumour cells, the accumulation of protoporphyrin IX is greater than in normal cells. Second-generation 5-ALA derivatives with increased lipophilicity have been developed in order to enhance cellular uptake. The methyl ester (Mevix®) has been approved for arctinic keratosis and basal cell carcinoma, and the hexyl ester (Hexvix®) has shown promising properties for being used in fluorescent diagnosis of bladder cancer.

Phytoperorphyrin (phytloerythrin; Figure 1.5B) is a photoactive porphyrin derivative structurally related to protoporphyrin IX. Phytoperorphyrin is formed in the microbial degradation of Chl in the gastrointestinal tract and was early detected in the blood of grazing animals with liver dysfunction in which phytoperorphyrin was accumulated in tissues due to insufficient excretion. These animals clearly suffered from severe photosensitization when exposed to strong sunlight.

1.3.3. Tookad
Tookad (WST09, Figure 1.5C), is a palladium containing BChl derivative in which the phytol group (C₂₀H₄₀) at the propionyl residue has been replaced by a hydrogen atom, giving Pd-bacteriopheophorbide (Pd-BPheid). A common feature for all BChls is that the red-most absorption band is the strongest one, as opposed to a majority of photosensitizers that display only weak absorption in the red region and significantly stronger absorption in the visible region. The red-most absorption band of Tookad displays a high molar extinction coefficient and is significantly shifted towards the near-infrared region, at 763 nm. PDT-treatment with Tookad thus reaches deeper into tissues compared with photosensitizers such as Photofrin (cf. red-most absorption at 630 nm). Tookad-PDT has shown significant phototoxicity on several different carcinoma cells lines and tumours as a result of tumour vascular damage. Phase I and phase II clinical trials performed on prostate cancer patients
have shown promising outcome. Tookad induces minimal side-effects, mainly due to very fast clearance rate from the body, which reduces accumulation in the skin tissue and thereby minimizes photosensitivity.\textsuperscript{216} Tookad possesses several highly advantageous properties for being used in PDT.

\subsection*{1.3.4. Foscan}
Foscan (\textit{meso}-tetra-hydroxyphenylchlorin, \textit{m}-THPC, temoporfin, Figure 1.5D) is a very potent photosensitizer that is highly hydrophobic due to the presence of four phenyl groups. These groups would possibly also contribute to a red-shift in the absorption wavelength, but they are positioned \textasciitilde 90 degrees out of plane from the chlorin macrocycle and thus do not significantly contribute to the conjugation. The red-most absorption maximum is subsequently not significantly shifted compared to unsubstituted chlorin, and is found around 650 nm.\textsuperscript{217} However, the extinction coefficient for this absorption high, which provides a high efficiency of the drug and a strong response of the treatment is obtained with small doses and with low light intensity. If a similar response would be expected for Photofrin, drug doses and light intensities up to 100 times higher would be required.\textsuperscript{218} Foscan has proven to be effective in clinical trials of patients with oral, lip, and various other squamous cell carcinomas in the head and neck region and was approved for treatment of head and neck cancers in Europe in 2001.\textsuperscript{219-221} Foscan has been found to specifically accumulate in brain tumours rather than in normal brain tissue, suggesting that Foscan-mediated PDT can be used in this type of treatment.\textsuperscript{222} Despite several advantages of PDT-treatment with Foscan, a significant drawback is prolonged skin photosensitivity shown in many patients.

\subsection*{1.3.5. Chlorin e6 and chlorin p6}
Chlorin e6 (Figure 1.5E) and chlorin p6 (Figure 1.5F) belong to a group of hydrophilic chlorin derivatives. Chlorin e6 and chlorin p6 differ only in that the
propenoic acid at position 15 (cf. numbering in Figure 1.4A) in chlorin e6 is replaced by a methanoic acid in chlorin p6. The carboxylic acid substituents make the compounds hydrophilic, but due to their presence on the same side of the macrocycle they also give the compounds amphiphilic character. Chlorin e6 and chlorin p6 show promising singlet oxygen yields in solution, and have been found to possess photocytotoxic properties. These compounds also display suitable absorption properties for PDT, with the red-most absorption maximum in the 650-660 nm range.

The potential of chlorin e6 and chlorin p6, as well as their alkyl esters, to be utilized in PDT has however not been as extensively explored as the mono-L-aspartyl chlorin e6 (NPe6, talaporfin sodium, Laserphyrin®) derivative. NPe6 is substituted with an aspartic acid at the propionic acid residue at position 17 (cf. numbering in Figure 4A) and due to an additional ionizable carboxylic group, this compound is more hydrophilic than the parent chlorin e6 compound, which is advantageous for administration in the blood. NPe6 displays the red-most absorption maximum in the same range as chlorin e6 and chlorin p6. Clinical trials with NPe6 have shown positive results for treatment of subcutaneous tumours and superficial lung cancer, and the compound has been approved for treatment of early stage lung cancer. NPe6 is associated with a rapid clearance from the blood stream, which causes minimal photosensitivity in the patients under treatment.
Figure 1.5. Schematic figures of (A) protoporphyrin IX, (B) phytoporphyrin, (C) Tookad, (D) Foscan, (E) chlorin e6, and (F) chlorin p6.
1.4. Aims and objectives

1.4.1. Paper I
The aim of the first study was to determine possible reactions that second generation hypericin derivatives substituted with bromine at different positions can undergo after light excitation. Redox reactions followed by debromination generate hypericin radicals, which can react with biological molecules or molecular oxygen.

1.4.2. Paper II and IV
MD simulations of hypericin and brominated derivatives in lipid membranes were performed in order to study their properties and permeability therein. This information is essential in order to determine the ability of drug molecules to penetrate plasma membranes. Effects of the level of bromination of hypericin and the presence of cholesterol in the membranes were studied.

1.4.3. Paper VII
Interactions between hypericin and the Ca$^{2+}$ pump SERCA in the ER membrane were studied using homology modelling, docking and MD simulations in order to determine if the protein is a possible cellular target for hypericin. The binding modes of hypericin in various possible binding sites were studied, and the strengths of binding were compared to known SERCA inhibitors.

1.4.4. Paper III, V and VI
The performance of long-range corrected functionals used in TD-DFT to calculate absorption spectra of tetrapyrrole compounds for PDT was investigated in order to determine suitable methodologies for computational prediction of photosensitizers with suitable absorption properties. Furthermore, modified chlorin derivatives with strong absorption in the therapeutic window of PDT were designed.
CHAPTER 2. THEORETICAL BACKGROUND OF COMPUTATIONAL CHEMISTRY

Computational techniques have evolved as important tools in the field of chemistry, with applications such as predicting molecular structures, reaction mechanisms, and properties relating to biological activities. The most common models that computational methods are based on are quantum mechanics (QM) and molecular mechanics (MM). This chapter aims to give an overview of the methods and the theoretical principles which they are based on. A more comprehensive description can be found in standard text books,\textsuperscript{232-235} which are used as basis for the summary below.

2.1. Quantum mechanics

In QM calculations, electrons are explicitly considered and this makes QM methods useful in calculating properties related to the electronic distribution, important for example when studying chemical reactions in which bonds are broken and formed. QM methods generate accurate results but due to time-consuming calculations their application is limited to relatively small systems that can be handled in a reasonable period of time.

2.1.1. The Schrödinger equation

The time-dependent Schrödinger equation describes how the quantum state of a system varies with time, and for a single particle with mass $m$ it is written,

$$\left\{ -\frac{\hbar^2}{2m} \nabla^2 + V \right\} \Psi(r, t) = i\hbar \frac{\partial \Psi(r, t)}{\partial t} \quad (2.1)$$

where $\hbar$ is Planck’s constant divided by $2\pi$ and $i$ is the square root of -1. The position of the particle in space is given by the vector $\mathbf{r} = x\mathbf{i} + y\mathbf{j} + z\mathbf{k}$. $V$ represents the external field in which the particle moves and $\Psi$ is the wavefunction that describes the motion of the particle. $\nabla^2$ is the Laplacian operator,
\[ \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \]  

(2.2)

When the external potential \( V \) is independent of time (\( V(r) \)) the wavefunction can be written as a product of a spatial part and a time part, \( \Psi(r, t) = \Psi(r)f(t) \), which gives,

\[
f(t) \left\{ -\frac{\hbar^2}{2m} \nabla^2 + V \right\} \Psi(r) = \Psi(r)i\hbar \frac{\partial f(t)}{\partial t} \]  

(2.3)

that after dividing both sides by \( \Psi(r)f(t) \) generates,

\[
\frac{1}{\Psi(r)} \left\{ -\frac{\hbar^2}{2m} \nabla^2 + V \right\} \Psi(r) = \frac{i\hbar}{f(t)} \frac{\partial f(t)}{\partial t} \]  

(2.4)

The left side is independent of \( t \) and the right side must therefore also be independent of \( t \). In the same way, the right side is independent of \( r \) and subsequently the left side must also be independent of \( r \). It is clear that both sides can be set equal to the same constant, \( E \). This gives rise to two differential equations,

\[
\left\{ -\frac{\hbar^2}{2m} \nabla^2 + V \right\} \Psi(r) = E\Psi(r) \]  

(2.5)

and

\[
\frac{1}{f(t)} \frac{\partial f(t)}{\partial t} = -\frac{iE}{\hbar} \]  

(2.6)

The latter equation is solved to yield,

\[
f(t) = e^{-iEt/\hbar} \]  

(2.7)

and subsequently we obtain,

\[
\Psi(r, t) = \Psi(r)e^{-iEt/\hbar} \]  

(2.8)
that states that $\Psi(r)$ differs from $\Psi(r, t)$ only by a phase factor of constant magnitude.

Equation 2.5 is the time-independent Schrödinger equation, which can be written,

$$\hat{H}\Psi(r) = E\Psi(r)$$ \hspace{1cm} (2.9)

where $\hat{H}$ is the Hamiltonian operator,

$$\hat{H} = -\frac{\hbar^2}{2m} \nabla^2 + V$$ \hspace{1cm} (2.10)

$\hat{H}$ operates on the wavefunction (the eigenfunction) and generates a value of the energy $E$ (the eigenvalue) multiplied by the wavefunction. $\hat{H}$ contains kinetic and potential energy for all particles in the system.

The Schrödinger equation can only be exactly solved for systems containing at most one electron. For one-electron systems the Hamiltonian is written as a sum of the kinetic energy of the electron and the Coulombic interaction between the electron and the nucleus (containing $Z$ protons) separated by the distance $r$,

$$\hat{H} = -\frac{\hbar^2}{2m} \nabla^2 - \frac{Ze^2}{4\pi\epsilon_0 r}$$ \hspace{1cm} (2.11)

Larger systems, containing more than one electron, cannot be exactly solved and the wavefunction can adopt several functional forms. The problematic issue of a system containing more than one electron is the correlation between the electrons, which arises due to their spin. In order to solve the Schrödinger equation for most chemical systems, several approximate methods are available.
2.1.2. Hartree-Fock (HF)

In order to study systems that contain more than one electron, approximations have to be applied. In the HF method a number of approximations are made.

The Born-Oppenheimer approximation was the first approximation used to solve the Schrödinger equation for a molecular system. The approximation separates the motion of the nuclei from that of the electrons. This decoupling can be performed due to the fact that protons and neutrons are approximately 1,800 times heavier than the electrons. The movement of the electrons is thus much faster than the nuclear movement and the electrons can therefore adjust almost instantaneously to any movement of the nuclei. The nuclei are for that reason considered to be fixed, giving the nuclear kinetic energy term equal to zero and the potential between nuclei to be constant. The total wavefunction can then be written in the form of a nuclear part $\Psi_N$ and an electronic part $\Psi_e$.

The total energy of the system equals the sum of the nuclear and electronic energies and the Schrödinger equation is written,

$$\hat{H}^{B-O} = (E_N + E_e)\Psi_N \Psi_e$$

(2.12)

The Hamiltonian operator contains kinetic energy ($T$) of the electrons and potential energy ($V$) for all particles, nuclei ($N$) and electrons ($e$), in the system,

$$\hat{H}^{B-O} = \hat{T}_{e} + \hat{V}_{NN} + \hat{V}_{Ne} + \hat{V}_{ee}$$

(2.13)

In the case of molecules, it is desirable to find a way to determine which proposed wavefunction is the best one, since no exact one can be obtained. The variation theorem can be used to solve this problem. The variation theorem states that the energy calculated from an approximate wavefunction is always greater than the exact ground state energy. To improve the wavefunction, the energy is thus minimized.

The wavefunction can be written in a way that describes the electrons as independent of each other, with each electron in a different orbital. For a system with $N$ electrons, one-electron spin orbitals, $\chi_1, \chi_2, \chi_3, \ldots, \chi_N$, can be written. Each spin orbital is a product of a spatial function and a spin function. This is
the first assumption in the independent particle approximation that HF is based on. The total wavefunction for the system can then be written in the form of a Hartree product,

$$\Psi(1, 2, ..., N) = \chi_1(1)\chi_2(2) ... \chi_N(N) \quad (2.14)$$

However, this way of writing the wavefunction does not satisfy the antisymmetry principle since the exchange of two electrons does not change the sign of the wavefunction. To satisfy the antisymmetry principle the wavefunction is written in the form of a determinant,

$$\psi = \frac{1}{\sqrt{N!}} \begin{vmatrix} \chi_1(1) & \chi_2(1) & \cdots & \chi_N(1) \\ \chi_1(2) & \chi_2(2) & \cdots & \chi_N(2) \\ \vdots & \vdots & \ddots & \vdots \\ \chi_1(N) & \chi_2(N) & \cdots & \chi_N(N) \end{vmatrix} \quad (2.15)$$

This determinant is called a Slater determinant. If two rows in the determinant are exchanged, which would correspond to an exchange of two electrons, this leads to a change in sign of the determinant and the antisymmetry principle holds. If two rows are identical, this means that the two electrons are assigned to the same spin orbital and the determinant equals zero. This is explained by the Pauli principle, which states that two electrons cannot have both the same spatial and spin function. If the spatial functions are the same, meaning that the electrons occupy the same orbital, they need to have opposite spin.

When handling polyelectronic systems one has to account also for the presence of interactions between electrons. Apart from the core Hamiltonian operator ($\hat{H}^{\text{core}}$) that only accounts for the kinetic energy of a single electron and the Coulombic attraction between the electron and the nuclei in a system with no interelectronic interactions, one has to add the Coulomb interaction between electrons (represented by the Coulomb operator ($\hat{f}_i(1)$)) and the exchange integral ($\hat{R}_i(1)$). The Fock operator $\hat{f}_i(1)$ includes all three operators, and is for a closed-shell system written,
\[
\hat{f}_i(1) = \hat{R}^{\text{core}}(1) + \sum_{j=1}^{N/2} \{2\hat{j}_j(1) - \hat{R}_j(1)\}
\]  
(2.16)

The Fock operator acts on the spin orbital \(\chi_i\) and generates the energy \(\varepsilon_i\),

\[
\hat{f}_i\chi_i = \varepsilon_i\chi_i
\]  
(2.17)

A common way to express molecular spin orbitals is to write them in the form of a linear combination of atomic orbitals (LCAO), one-electron orbitals (\(\phi_\mu\)) that are commonly called basis functions,

\[
\psi_i = \sum_{\mu=1}^{K} c_{\mu i}\phi_\mu
\]  
(2.18)

In HF, initially a set of trial spin orbitals are obtained. The orbitals are used to construct the Fock operator, which upon acting on the orbitals generates a new set of orbitals, which are used in a following iteration. This procedure is called self-consistent field (SCF) and refines the energy in each iteration. The procedure is repeated until the difference in energy from one iteration to another is zero or below a certain threshold; the system has reached self-consistence.

The HF approach belongs to the group of \textit{ab initio} (Latin for “from the beginning”) QM methods, which means that the calculations are performed starting with no empirical or semi-empirical parameters as input, but derives all input from physical principles.

\textbf{2.1.3. Basis sets}

The atomic orbitals in a system are described by combinations of functions. These mathematical descriptions are called basis sets. An infinite number of functions represent a complete basis set. However, this is not possible to include in calculations. Finite basis sets include approximations that make calculations possible, and the number and type of functions used influence the
accuracy. The balance between accuracy and computational effort thus has to be considered.

The basis functions used are usually Slater type orbitals (STO)\textsuperscript{237} or Gaussian type orbitals (GTO).\textsuperscript{238} STOs have the following functional form,

\[ \chi_{n,l,m}(r,\theta,\varphi) = N Y_l^m(\theta,\varphi) r^{n-1} e^{-\zeta r} \]  

(2.19)

where \( N \) is a normalization constant, \( Y_l^m \) are spherical harmonic functions, \( r \) is the radius, \( \zeta \) is the orbital exponent, and \( n, l \) and \( m \) are quantum numbers. STOs are mainly used for small systems such as atoms and diatomic molecules when high accuracy is required.

GTOs can be written in Cartesian coordinates and have the following functional form,

\[ \chi_{l_x, l_y, l_z}(x, y, z) = N x^{l_x} y^{l_y} z^{l_z} e^{-\zeta r^2} \]  

(2.20)

where the sum of \( l_x, l_y \) and \( l_z \) determine the orbital type. GTOs are less accurate than STOs due to the \( r^2 \) dependence which makes it hard to correctly describe the function close to the nucleus and in the tail part. In general terms, three GTOs are required to achieve accuracy comparable to one STO. However, GTOs are easily integrated and this compensates for the increased number of functions required. Atomic orbitals are therefore generally represented as linear combinations of Gaussian functions.

A minimal basis set contains only the number of functions that are needed to describe all occupied orbitals in each atom. STO-3G is the simplest minimal basis set used in \textit{ab initio} calculations. This basis set is a STO represented as a linear combination of three Gaussian functions. The minimal basis sets are usually not enough to correctly describe chemical systems and additional functions are therefore included. An extra basis function can be added to each atomic orbital, forming a double zeta (DZ) basis set that contains twice the number of basis functions as the minimal basis set. In the same way, three and four times the number of functions as the minimum basis forms triple and quadruple zeta basis sets. It is common to increase the number of functions for
the valence orbitals only, leaving the core orbitals unaffected. These basis sets go under the name split valence basis sets. As an example, the 6-31G basis set uses a minimal basis for the core orbitals, a linear combination (contraction) of six primitive GTOs, whereas each valence orbital is described by two contractions, one with three primitive GTOs and one with only one GTO. Triple split valence basis sets, such as 6-311G, in which the valence is split into three contractions, are also commonly applied.

Additional higher angular momentum functions for the valence electrons can improve the description, as these electrons are important participants in the chemistry of an atom. These functions are named polarization functions and are added to account for the altered charge distribution of an atom in a molecule. This allows the orbitals to change shape, as opposed to the split valence basis sets that only allow a change in size of the orbitals. p-orbitals are added to polarize s-orbitals of hydrogen, whereas d-orbitals are added to polarize p-orbitals. In order to extend the 6-31G basis set used in the example above, the 6-31G(d) basis set includes d-orbitals for heavy atoms, and the extended version 6-31G(d,p) includes d-orbitals for heavy atoms and additional p-orbitals for hydrogen. Another denotation for 6-31G(d) is 6-31G*, and 6-31G(d,p) can be written as 6-31G**. Multiple polarization functions can be added to increase the accuracy. 6-31G(2d) is an example of a basis set in which two d functions are added to each heavy atom. Highly accurate basis sets add both d and f functions to heavy atoms and p and d functions to hydrogens.

In order to correctly describe systems in which the electrons are located far away from the nucleus (anions, systems with lone pairs, excited states) it is often important to include diffuse functions, which are normally large s- and p-type functions. These functions allow for the orbital to occupy a larger region of space and thereby account for the electron density at large distances from the nucleus, where the amplitude of the Gaussian functions is low. The 6-31+G(d) basis set includes diffuse functions on heavy atoms, and the 6-31++G(d) basis set includes diffuse functions also on hydrogen.
Atoms larger than the third row elements are usually treated differently from smaller atoms, using combined basis sets. For these atoms, the core electrons are commonly treated with effective core potentials (ECPs) and the valence electrons with an appropriate valence basis set. LANL2DZ is one of the most widely used basis sets for large atoms.\(^{239-241}\)

2.1.4. Density functional theory (DFT)

Instead of calculating the complicated \(N\)-electron wavefunction like in HF theory, it is possible to use single-electron wavefunctions to calculate the total electronic energy and the overall electronic density distribution. For an \(N\) electron system only three spatial variables are used in DFT compared to \(4N\) variables (\(3N\) spatial and one spin) in HF. The electron density, \(\rho\), is the fundamental quantity in DFT, based on the paper by Hohenberg and Kohn in 1964 that showed that the ground state energy and other properties of a system are defined by the electron density.\(^{242}\) This means that the energy of a system can be defined as a functional of the electron density, \(E[\rho(r)]\); that is, the energy \((E)\) is a function of the electron density \((\rho)\) which in turn is a function of the positions \((r)\). The minimum energy corresponds to the exact ground state electron density, and according to the variational principle any incorrect electron density generates an energy value above the exact energy.

The energy of a system is defined as a sum of electronic density functionals,

\[
E[\rho] = T[\rho] + E_{Ne}[\rho] + J[\rho] + E_{XC}[\rho] \tag{2.21}
\]

As it is hard to obtain the density of an interacting system, the common approach is to use a fictitious system of non-interacting electrons, called the Kohn-Sham system.\(^{243}\) This system is created such that it has exactly the same density as the real system with interacting particles. \(T[\rho]\) is thus the kinetic energy of non-interacting electrons. \(E_{Ne}[\rho]\) is the attraction between the nuclei and the electrons and \(J[\rho]\) is the Coulombic electron-electron repulsion energy. \(E_{xc}[\rho]\) is the exchange-correlation energy that is added to account for the remaining interactions between the electrons; that is the kinetic energy of
interacting electrons and a non-classical electron-electron repulsion term that contains exchange and correlation.

Based on the introduction of a reference system of non-interacting electrons, the electron density can be written as a sum of the square of a set of one-electron orbitals (Kohn-Sham orbitals),

\[
\rho(r) = \sum_{i=1}^{N} |\psi_i(r)|^2
\]  

(2.22)

By using this expression for the electron density and applying the variational theorem to the electronic energy, the one-electron Kohn-Sham equations can be written as,

\[
\left\{-\frac{\nabla_i^2}{2} - \left(\sum_{A=1}^{M} \frac{Z_A}{r_{1A}}\right) + \int \frac{\rho(r_2)}{r_{12}} d\mathbf{r}_2 + V_{XC}[\mathbf{r}_1]\right\}\psi_i(\mathbf{r}_1) = \varepsilon_i \psi_i(\mathbf{r}_1)
\]  

(2.23)

where \( V_{XC} \) is the exchange-correlation functional and \( \varepsilon_i \) is the Kohn-Sham orbital energy. The Kohn-Sham equations for the non-interacting particles can be easily solved using a wavefunction represented as a Slater determinant of single-particle orbitals (Kohn-Sham orbitals).

The Kohn-Sham equations are solved in an iterative procedure starting with introducing an initial guess of the electron density into the Kohn-Sham equations, generating a set of orbitals that are used to calculate a new electron density. The new electron density is used as input to the second iteration and the procedure is repeated until convergence has been achieved. At this stage the total energy of the system is calculated.

The challenge in DFT is to find a way to describe the exchange-correlation term as correctly as possible. The accuracy of the method thus depends on the approximations used. A common approach is to initially divide the exchange-correlation functional into an exchange part and a correlation part, represented by an exchange functional and a correlation functional,

\[
E_{XC}[\rho(\mathbf{r})] = E^X[\rho(\mathbf{r})] + E^C[\rho(\mathbf{r})]
\]  

(2.24)
The exchange and correlation terms are associated with the exchange-correlation hole that arises from the reduced probability to find two electrons close to each other due to their charge and spin. The exchange part is called the Fermi hole and corresponds to exchange between electrons of the same spin, whereas the correlation part is called the Coulomb hole. DFT methods contain one exchange functional and one correlation functional. There are several approaches available on how to approximate the two functionals.

The local density approximation (LDA) is based on a uniform electron gas model that considers the electron density to be constant throughout all space. In LDA the electron density in a volume element takes a constant value equal to the real electron density in a specific point within the volume element. Problems with LDA arise in regions close to the van der Waals radii where the electron density varies significantly over a short distance. To overcome this problem one can use infinitesimal volume elements or consider a non-uniform electron gas model, like in the generalized gradient approximation (GGA). In GGA the gradient of the density in each point in space is considered in addition to the absolute density value.

DFT methods are combinations of different exchange and correlation functionals. An example of a pure DFT method is BLYP that includes Becke’s gradient-corrected exchange functional (B)\(^{244}\) and the gradient-corrected correlation functional by Lee, Yang and Parr (LYP).\(^{245}\)

2.1.4.1. Hybrid methods

The most widely used DFT methods today contain hybrid density functionals, in which a part of HF exchange energy is added to the exchange-correlation energy derived from a DFT approximation,

\[
E_{\text{hybrid}}^{\text{XC}} = c_{\text{HF}}E_{\text{HF}}^{\text{X}} + c_{\text{DFT}}E_{\text{DFT}}^{\text{XC}} \tag{2.25}
\]

where the \(c\)’s are parameters that determine the weight of each functional. The parameters are determined by fitting the predicted values to experimental
thermochemical data, such as atomization energies, ionization potentials, and proton affinities.

B3LYP (Becke three-parameter (exchange), Lee, Yang and Parr (correlation))\(^{246}\) is one of the most successful hybrid methods and has been extensively used. The HF exchange in B3LYP amounts to 20\%. B3LYP is considered to be an accurate DFT method that generates small errors in geometries\(^{247}\) and energies\(^{248,249}\).

Hybrid DFT functionals included in the studies reported herein, apart from B3LYP, include PBE0\(^{250}\) and M06 functionals.\(^{251-253}\) PBE0 (also known in the literature as PBE1PBE) is a hybrid with 25 \% HF exchange based on the Perdew, Burke and Ernzerhof (PBE) functional.\(^{254,255}\) M06HF includes full HF exchange and thus possesses promising long-range properties.\(^{251,252}\) M06 and M062X are extensions of M06HF.\(^{253}\)

Range-separated functionals include an increasing fraction of HF exchange as the interelectronic distance increases, in order to generate a more correct asymptotical behaviour. These functionals are expected to be useful in the context of excited state calculations as the non-Coulomb part of the exchange functional is not accurate at large distances. The exchange energy is split into a long-range part and a short-range part. The long-range part includes HF exchange and the short-range part includes DFT exchange. The exchange-correlation energy can be written,

\[
E_{\text{LC-DFT}}^{\text{XC}} = E_{\text{LR-HF}}^{\text{X}} + E_{\text{SR-DFT}}^{\text{X}} + E_{\text{DFT}}^{\text{C}}
\]

(2.26)

A parameter, \(\omega\), is introduced to control the range of the interelectronic separation.

Long-range corrected hybrid DFT functionals that were included in the studies presented herein include CAM-B3LYP,\(^{256}\) LC-\(\omega\)PBE,\(^{257-260}\) and the \(\omega\)B97 functional family.\(^{261,262}\) In CAM-B3LYP a Coulomb attenuating method is used to include long-range correction on B3LYP. LC-\(\omega\)PBE is a long-range corrected version of PBE. Three functionals belong to the \(\omega\)B97 family; \(\omega\)B97,\(^{261}\) \(\omega\)B97X,\(^{261}\) and \(\omega\)B97XD.\(^{262}\) \(\omega\)B97 and \(\omega\)B97X differ in the presence
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of a small fraction of short-range HF exchange (the ‘X’ in ωB97X), an additional term that can be added in Equation 2.26. ωB97XD is an extension of ωB97X and contains empirical dispersion correction. CAM-B3LYP also contains a fraction of short-range HF exchange, whereas LC-ωPBE does not.

2.1.5. **Time-dependent density functional theory (TD-DFT)**

TD-DFT is applied in order to treat excitations and other time-dependent situations. This technique is related to time-dependent quantum mechanics, but as it is based on the one-body electron density, ρ(r, t), it has the advantage that it depends only on the three variables x, y and z. In TD-DFT, the time-dependent Kohn-Sham equations are utilized,\(^\text{263, 264}\)

\[
\begin{align*}
\left\{ -\frac{\nabla^2}{2} - \left( \sum_{A=1}^{M} \frac{Z_A}{r_{1A}} \right) + \int \frac{\rho(r_2, t)}{r_{12}} d\mathbf{r}_2 + V_{xc}[\mathbf{r}_1, t] \right\} \psi_i(\mathbf{r}_1, t) &= \varepsilon_i \psi_i(\mathbf{r}_1, t) \\
\end{align*}
\]

(2.27)

and the density of the interacting system is calculated from the time-dependent Kohn-Sham orbitals of non-interacting electrons,

\[
\rho(\mathbf{r}, t) = \sum_{i=1}^{N} |\psi_i(\mathbf{r}, t)|^2
\]

(2.28)

The exchange-correlation energy has to be approximated like in stationary-state DFT. However, approximations for time-dependent exchange-correlation functionals have not been as widely developed as time-independent approximations. The simplest and most widely used approximation is the adiabatic local density approximation, which resembles the LDA.

TD-DFT is one of the most commonly used methods to calculate excitation energies and has been found accurate in a large number of studies (Section 2.1.5.1). Absorption spectra can be calculated using two different procedures. The first one involves propagation of the time-dependent Kohn-Sham equations and the Kohn-Sham orbitals during time. The initial ground state with an
exchange-correlation potential such as LDA is propagated with a time-dependent exchange-correlation potential such as the adiabatic local density approximation.

The second procedure that is used to calculate absorption spectra involves linear-response theory. A perturbation in the form of an external potential added to the ground state nuclear potential induces a change in density of the system and the density can be written,

$$\rho(r, t) = \rho^{(0)}(r) + \rho^{(1)}(r, t) + \rho^{(2)}(r, t) + \cdots$$  \hspace{1cm} (2.29)

where $\rho^{(1)}$ is the density that depends linearly on the perturbation potential, $\rho^{(2)}$ depends quadratically on the perturbation, and so forth. In the case of a weak perturbation the only term to consider is the linear one. The density-density response function has poles that correspond to the excitation energies of the interacting system, and this function can be calculated with TD-DFT using a system of non-interacting electrons.\textsuperscript{263}

2.1.5.1. Performance of functionals in TD-DFT excited state calculations

TD-DFT offers a significantly less computer-demanding approach to calculate excitations compared to correlated ab initio methods, and can thus be used to study large systems within a reasonable time frame. Despite the fact that TD-DFT lacks multireference treatment it has been found that the method can be used to accurately predict absorption spectra in many studies. The specific performance of TD-DFT, however, depends on the density functional used. The performance of correlated ab initio methods, on the other hand, strongly depends on the specific method used and the size of the active space. A large active space is often required in order to achieve high accuracy with these methods, hence making the study of large compounds a computer-demanding task. Combinations of DFT with single-excitation configuration interaction (CIS) and multireference configuration interaction (MRCI) have been more successful than pure ab initio methods in the prediction of absorption spectra of, as an example, porphyrin and chlorin.\textsuperscript{265, 266}
Several benchmarking studies have been performed with the aim to evaluate the performance of various functionals used in TD-DFT in predicting absorption spectra, of which some are presented below. It is clear that the performance of the functionals in many cases is system dependent and when the studies are performed on large sets of compounds with different chemical structures, the results are often hard to interpret.

Perpète et al. studied the absorption maximum of 66 substituted anthraquinone dyes using B3LYP and PBE0 and found that PBE0 was more accurate than B3LYP, with a mean absolute error of 0.05 eV after a fitting procedure. Charge-transfer and \( \pi \rightarrow \pi^* \) transitions of a set of push-pull (donor-acceptor) chromophores was studied using several different functionals, but the results were hard to interpret due to a large spread in the data. The performance for charge transfer and \( \pi \rightarrow \pi^* \) transitions were not always in agreement. The value of the attenuation parameter (range-separation parameter) for the long-range corrected functionals was also an issue that could affect the results. PBE0 was however among the functionals that overall generated the most accurate results.

Jacquemin et al. performed a benchmarking study of 115 dyes using six pure and hybrid methods, including long-range corrected functionals such as LC-ωPBE and CAM-B3LYP, and found that PBE0 generated overall smallest errors. Jacquemin et al. also performed a more extensive benchmarking study of singlet excitations of ~500 organic compounds with varying size using 29 functionals. The performance of the functionals was clearly system dependent, but ‘standard’ hybrid type functionals such as PBE0, X3LYP, and B98 performed overall best, whereas hybrid functionals with a larger fraction of exact exchange tend to underestimate the transition energies.

The long-range corrected functionals in the ωB97 family were recently subject to a benchmarking study that showed that ωB97XD generated smallest errors within this family, in the same range as CAM-B3LYP. ωB97 generated the largest errors, similar to LC-ωPBE. The ωB97 functionals were not able to perform better than B3LYP in calculations of singlet transitions.
However, all three $\omega$B97 functionals were found to outperform B3LYP in calculations of triplet transitions. Also for triplet states $\omega$B97XD was found to perform better than the two other $\omega$B97 functionals.

Singlet-triplet transitions of 20 small- and medium-sized molecules were subject to a benchmarking study using 34 functionals. The functionals showed mean absolute errors of 0.2-0.7 eV, and for many functionals the errors were larger than for singlet-singlet transitions. BMK and M06-2X showed overall good performance, whereas PBE0 and CAM-B3LYP generated larger errors.

In order to allow fast prediction of absorption properties, with applications for example in computational drug design, it is desirable to develop and evaluate TD-DFT approaches that can be applied with highly accurate outcome.
2.2. Molecular mechanics

2.2.1. Principles of molecular mechanics

In studies of large systems, such as DNA, proteins and membranes, it is a less straight-forward approach to apply QM methods due to the large number of electrons involved. In order to treat this type of system, MM is among the most commonly used approaches. In MM the electronic motions are ignored, which is possible due to the Born-Oppenheimer approximation that allows separation of the nuclear and electronic motions. The atoms are treated as hard spheres that are held together by means of potential functions, generating “classical” atoms. As no electrons are considered in MM, it is not possible to calculate properties that depend on the electronic distribution.

The potential energy of a system, \( V(r) \), is written as a function of the nuclear positions, \( r \), of \( N \) particles. The potential energy expression in general includes functions that describe how bonds are stretched, angles are bent and bonds are rotated, as well as functions that describe interactions between non-bonded atoms. Potential functions are used to calculate the energy of each contribution and the sum of the energies constitutes the total potential energy of the system.

The potential energy of a system with \( N \) particles can be written

\[
V(r) = \sum_{\text{bonds}} \frac{k_b}{2} (l_i - l_{i,0})^2 + \sum_{\text{angles}} \frac{k_\theta}{2} (\theta_i - \theta_{i,0})^2 + \sum_{\text{torsions}} \frac{V_n}{2} [1 + \cos(n\omega - \gamma)] \\
+ \sum_{i=1}^{N} \sum_{j=i+1}^{N} \left(4\epsilon_{ij} \left[\left(\frac{\sigma_{ij}}{r_{ij}}\right)^{12} - \left(\frac{\sigma_{ij}}{r_{ij}}\right)^6\right] + \frac{q_i q_j}{4\pi \varepsilon_0 r_{ij}} \right)
\]  

(2.30)

where the terms correspond to bond stretching, angle bending, bond rotation (torsion), and non-bonded interactions, respectively.

Bond stretching is in this expression modelled by a harmonic function about the reference bond length \( l_{i,0} \). The reference bond length represents the bond length when all other terms in the force field are set to zero. When the system is far away from equilibrium an anharmonic Morse potential can be more appropriate to use. Angle bending is also represented by a harmonic function
about the reference bond angle $\theta_{i,0}$. The function is defined for all combinations of three bonded atoms. $k_b$ and $k_{\theta}$ are force constants. The torsional function describes the dihedral angle between four bonded atoms and is calculated using cosine functions. In the torsion expression above, $V_n$ refers to the barrier height, $n$ is the number of minima in the function when the bond is rotated 360°, $\omega$ is the torsion angle, and $\gamma$ is the phase factor that determines where the minima are located.

The non-bonded interactions are divided into van der Waals interactions and electrostatic interactions and sums over all pairs of particles. The most common approach to describe the van der Waals interactions is by using the Lennard-Jones 12-6 potential. This interaction involves repulsive forces (that vary as $1/r^{12}$), acting at short distances, and attractive forces (that vary as $1/r^6$), acting when the distance between the atoms is longer. The repulsive forces are due to the Pauli exclusion principle that states that any two electrons in a system cannot have the same set of quantum numbers. As the repulsive forces arise from interaction between electrons with the same spin, they are also referred to as exchange forces. The repulsive contribution to the total energy is always positive. The attractive, or dispersive, forces are due to changes in dipole moments as the electron clouds fluctuate. A transient dipole in a molecule can induce transient dipoles in neighbouring atoms and generate attractive forces between them. The dispersive energy is always negative. The Lennard-Jones 12-6 potential contains two parameters; $\epsilon$ that is the depth of the potential well and $\sigma$ that is the collision diameter, the inter-particle distance at which the energy is zero.

The electrostatic interactions are usually calculated as a sum of interactions between pairs of point charges $q$, by using Coulomb’s law. The correct charge distribution in a molecule is described by a multipole expansion, a sum of all point multipoles; charge, dipole, quadrupole, octupole, and so forth. The energy of two interacting charge distributions is a series of terms with combinations of interactions between different multipoles. A common and accurate way to do the summation of electrostatic interaction energies is to use the Ewald
summation method, which splits the sum in two, one in real space and one in reciprocal space. This summation results in faster convergence. The Ewald sum method is commonly applied to periodic systems. An extension of the Ewald summation is the particle mesh Ewald (PME) summation.\textsuperscript{273, 274}

Additional terms can be added to the expression of the potential energy. Out-of-plane bending terms, of which improper torsions are most commonly used, are added in order to ensure that a planar geometry is maintained. Cross terms can be included to couple the separate terms in the potential energy expression. As an example, bond stretching can be coupled to angle bending to account for the increase in bond lengths as the bond angle between the atoms is decreased, in order to reduce the interactions between the two outermost atoms.

All information needed for a MM calculation is present in the force field, in the form of potential functions, parameters, and atom types. Atom types describe not only the atom number but also specify the hybridization state and the local environment. The parameters are obtained either from experiments or QM calculations. Different force fields include different functional forms of the potential functions, and different parameters and atom types; these differences make the force fields suitable for different types of systems.

\subsection*{2.2.2. Molecular dynamics}
Molecular dynamics (MD) is a technique used to simulate movements of particles according to how their positions and velocities vary with time, based on Newton’s laws of motion. As this is a time-consuming technique, MD is usually carried out using MM. Newton’s second law states that a body with mass $m$, on which a force $F$ is acting, experiences an acceleration $a$ in the same direction as the force, according to $F = ma$. The trajectory of an MD simulation is obtained by solving the differential equations in Newton’s second law.

In each step of the simulation, the total force acting on each particle is calculated from the derivative of the potential energy obtained from Equation 2.30. The force is used to calculate the acceleration of the particles according to,
The acceleration is used, together with the positions and velocities, to calculate the positions and velocities in the next step of the simulation.

Several algorithms for integration of the equations of motion exist, all which apply Taylor series expansions as approximations of the positions, velocities and accelerations. The Verlet algorithm is one of the most widely used algorithms.\(^{275}\) In the Verlet algorithm the positions and accelerations at time \(t\) are used together with the positions in the previous step \(t-\delta t\) to calculate the positions in the new step \(t+\delta t\). One of the drawbacks with the Verlet algorithm is that the velocities have to be calculated explicitly. An extension of this algorithm is the velocity Verlet algorithm, in which positions, velocities and accelerations are calculated at the same time.\(^{276}\) The Leap-frog algorithm is an alternative approach to calculate the next step.\(^{277}\) This algorithm calculates velocities at time \(t+(\delta t/2)\) using the velocities at time \(t-(\delta t/2)\) and the acceleration at time \(t\). The velocities at time \(t+(\delta t/2)\) are then used together with the positions at time \(t\) to calculate the positions at time \(t+\delta t\). The name Leap-frog thus comes from that the velocities leap over the positions as they are calculated at \(t+(\delta t/2)\), whereas the positions are calculated at time \(t\).

The length of the time step, \(\delta t\), used in a simulation is required to be significantly less than the period of the fastest motion in the system, such as vibrations of bonds. The time step is usually set to be on the order of femtoseconds (fs).

Thermodynamic properties, such as temperature and pressure, are calculated from microscopic information by means of statistical mechanics. The MD program controls the properties by modifying the algorithms. A common strategy in MD simulations is to allow either the volume or the pressure to fluctuate, while keeping the other properties constant. The constant NPT and the constant NVT ensembles are the most commonly applied ensembles.
2.2.3. Molecular docking

Molecular docking is a widely utilized method used to predict the binding orientation of a molecule with respect to another molecule. Docking is often used in drug design to model binding of potential drug molecules to a target protein. Docking is performed either to study a specific ligand binding to a protein or to search a database for potential molecules that can bind to a protein. The increasing number of protein structures available in the Protein Data Bank (PDB) enables studies of a larger number of proteins with respect to their potential as drug targets.

Docking can be divided into two tasks; initial posing of a ligand in an active site, followed by scoring of the poses in order to assess the strength of the binding. A large number of docking algorithms for posing a ligand in an active site exist. Early docking algorithms considered both the ligand and protein as rigid bodies, hence only taking into account the six translational and rotational degrees of freedom. More reliable methods however involve flexible docking. The protein active site is often not considered to undergo any significant conformational changes upon binding of a ligand. The receptor is thus kept rigid and only conformational degrees of freedom of the ligand are considered. Flexible docking algorithms can be used with today’s computers to search databases for possible ligands to a target protein. However, highly accurate algorithms can only be used in docking of a small number of ligands. Docking algorithms that allow both the receptor and the ligand to move are extremely time-consuming and have not been extensively developed.

The docked poses are ranked using scoring functions that approximate the binding free energy of a ligand to a receptor. The scoring functions are required to be calculated rapidly during the docking run and are expressed as a sum of separate terms that describe the various contributions to binding. A large number of scoring functions are available, and differ in which terms that are included in the expression of the binding free energy. Terms expressing non-bonded interactions and solvation effects are commonly used in scoring
functions. In order to speed up calculations, the scoring functions can be parameterized against empirical data. Promising poses generated by an initial placement algorithm can be further refined with for example energy minimization, followed by re-scoring.

2.2.4. Homology modelling

Homology modelling has become a useful tool in predicting structures of proteins for which NMR and X-ray models are not available. Homology modelling is not a pure QM or MM based method, but rather a separate method. However, homology modelling is commonly performed in molecular modelling programs in which force field methods are used in the optimization steps in the construction of the protein model; hence the method is included in the MM section.

Homology modelling is based on two fundamental observations. First, the amino acid sequence determines the structure of a protein, indicating that, at least in theory, all that is needed to predict a protein structure is the amino acid sequence. Secondly, it has been found that during evolution the structure of a protein is more conserved than the sequence. This suggests that the structure of two proteins with low sequence identity still can fold similarly. By analysing proteins in the PDB, Rost was able to obtain a limit for the number of aligned residues and the percentage of identical residues that offers a “safe” zone for homology modelling. With a small number of aligned residues a high percentage of identical residues is needed in order to expect the two proteins to exhibit similar structure. The larger the number of aligned residues is the lower is the percentage of identical residues needed in order to expect two proteins to share high structural similarities. The graph levels out with a large number of aligned residues, giving a near constant percentage of identical residues of about 20%. This limit allows for a large number of proteins of unknown structure to be modelled, using sequences of proteins with similar structure as templates.
During the homology modelling procedure, the amino acid sequence of a protein with unknown structure, the target, is first aligned with a template sequence. A template protein is usually found through sequence alignment with proteins in the PDB using algorithms such as BLAST (Basic Local Alignment Search Tool)\textsuperscript{284} or FASTA (FAST-AII),\textsuperscript{285} followed by alignment corrections. Secondly, the structure of the target protein is built by first copying the coordinates of the template structure that was used in the alignment. For residues that differ between the two proteins, only the backbone coordinates are copied, whereas if the aligned residues are the same and the sequence identity is high, also the conformations of the side-chains (rotamers) are copied directly from the template. Side-chains that are not identical in the alignment are modelled using rotamer libraries and scored using energy functions. The next step in most cases is loop modelling, which is necessary if there are gaps in the target or template sequence. The created homology model is optimized, usually applying force field methods, and finally validated.\textsuperscript{286}
CHAPTER 3. REDOX AND DEBROMINATION REACTIONS OF BROMINATED HYPERICIN (PAPER I)

Brominated hypericin derivatives have been suggested to constitute promising second-generation photosensitizers as heavy-atom substitution enhances intersystem crossing between the singlet and triplet state and thereby increases the quantum yield of ROS production.\textsuperscript{180, 183} Possible redox and debromination reactions of brominated hypericin were studied in order to determine how these derivatives act as photosensitizers. Four monobrominated hypericin derivatives were studied, named \textit{1}, \textit{2}, \textit{3}, and \textit{4}, respectively, according to the position of the bromine (cf. Figure 1.2).

3.1. Computational methodology

Geometry optimizations of the neutral ground state of the monobrominated hypericins, their corresponding radical anions (generated by addition of an electron) and bay deprotonated anions, as well as the corresponding debrominated species, were performed in the Gaussian 03\textsuperscript{287} program using the B3LYP functional.\textsuperscript{246} Geometry optimizations were performed in vacuum (dielectric constant \(\epsilon = 1\)) using the 6-31G(d,p) basis set, followed by single-point calculations in vacuum, water (\(\epsilon = 78.38\)), and nonpolar medium (\(\epsilon = 4.34\); representing lipid environment) using the 6-311+G(d,p) basis set. The calculations in bulk solvation were carried out using the integral equation formalism of the polarizable continuum model (IEF-PCM).\textsuperscript{288, 289} Frequency calculations were performed at the lower level of theory. Zero-point vibrational energies and the thermal correction to Gibbs free energy were added to the single point energies in vacuum and solvent, respectively.

Debromination was studied by increasing the C-Br bond length in 15 steps of 0.1 Å. All other geometrical parameters were re-optimized in each step. The scannings were performed in vacuum at the B3LYP/6-31G(d,p) level of theory, followed by single point calculations in water and nonpolar media at the same level. Full transition state optimizations and frequency calculations were
performed on possible transition states at the B3LYP/6-31G(d,p) level of theory, followed by single point calculations at the B3LYP/6-311+G(d,p) level of theory in solution.

3.2. Results and discussion

During the geometry optimizations of the brominated hypericin molecules, as well as unsubstituted hypericin, two closely located energy minima were found, corresponding to two torsional conformers; “propeller” and “double butterfly” (Figure 3.1). The two conformers differ by about 2 kcal/mol, for both unsubstituted and substituted hypericin, and the propeller conformer was found to be overall more stable than the double butterfly conformer. The two conformations of hypericin have previously been found in molecular mechanics MM2 calculations. An asterisk denotes the double butterfly conformer in the data presented herein.

Figure 3.1. The two conformers of the hypericin molecule; (A) propeller and (B) double butterfly. Reproduced by permission of John Wiley & Sons. http://onlinelibrary.wiley.com/doi/10.1002/qua.21689/full
Adiabatic electron affinities (AEA; Table 3.1) were defined as the energy difference between the geometry optimized neutral molecules and the corresponding radical anions, and give a measure of the ability to extract an electron from the surrounding. Reduction was found to be spontaneous for all molecules, with an energy gain of about 3.7 eV in aqueous solution. The difference in AEA between the two conformers is small (less than 0.5 kcal/mol). However, the propeller compounds display overall slightly higher ability to extract an electron from the surroundings. The different positions of the bromine have a minor or negligible effect on the AEAs. A general trend observed is that the AEA increases with more polar medium, due to increased stabilization of charged species.

<table>
<thead>
<tr>
<th>Bromin. site</th>
<th>Vacuum</th>
<th>Lipid</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.53</td>
<td>3.48</td>
<td>3.74</td>
</tr>
<tr>
<td>2</td>
<td>2.53</td>
<td>3.48</td>
<td>3.74</td>
</tr>
<tr>
<td>3</td>
<td>2.53</td>
<td>3.47</td>
<td>3.74</td>
</tr>
<tr>
<td>4</td>
<td>2.53</td>
<td>3.46</td>
<td>3.73</td>
</tr>
<tr>
<td>1*</td>
<td>2.52</td>
<td>3.46</td>
<td>3.73</td>
</tr>
<tr>
<td>2*</td>
<td>2.52</td>
<td>3.46</td>
<td>3.73</td>
</tr>
<tr>
<td>3*</td>
<td>2.53</td>
<td>3.46</td>
<td>3.73</td>
</tr>
<tr>
<td>4*</td>
<td>2.52</td>
<td>3.45</td>
<td>3.72</td>
</tr>
</tbody>
</table>

*ZPE corrected energies (vacuum) and Gibbs free energies (solvent). Optimized structures, ZPE, and ΔG corrections: B3LYP/6-31G(d,p); Electronic and solvation energies: B3LYP/6-311+G(d,p).

As the AEA of oxygen in solution (3.9 eV)\(^2\) is higher than the AEAs of the brominated hypericins in aqueous solution (~3.7 eV), it can be expected that, once the hypericin molecules are reduced, electron transfer to molecular oxygen most likely occurs with an energy gain, generating reactive superoxide radical anions. Superoxide can further react to form hydrogen peroxide and hydroxyl radicals. The electron affinity has been found to increase with increased number
of halogen substituents,\textsuperscript{185} and the data for monobrominated hypericin indicates that the AEA increases by 0.22-0.24 eV when one bromine atom is added to unsubstituted hypericin.\textsuperscript{58} The electron affinity of the triplet state is overall higher than the electron affinity of the ground singlet state for unsubstituted and halogenated hypericin, which indicates that the triplet state molecule also have the ability to quench superoxide.\textsuperscript{58, 185}

In the absence of molecular oxygen in the closest vicinity of the reduced hypericin molecules, such as in the case of a locally anoxic environment, debromination reactions may occur and were studied through stepwise scanning of the C-Br bond. The energy of radical anion $\text{1}$ during scanning of the C-Br bond is displayed in Figure 3.2. Possible transitions states were found for molecules $\text{1}$, $\text{1}^*$, $\text{2}$, and $\text{2}^*$, whereas for the molecules with the bromine atom positioned on the same side as the methyl groups, no transitions states could be identified. Table 3.2 displays the calculated reaction energies and transition barriers based on full optimization of the transition states of the molecules for which such were found.

![Figure 3.2](http://onlinelibrary.wiley.com/doi/10.1002/qua.21689/full)

**Figure 3.2.** Results from scanning the C-Br distance in brominated hypericin radical anion $\text{1}$. All data at the B3LYP/6-31G(d,p) level. Reproduced by permission of John Wiley & Sons. http://onlinelibrary.wiley.com/doi/10.1002/qua.21689/full
### Table 3.2. Debromination energies (kcal/mol) in different media.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Bromin. site</th>
<th>Vacuum</th>
<th>Lipid</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Prod</td>
<td>53.9</td>
<td>24.8</td>
<td>12.1</td>
</tr>
<tr>
<td>TS</td>
<td>15.5</td>
<td>14.1</td>
<td>12.9</td>
</tr>
<tr>
<td>2 Prod</td>
<td>53.9</td>
<td>24.8</td>
<td>12.1</td>
</tr>
<tr>
<td>TS</td>
<td>15.6</td>
<td>13.7</td>
<td>12.6</td>
</tr>
<tr>
<td>1* Prod</td>
<td>53.7</td>
<td>24.5</td>
<td>11.8</td>
</tr>
<tr>
<td>TS</td>
<td>15.1</td>
<td>13.7</td>
<td>12.6</td>
</tr>
<tr>
<td>2* Prod</td>
<td>53.7</td>
<td>24.5</td>
<td>11.8</td>
</tr>
<tr>
<td>TS</td>
<td>15.1</td>
<td>13.7</td>
<td>12.6</td>
</tr>
</tbody>
</table>

\textsuperscript{a} ZPE corrected energies (vacuum) and Gibbs free energies (solvent). Optimized structures, ZPE, and \(\Delta G\) corrections: B3LYP/6-31G(d,p); Electronic and solvation energies: B3LYP/6-311+G(d,p).

The optimized C-Br distance of the transition state was found to be 2.465 Å for the double butterfly structures and 2.474 Å for the propeller structures. Compared with the data from the scannings, the transition states are lowered by full transition state optimization and inclusion of zero-point correction energies. The transition barriers are slightly decreased when going to more polar medium, whereas the overall reaction energies are significantly decreased by more polar medium. This finding is due to the fact that the bromine anion is more stabilized in solvents than in vacuum. The reactions are however still endergonic by \(~12\) kcal/mol in polar solvent. The reaction energies would most likely be altered by including a first solvation shell of water molecules, as the continuum models are not sufficient to describe solvated atomic anions. The relatively low reaction barriers (\(~13\) kcal/mol) in aqueous solution, however, indicate that debromination may occur. Halogen-substituted pyrimidines, also potent antitumour and antiviral agents, have been shown to display similar types of reactions, involving formation of radical anions, followed by dissociation to from halide anions and pyrimidine radicals.\textsuperscript{293}

Deprotonation of one of the hydroxyl groups in the bay region (cf. Figure 1.2) of brominated hypericin was studied as a possible alternative reaction that
can occur if the molecules are not directly reduced. Table 3.3 displays deprotonation energies, which were defined as the energy difference between the neutral molecules and the corresponding deprotonated anions. Adding the energy of a solvated proton, -268.67 kcal/mol (11.65 eV), to the energies of the deprotonated species in polar environment gives either slightly exothermic (1, 2, 1*–4*) or endothermic/thermoneutral (3 and 4) deprotonation in aqueous solution. Bay hydroxyl groups of hypericin have a pK\textsubscript{a} value of 1.8 in polar solvents, indicating that the molecule would be deprotonated at physiological pH, which is in agreement with the findings for a majority of the brominated species. However, the energy gain for deprotonation of the brominated molecules is overall lower compared to unsubstituted hypericin.

Deprotonation of the molecules most likely competes with the power of the molecules to extract an electron from the environment.

Table 3.3. Deprotonation energies (eV) in different media.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Bromin. site</th>
<th>Vacuum</th>
<th>Lipid</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.76</td>
<td>11.80</td>
<td>11.53</td>
</tr>
<tr>
<td>2</td>
<td>12.76</td>
<td>11.80</td>
<td>11.53</td>
</tr>
<tr>
<td>3</td>
<td>12.60</td>
<td>11.78</td>
<td>11.67</td>
</tr>
<tr>
<td>4</td>
<td>12.61</td>
<td>11.79</td>
<td>11.67</td>
</tr>
<tr>
<td>1*</td>
<td>12.74</td>
<td>11.77</td>
<td>11.51</td>
</tr>
<tr>
<td>2*</td>
<td>12.74</td>
<td>11.77</td>
<td>11.51</td>
</tr>
<tr>
<td>3*</td>
<td>12.52</td>
<td>11.70</td>
<td>11.59</td>
</tr>
<tr>
<td>4*</td>
<td>12.52</td>
<td>11.71</td>
<td>11.59</td>
</tr>
</tbody>
</table>

\textsuperscript{a} ZPE corrected energies (vacuum) and Gibbs free energies (solvent). Optimized structures, ZPE, and \Delta G corrections: B3LYP/6-31G(d,p); Electronic and solvation energies: B3LYP/6-311+G(d,p).

No transition states were found for the deprotonated molecules and the overall reaction energies were significantly higher than for the radical anions. Deprotonated hypericin is therefore unlikely to dissociate and would most probably stay in the deprotonated form.
Debromination of the neutral ground state molecules was not found to be energetically favourable either.

The present study shows that brominated hypericin has the ability to produce radical species through a mode of action slightly different from the ones that have been suggested for unsubstituted hypericin. Figure 3.3 displays the possible reactions that can occur for brominated hypericin after light excitation, as compared to unsubstituted hypericin for which possible reactions are displayed in Figure 1.3.

![Figure 3.3. Possible photosensitized reactions for brominated hypericin.](image)

If molecular oxygen is present in the closest vicinity of the photosensitizer, the triplet excitation energy of both unsubstituted and brominated hypericin can be directly transferred to molecular oxygen and form singlet oxygen. If reactions with molecular oxygen do not immediately occur, the hypericin molecule can instead extract an electron from the surrounding, generating a semiquinone radical anion that can further react. From the reduced hypericin molecule, an electron can be passed on to molecular oxygen to form superoxide, or, as was shown to be possible for some of the brominated hypericins, dissociation can occur. The dissociation reaction generates a hypericin radical that can either
react directly with biological molecules or react with molecular oxygen, forming superoxide. Brominated hypericin can consequently generate toxic species even in the absence of oxygen, which enables effective treatment of regions of tumours deficient in oxygen.

All possible reactive species; singlet oxygen, superoxide, hypericin radical anions, and neutral hypericin radicals, produced in the various possible reactions with brominated hypericin, can initiate damage to molecular targets. The specific species produced depends on the local environment of the photosensitizer, and the level of damage induced can depend on the specific reactive species formed and the concentration. As bromination enhances intersystem crossing to the triplet state compared to unsubstituted hypericin, a larger number of molecules are prone to further react and form any of the reactive species. This explains the increased quantum yield of ROS observed,\textsuperscript{180, 183} and makes brominated hypericins likely to be more efficient therapeutic agents.
CHAPTER 4. PROPERTIES AND PERMEABILITY OF HYPERICIN AND BROMINATED HYPERICIN IN LIPID MEMBRANES (PAPER II AND IV)

Studies of the detailed mechanisms by which drug compounds interact with various biological molecules in the body are essential in the evaluation of their precise mode of therapeutic action. This information is also important in the development and evaluation of new therapeutic agents with improved properties. Computational techniques have evolved as useful tools in this field in the sense that interactions can be studied in detail at the atomic level. In the present and next chapter of this thesis, studies of hypericin in potential biomolecular systems that it possibly interacts with are presented.

The present chapter gives a detailed account of the behaviour of unsubstituted hypericin (Hy), monobrominated hypericin (Hy-Br; bromine at position 1, Figure 1.2), and tetrabrominated hypericin (Hy-4Br, bromines at positions 1-4, Figure 1.2) in a pure DPPC lipid membrane (Paper II) and in two cholesterol containing membranes (Paper IV). The latter membranes contain 9 and 25 mol% cholesterol; concentrations that are commonly found in natural membranes. Lipid membranes with and without cholesterol have been subject to numerous computational studies applying Monte Carlo and MD simulation techniques. The studies have shown that computational methods have the ability to reproduce many of the experimental observations in membranes. Computational studies also contribute to information at the atomic level that is hard to obtain experimentally.

4.1. Computational methodology

The pure DPPC bilayer model was composed of 64 lipids and 3846 water molecules, whereas the model used to replace lipid molecules by cholesterol molecules was initially composed of 128 DPPC lipids and 3655 water molecules. 12 and 32 lipids were randomly replaced in order to construct the 9 mol% and 25 mol% cholesterol membranes, respectively. The same number of lipids was replaced in each monolayer. Unconstrained
simulations with two hypericin molecules in each membrane were performed. After equilibration, the pure DPPC membrane system was simulated for 50 ns and the cholesterol containing systems for 100 ns.

Simulations with each hypericin derivative at constrained distances differing by 0.1 nm along the z axis direction were performed in order to collect the z-component of the force \( F_z \) acting on the molecule at each position along the z axis. The molecules were constrained in the z direction, but allowed to rotate. The free energy for the transfer process between \( z_i \) and \( z_f \) was calculated using,

\[
\Delta G = G_{z_f} - G_{z_i} = - \int_{z_i}^{z_f} \langle F_z \rangle_z dz \tag{4.1}
\]

where the bracket represents an average over the forces collected at each constrained distance.

The procedure developed by Marrink and Berendsen\textsuperscript{301} was adopted to calculate permeability coefficients, based on the fluctuation dissipation theorem and using the deviation of the instantaneous force, \( F(z,t) \), from the average force acting on the molecule obtained during the constrained simulations. The diffusion coefficient, \( D \), is calculated from the autocorrelation function of the constrained force, \( C(t) \),

\[
D(z) = (RT)^2 \int_0^\infty C(t) dt \tag{4.2}
\]

where \( R \) is the gas constant and \( T \) is the absolute temperature.

The permeability coefficient, \( P \), is calculated by integrating over the local resistance across the membrane, \( R(z) \), which is obtained by dividing the exponential of the free energy, \( \Delta G(z) \), by the diffusion coefficient, \( D(z) \),

\[
1/P = \int_{z_i}^{z_f} \frac{R(z)dz}{D(z)} = \int_{z_i}^{z_f} \frac{\exp(\Delta G(z)/kT)}{D(z)} dz \tag{4.3}
\]
All simulations were performed in the GROMACS program (Paper II: version 3.3.3; Paper IV: version 4.0.4) together with the united atom GROMACS force field. A time step of 2 fs was used throughout the study. The isothermal-isobaric ensemble (NPT) with a temperature of 323 K and pressure of 1 bar was applied.

4.2. Results and discussion

The unconstrained MD simulations were performed with two hypericin molecules of each derivative in the systems, one initially positioned in the water phase and one in the middle of the bilayer. All three hypericin molecules show strong preference to accumulate in the lipids, close to the polar headgroups and the interface between the lipids and water. Despite this being the densest region of the membrane, the large and inflexible hypericin molecules accumulate here due to favourable interactions between the hydroxyl groups and water molecules that penetrate into the lipid region. This region has also been found favourable for smaller drug molecules, such as psoralens, 5-ALA and derivatives thereof.

Snapshots from simulations of hypericin in the three membranes are displayed in Figure 4.1. As the pure DPPC membrane contains half the number of lipids compared to the cholesterol containing membranes, in order to compare the volumes of the three membranes properly, the volume of this membrane should be increased by a factor of 2. Taking this into account, it is clear that the presence of cholesterol in the membrane significantly reduces the area per lipid and induces higher order of the lipids. These effects are more prominent with increased concentration of cholesterol. The 25 mol% cholesterol membrane is compressed to half the original size of a pure DPPC membrane containing the same number of lipids. The calculated areas per lipid are in good agreement with results from previous computational studies. The condensing and ordering effects of cholesterol on membranes have been well-documented in experimental and computational studies.
Figure 4.1. Snapshots from simulations showing two hypericin molecules in DPPC bilayers with (A) 0 mol%, (B) 9 mol% and (C) 25 mol% cholesterol. Cholesterol molecules are displayed in yellow. Reproduced by permission of the American Chemical Society. http://pubs.acs.org/doi/abs/10.1021/ct9002702, http://pubs.acs.org/doi/abs/10.1021/ct100528u

Figure 4.2 displays density profiles for all components in the systems during the MD simulations. The density profiles show that the preferred location for the hypericin molecules is not significantly affected by the presence of cholesterol in the membrane and it is clearly seen that the molecules preferentially accumulate in the headgroup region, approximately 1-2 nm from the bilayer centre, as was also seen in Figure 4.1. Although all three hypericin derivatives prefer this region in all membranes, some small variations are found. For Hy and Hy-Br, it is found that the molecule that enters the bilayer from the water phase in several cases ends up closer to the interface between the lipids and water than the molecule that was initially located in the lipids. Hy-4Br behaves slightly different from Hy and Hy-Br in that this molecule overall displays wider density profiles and moves closer to the bilayer centre. This location reduces the interactions with water molecules.

Free energy profiles for the transport process of the hypericin molecules across the bilayer were calculated using a potential of mean force formalism based on MD simulations with the hypericin molecules at constrained distances from the bilayer centre. Free energy profiles for the hypericin molecules in the three membranes are displayed in Figure 4.3.
Figure 4.2. Density profiles for two hypericin derivatives (A, Hy; B, Hy-Br; C, Hy-4Br) in DPPC bilayers with 0 mol% cholesterol (left), 9 mol% cholesterol (middle) and 25 mol% cholesterol (right). Reproduced by permission of the American Chemical Society. http://pubs.acs.org/doi/abs/10.1021/ct9002702, http://pubs.acs.org/doi/abs/10.1021/ct100528u

Local minima were found in the region of the bilayer where the molecules were found to accumulate in the unconstrained simulations, indicating that transport into this region is associated with an energy gain. The size of the minima depends on the molecule and the amount of cholesterol in the membrane. Hy-Br displays the deepest minimum both in the cholesterol containing and cholesterol absent membranes, and this minimum becomes deeper with increased amount of cholesterol. This indicates that transport from the water phase into the lipids is most favourable for Hy-Br and that the presence of cholesterol enhances this transport. For Hy-4Br, the minimum also becomes deeper when cholesterol is included. However, the decrease in free
energy when the cholesterol concentration is increased from 9 to 25 mol% is almost negligible for this molecule. The energy of the minimum is overall higher for Hy-4Br than for Hy-Br. For Hy, the opposite pattern is found; the minimum becomes less deep with increased amount of cholesterol and the minimum for this molecule is overall higher than the two other molecules or equal to Hy-4Br. This finding indicates that diffusion into the lipids is least favourable for Hy and that cholesterol has a negative effect on the transport of this molecule.

Figure 4.3. Free energy profiles for the hypericin derivatives inside the (A) 0 mol%, (B) 9 mol%, and (C) 25 mol% cholesterol membranes. Reproduced by permission of the American Chemical Society. http://pubs.acs.org/doi/abs/10.1021/ct9002702, http://pubs.acs.org/doi/abs/10.1021/ct100528u

As the molecules continue moving across the bilayer, the free energy increases and shows a maximum in the very middle of the bilayer. The free energy barriers in this region become higher for all three molecules with increased cholesterol concentration. This is explained by the fact that the two monolayers of the membrane are more separated in the more ordered systems with cholesterol and this gives a region of free space in the very centre of the bilayer. This free space offers less possible interactions with lipids for the hydrophobic hypericin molecules, and thereby generates a larger increase in free energy, indicating that this region is very unfavourable to diffuse into/ across. The increased free space in the middle of the bilayer is most evident in the 25 mol% cholesterol membrane and the free energy barriers to pass
through this region are subsequently higher than in the membranes with lower cholesterol content. The increased bilayer thickness and the reduced DPPC density in the middle of the bilayer caused by cholesterol are also seen in Figure 4.1 and Figure 4.2. These observations have also been made in previous experimental and computational studies of cholesterol containing membranes.\(^{307,319}\)

The energy barrier in the middle of the bilayer is the lowest for Hy-Br in all three membranes. This together with the overall deepest free energy minima in the headgroup region indicates that Hy-Br would display the overall most favourable diffusion through a membrane, independent on the presence of absence of cholesterol.

In addition to the favourable free energy profiles for Hy-Br, calculated permeability coefficients show faster overall diffusion for Hy-Br in all three membranes, followed by Hy-4Br and Hy, respectively (Table 4.1). This gives further evidence for that Hy-Br would have the highest probability to translocate across a membrane. The permeation of Hy and Hy-4Br is significantly reduced in the cholesterol containing membranes, whereas Hy-Br is not considerably affected by the inclusion of cholesterol. The permeability coefficient for Hy-Br is only reduced by a factor of 10 in the 25 mol% cholesterol membrane compared to in the pure DPPC membrane, and this molecule even shows an increase in permeation in the 9 mol% cholesterol membrane compared to in the pure DPPC membrane. Hy displays the overall slowest diffusion through the membranes. This finding can be explained by stronger interactions with water molecules and possibly also with cholesterol molecules.

Halogenated drugs have previously been reported to display larger permeability coefficients compared to non-halogenated molecules.\(^{320}\) Hy-4Br, however, shows a reduced permeability compared with Hy-Br, a finding that is probably an effect of the presence of four large bromine atoms that have an opposite effect on the ease of permeation.
Table 4.1. Permeability coefficients of the hypericin derivatives inside the membranes without and with cholesterol (cm s\(^{-1}\)).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>0 mol% cholesterol</th>
<th>9 mol% cholesterol</th>
<th>25 mol% cholesterol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hy</td>
<td>4.21 × 10(^{-4})</td>
<td>8.25 × 10(^{-12})</td>
<td>1.63 × 10(^{-17})</td>
</tr>
<tr>
<td>Hy-Br</td>
<td>4.94 × 10(^{-3})</td>
<td>5.49 × 10(^{-3})</td>
<td>4.12 × 10(^{-4})</td>
</tr>
<tr>
<td>Hy-4Br</td>
<td>1.51 × 10(^{-3})</td>
<td>3.31 × 10(^{-6})</td>
<td>6.93 × 10(^{-11})</td>
</tr>
</tbody>
</table>

The results from the presented studies indicate that hypericin molecules show strong preference for lipid membranes, in which they accumulate in the headgroup region, close to the interface between the lipids and water, due to favourable interactions with water molecules. The studies show that cholesterol, an essential component in natural membranes, is important to include in membrane models as its presence often affects the behaviour of drug molecules considerably. The three hypericin molecules are affected differently by the presence of cholesterol in the membrane, either by enhancing or counteracting permeation through the membrane.

It has recently been indicated that hypericin interacts strongly with cholesterol molecules in membranes due to the common planar structure that enables \(\pi\) electron interactions\(^{136}\). Unsubstituted hypericin was found to locate closest to cholesterol during the MD simulations. However, no direct interactions were found in the present studies. If hypericin were to strongly interact with cholesterol, this could explain transportation of hypericin between intracellular membrane sites mediated by cholesterol trafficking. Due to the limited amount of data from the present MD simulations, possible interactions with cholesterol can however not be completely ruled out.

The cholesterol molecules were not found to interact directly with each other at the studied concentrations; instead they prefer to be solvated by DPPC lipids, in agreement with previous theoretical observations\(^{321}\). The hypericin molecules were not found to interact with each other either at the low concentrations included in the studies. However, when the concentration of hypericin is increased (10 Hy), the molecules form dimers or aggregates of four molecules.
positioned face to face in the water phase (unpublished data). The aggregates were not found to negatively alter the diffusion into the lipids significantly and the interactions between the molecules were maintained also inside the lipids. These aggregates have experimentally been observed for hypericin in solution. 118, 119

Experimental studies have found hypericin in various intracellular components, indicating that the molecule has the ability to penetrate the plasma membrane. As the monobrominated hypericin molecule was found to have the highest capability to penetrate membranes, both with and without cholesterol, the probability to find this molecule within a cell would be higher than unsubstituted hypericin and tetrabrominated hypericin. A photosensitizer that to a higher degree is transported into a cell would generate a stronger photodynamic effect as a larger number of molecules are capable of being activated in the potential intracellular target site and produce radical species. This suggests that monobrominated hypericin likely displays more promising properties than unsubstituted hypericin for being utilized in PDT.

Unsubstituted hypericin and tetrabrominated hypericin are expected to accumulate to a higher extent in the plasma membrane compared to monobrominated hypericin, and this would thus result in that a smaller number of these molecules reaches the interior of a cell and possible targets therein. Photodamage can however also be initiated by molecules located within the plasma membrane, 137-139 and this can subsequently contribute to the damage caused by drug molecules that have reached intracellular sites. It must however be stressed that diffusion is not the only possible way that drug molecules enter cells. Assisted transport by carriers such as LDL or liposomes that are able to solubilise the hydrophobic hypericin molecules in the blood can alter the mechanism by which the molecules are taken up by cells.
CHAPTER 5. SARCO(ENDO)PLASMIC RETICULUM Ca$^{2+}$ ATPase IS A POSSIBLE TARGET FOR HYPERICIN
(PAPER VII)

The studies presented in Chapter 4 provide details on the behaviour of hypericin and derivatives thereof in lipid membranes, information that is useful in predicting the ability of the molecules to penetrate the plasma membrane of a cell through diffusion. Hypericin clearly has the ability to enter a cell as the molecule has been identified in numerous intracellular locations that constitute possible sites for binding. However, the exact cellular target for hypericin has not yet been fully determined.

One of the organelles in which hypericin has been found is the ER, one of the most important intracellular Ca$^{2+}$ stores.\textsuperscript{85, 156, 157} Cells treated with PDT-hypericin display disruptions in the Ca$^{2+}$ homeostasis, with increased Ca$^{2+}$ concentration in the cytosole and decreased Ca$^{2+}$ concentration in the lumen of the ER,\textsuperscript{158} effects that have been observed for other photosensitizers as well.\textsuperscript{322-325} The SERCA protein (Figure 5.1C) located in the ER membrane is essential for maintenance of a low resting concentration of Ca$^{2+}$ in the cytosole and has been shown to be depleted in cells treated with hypericin,\textsuperscript{158, 161} a finding that can explain the loss of pumping activity in the cells.

The damages caused by hypericin were found to be due to singlet oxygen production and resulted in cell death. Singlet oxygen can either be produced in the ER membrane from which it diffuses to the protein, or the photosensitizer itself can be located within the protein when it is activated. As singlet oxygen has a short lifetime and hence a small radius of action, the binding site of hypericin is likely within the protein or in the very close vicinity. Initial diffusion of hypericin into the ER membrane followed by diffusion to binding sites within the transmembrane region of the protein is a possible mechanism. The binding pockets of the known inhibitors thapsigargin (TG; Figure 5.1A\textsuperscript{326-328}) and di-tert-butylhydroquinone (BHQ; Figure 5.1B\textsuperscript{329, 330}) in the transmembrane region of SERCA are located at the same level in the membrane as the preferred location of hypericin in lipid membranes (cf. Chapter 4).
In order to study if the observed disruption in SERCA levels in hypericin treated cells possibly involves binding of hypericin to the protein, interactions between hypericin and SERCA were studied. The TG and BHQ inhibitors were included in the study for comparison. The inhibitors bind to the protein in the Ca\(^{2+}\) absent state and inhibit Ca\(^{2+}\) pumping by blocking Ca\(^{2+}\) binding or conformational changes in the protein. The binding of TG and BHQ to SERCA have previously been evaluated in computational docking studies.\(^{331, 332}\) SERCA has also been used as target for virtual screening of potent inhibitors for use in prostate cancer treatment.\(^{333}\)

**5.1. Computational methodology**

As no crystal structure of SERCA2, the isoform that most likely is present in tumour cells, exists, a homology model was created using the built-in methodology\(^{334, 335}\) in the YASARA program.\(^{335}\) The splice variants SERCA2A and SERCA2B only differ in the C-terminus, in which residues 994-997 in SERCA2A are substituted with a longer tail, residues 994-1042, in SERCA2B. As the C-terminus (left-most helix in Figure 5.1C) is located in the cytosolic region and most likely does not alter the binding of drug molecules to the protein, a homology model of SERCA2A was created to represent the SERCA2 isoform. The crystal structure of rabbit SERCA1A (PDB ID: 2AGV;\(^{336}\) Figure 5.1C) was used as the major template.

The SERCA1A crystal structure and the SERCA2A homology model were embedded in palmitoyloleoylphosphatidylethanolamine (POPE) lipid membranes and equilibrated for 38 ns. A snapshot from a simulation of SERCA1A embedded in a membrane is displayed in Figure 5.1D.

The Molecular Operating Environment (MOE) program\(^{337}\) with the built-in Alpha Site Finder\(^{338, 339}\) was initially used to locate probable binding sites in SERCA, other than the TG and BHQ binding sites. TG and BHQ were docked in their respective binding sites in the transmembrane region of the protein, and hypericin was, apart from in these two sites, docked in two additional sites.
indicated by the Alpha Site Finder tool (Figure 5.1C). The same binding sites were considered in both SERCA1A and SERCA2A. The residues important for TG and BHQ binding are present in both isoforms. Docking was performed using Autodock\textsuperscript{340} as implemented in YASARA. The docked ligands and the closest surrounding of the proteins were simulated for 20 ns. Binding energies of the ligands with respect to the protein were defined as the potential energy difference between the bound and unbound state (the ligand at infinite distance from the protein). Ensemble average binding energies were calculated from the energy minimized simulation snapshots of the last 15 ns of the MD simulations (600 snapshots for each system).

The AMBER03 force field\textsuperscript{341} was used together with a multiple time step of 2×1.25 fs throughout the study. All simulations were performed at a temperature of 298 K. Snapshots were saved every 25 ps during the simulations.

### 5.2. Results and discussion

The homology model of SERCA2A and the SERCA1A crystal structure display highly similar structural features and superpose very well (Figure 5.2A), a finding that is expected due to the high sequence identity (84 %). In Figure 5.2C and 5.2E respectively, magnifications of the superposed TG and BHQ pockets of the crystal structure of SERCA1A and the homology model of SERCA2A are displayed, with the amino acids that are known to interact with the inhibitors highlighted. The binding pockets in the two isoforms clearly share high structural similarities.

During the membrane embedding and MD simulation, structural changes were however induced in the proteins, resulting in more pronounced differences between the two isoforms (Figure 5.2B). This is seen in the superposed TG pockets that display larger differences than before the MD simulation (Figure 5.2D), mainly due to that this pocket in SERCA1A became slightly enlarged during the simulation. The BHQ pockets were not significantly affected by the
membrane embedding and MD simulation, but larger structural differences between the isoforms are seen in this pocket as well compared to before the MD simulation (Figure 5.2F).

**Figure 5.1.** Chemical structures of (A) TG and (B) BHQ. (C) The crystal structure of SERCA1A with the bound TG and BHQ inhibitors (PDB ID: 2AGV\(^{336}\)) and the binding pockets subject to docking of hypericin displayed, and (D) a snapshot from the MD simulation of SERCA1A in a membrane.
Figure 5.2. Superposed backbones of the homology model of SERCA2A (blue) with the major template of SERCA1A (red) (A) before and (B) after membrane embedding, MD simulation and energy minimization. Magnifications of the superposed (C and D) TG binding pockets and (E and F) the BHQ binding pockets.
Hypericin, TG, and BHQ were docked in the membrane-embedded SERCA1A and SERCA2A proteins. Hypericin was, apart from in the TG and BHQ binding pockets, docked in two possible sites found by the Alpha Site Finder in MOE; one in the cytoplasmic region of the protein close to the ATP binding site, and one close to the BHQ binding site, but closer to the cytosole. Ensemble average binding energies for the ligands with respect to the proteins in the different binding sites are displayed in Table 5.1.

The binding modes for TG and BHQ, together with the most favourable binding modes for hypericin in SERCA1A and SERCA2A are displayed in Figure 5.3 and Figure 5.4, respectively. Amino acid residues that the ligands interact with are highlighted.

### Table 5.1. Ensemble average binding energies (kJ/mol) for ligands in SERCA1A and SERCA2A. The average of the absolute deviations from the mean are given in parenthesis.

<table>
<thead>
<tr>
<th>Ligand</th>
<th>Site</th>
<th>SERCA1A</th>
<th>SERCA2A</th>
</tr>
</thead>
<tbody>
<tr>
<td>TG</td>
<td>TG</td>
<td>364 (±11)</td>
<td>464 (±34)</td>
</tr>
<tr>
<td>TG</td>
<td>TG*</td>
<td>365 (±23)</td>
<td>286 (±33)</td>
</tr>
<tr>
<td>Hypericin</td>
<td>TG</td>
<td>264 (±31)</td>
<td>348 (±54)</td>
</tr>
<tr>
<td>Hypericin</td>
<td>TG*</td>
<td>297 (±36)</td>
<td>279 (±36)</td>
</tr>
<tr>
<td>BHQ</td>
<td>BHQ</td>
<td>126 (±40)</td>
<td>219 (±8)</td>
</tr>
<tr>
<td>Hypericin</td>
<td>BHQ</td>
<td>380 (±6)</td>
<td>281 (±20)</td>
</tr>
<tr>
<td>Hypericin</td>
<td>Site 2</td>
<td>399 (±31)</td>
<td>318 (±48)</td>
</tr>
<tr>
<td>Hypericin</td>
<td>Cytosole</td>
<td>421 (±18)</td>
<td>394 (±66)</td>
</tr>
</tbody>
</table>

* Docking performed without lipid in binding pocket.

Although the TG and BHQ binding pockets are located adjacent to each other in the transmembrane region of the protein, they differ significantly in structure and size; hence constitute specific affinities for the two structurally different inhibitors. The BHQ binding pocket is a small cavity made up by the M1, M2, and M4 helices (Figure 5.2E/F), whereas the TG binding pocket on
the other hand is narrow but extended in length, made up by the three almost parallel M3, M5, and M7 helices (Figure 5.2C/D). The shape and size of the TG binding pocket make this a suitable location for lipids, and during the MD simulations of the proteins in the membranes lipids find this location favourable. Docking of ligands with a lipid present in the TG binding pocket subsequently resulted in location of the ligands outside the pocket, and during the MD simulations neither TG nor hypericin had the ability to push the lipid out from the pocket, a situation that would require significantly longer simulation times. Docking of TG and hypericin in the TG pocket was performed with and without a lipid present in the pocket in order to sample both situations (‘*’ in Table 5.1 indicates that a lipid was removed before docking). Binding modes for TG generated after docking and MD simulation both with and without a lipid in the pocket are displayed in Figure 5.3 and 5.4.

The binding mode of TG in the TG pocket with no lipid in both SERCA1A and SERCA2A naturally resembles the one in the crystal structure of SERCA1A more than when a lipid is present. When a lipid is present in the pocket, TG binds above the location seen in the crystal structure, and in SERCA2A the binding is even higher up in the pocket than in SERCA1A. Despite the highly different binding modes of TG in the presence (Figure 5.3A) and absence (Figure 5.3B) of a lipid in SERCA1A, the ensemble average binding energies are the same. In SERCA2A, on the other hand, the two binding modes of TG differ significantly in binding energy, and the binding mode resulting from the presence of a lipid in the TG pocket (Figure 5.4A) generated the overall highest ensemble average binding energy throughout the study. In the absence of a lipid in the TG pocket of SERCA2A (Figure 5.4B), TG locates at the surface of the pocket, a location that generates very few interactions with amino acids and this explains the very low binding energy.

Docking of BHQ in both isoforms generated this molecule in a similar binding mode as in the crystal structure of SERCA1A. In SERCA1A, BHQ exhibited high flexibility and movement during the MD simulation and locates mainly in two regions of the pocket, one that allows close interaction with Glu-
309 (Figure 5.3D), whereas in the other binding mode less interactions with amino acids are possible and the binding energy is subsequently lower. The ensemble average binding energy during the MD simulation is the lowest found for any ligand in the present study. In SERCA2A the BHQ molecule displays significantly less flexibility and the binding mode after the MD simulation is similar to the one in the crystal structure of SERCA1A, with hydrogen bonds formed with Asp-59 and Pro-308 (Figure 5.4D). The binding energy in this isoform is more stable and overall higher than in SERCA1A. The binding energy for BHQ in both isoforms is significantly lower than that for TG, indicating that BHQ binds significantly weaker than TG, in agreement with experimental observations. 328, 329 The binding energy for BHQ is also overall lower than that for hypericin in all pockets included in this study.

For hypericin in the TG binding pocket of SERCA1A, neither the binding mode nor the binding energy was as affected by the presence or absence of a lipid as for TG, likely due to that hypericin has a planar structure that can fit into the TG pocket even when a lipid is present. In SERCA2A, on the other hand, the difference in both binding mode and binding energy for hypericin in the presence and absence of a lipid in the pocket is larger. When a lipid is present, hypericin binds high up in the TG pocket, close to the location of TG when a lipid is present. The binding energy for this mode is higher than that in the absence of a lipid, in which hypericin binds significantly further down in the pocket. The binding energy in the presence of a lipid is also higher than that for hypericin with and without a lipid in the TG pocket of SERCA1A. The binding of TG and hypericin high up in the TG binding site can be assumed to constitute alternative binding sites possible for binding in the case of an already occupied TG pocket, such as if the drug concentration is high.

Hypericin binds tightly in the BHQ pocket in both isoforms of SERCA and displays higher binding energy than BHQ. The binding mode of hypericin differs slightly between the two isoforms, resulting in interactions with different residues in the pocket. Hypericin binds significantly stronger in the BHQ pocket in SERCA1A than in SERCA2A. Both BHQ and hypericin interact
strongest with Glu-309 in SERCA1A, whereas in SERCA2A the binding of the molecules is shifted towards Asp-59. The strong interaction between Glu-309 and hypericin and BHQ in SERCA1A results in a shift of the sidechain of Glu-309 to the same side of the M4 helix as the BHQ binding pocket, such that it does not hinder $\text{Ca}^{2+}$ to enter into the binding site at the other side of the M4 helix. This location of the sidechain is opposite to the one in the crystal structure in which the presence of BHQ hinders Glu-309 from opening the $\text{Ca}^{2+}$ gate. It is possible that the $\text{Ca}^{2+}$ gate in the locked open state, caused by the presence of BHQ or hypericin, can block $\text{Ca}^{2+}$ transport as well, but this has not been observed experimentally. If this is possible, hypericin can inhibit SERCA through a light-independent mechanism, giving evidence for dark toxicity.

The overall most favourable binding site for hypericin in SERCA1A and SERCA2A was found to be neither the TG nor the BHQ pocket, but instead a pocket in cytoplasmic region of the protein, close to the ATP binding site (Figure 5.3C and 5.4C). The binding energy for hypericin in the cytoplasmic region is almost equally high in the two isoforms, although slightly lower in SERCA2A. In SERCA1A, this binding is even stronger than that for TG, whereas in SERCA2A, TG displays the strongest overall binding. Binding of hypericin in the cytoplasmic region of SERCA can influence phosphorylation of the protein as hypericin interacts strongly with Phe-487, a residue that is essential for ATP binding.\textsuperscript{342} This can be a possible additional mechanism by which hypericin displays dark toxicity with SERCA.

Strong binding for hypericin in SERCA1A was also found in the BHQ binding pocket and in a site outside this pocket (‘Site 2’, cf. Figure 5.1C); two sites that are less favourable in SERCA2A. In SERCA2A, hypericin was bound relatively strongly in the TG binding site with a lipid present in the pocket. This is the only pocket in which hypericin binds stronger in SERCA2A than in SERCA1A.
Figure 5.3. Binding modes for TG (docked (A) with and (B) without a lipid in the binding pocket) and (D) BHQ in their respective binding pockets, and (C) hypericin in the cytoplasmic region of SERCA1A. Carbon atoms of the ligands are displayed in cyan and carbon atoms of amino acid residues are displayed in grey.
Figure 5.4. Binding modes for TG (docked (A) with and (B) without a lipid in the binding pocket) and (D) BHQ in their respective binding pockets, and (C) hypericin in the cytoplasmic region of SERCA2A. Carbon atoms of the ligands are displayed in cyan and carbon atoms of amino acid residues are displayed in grey.
The presented results show that hypericin most likely displays high binding affinity for SERCAs, which can explain the experimental observations of disrupted Ca\(^{2+}\) and protein levels in cells treated with hypericin. Hypericin was found to bind strongly both in pockets within the transmembrane region and in the cytoplasmic region of the protein; however, the two isoforms differed slightly in the preference for favourable binding sites.

Binding of hypericin in the TG or BHQ binding pockets can possibly stabilize the protein in a conformation that inhibits conformational changes or blocks Ca\(^{2+}\) binding essential for Ca\(^{2+}\) pumping, similar to the action of TG and BHQ, indicating that hypericin could display dark toxicity properties. However, in the presence of light in PDT treatment, the principal cause of action of hypericin would not be inhibition of conformational changes or blocking of Ca\(^{2+}\) binding as the excited molecule generates ROS that damage and degrades the protein, or induce lipid peroxidation, processes that lead to cell death.

The present study and the studies on the behaviour of hypericin in lipid membranes (Chapter 4) provide detailed information on possible mechanisms by which hypericin acts as a photosensitizer in cellular environments.
Many photosensitizers available on the market today possess properties that do not make them ideal for being used in PDT. Long-lasting photosensitization and weak light absorption at wavelengths too short for optimal tissue penetration are among the most troublesome limitations associated with several known photosensitizers. One of the most important aspects to consider in the development of new photosensitizers is hence the absorption properties.

Computational techniques can be used to predict compounds with suitable properties that can be further tested experimentally for their possible application as photosensitizers in PDT. In order to be able to use computational techniques for this purpose, it is important to evaluate the performance of the methods with respect to available experimental data. Absorption spectra can be accurately calculated and have been subject to numerous studies. As most correlated \textit{ab initio} methods are very computer-demanding when large systems are considered, a major aim would be to identify TD-DFT approaches with improved accuracy, with regards to calculations of spectroscopic properties, that can be used as efficient alternatives. In Section 2.1.5.1, several benchmarking studies of the performance of TD-DFT with various functionals on their ability to predict absorption spectra were presented. In PDT, light at long wavelengths is used to activate the photosensitizers and the ability to computationally reproduce the absorption in this region of the spectra is hence the main focus.

The performance of TD-DFT in combination with various functionals, among them newly developed long-range corrected functionals, in calculations of vertical low-lying singlet excitations of a set of photosensitizing tetrapyrrole compounds, was investigated in Paper III and V. Based on the results from the two benchmarking studies, modified chlorin based compounds were designed and their spectroscopic properties investigated in Paper VI.
6.1. Computational methodology

Different combinations of functionals were used in geometry optimizations and excited state TD-DFT calculations of various tetrapyrrole compounds. All calculations were carried out in the Gaussian 09 program.\textsuperscript{343}

In the study of Tookad (Figure 1.5C) and its metal-free analogue BPheid (Paper III), B3LYP and M06 were used in geometry optimizations of the ground singlet states and B3LYP, M06HF and $\omega$B97XD were used to calculate vertical singlet excitation energies in toluene and tetrahydrofuran (THF), applying the IEF-PCM model.\textsuperscript{288, 289} For the Tookad and BPheid geometries optimized using B3LYP in toluene, vertical singlet excitation energies were also calculated using CAM-B3LYP, M06, M062X, $\omega$B97X, $\omega$B97, LC-omegaPBE, and PBE0. The LanL2DZ basis set was used for Pd throughout the study, and the 6-31+G(d,p) basis set was used for all other atoms in the geometry optimizations, whereas 6-311+G(2d,2p) was used in the excited state calculations.

In the next study (Paper V), the ground singlet state of chlorin (Figure 1.4B), porphyrin (Figure 1.4A), protoporphyrin IX (Figure 1.5A), and phytoporphyrin (Figure 1.5B) was optimized with B3LYP, $\omega$B97XD and M06 and vertical singlet excitation energies were calculated with $\omega$B97, $\omega$B97X, and $\omega$B97XD. Foscan (Figure 1.5D), chlorin e6 (Figure 1.5E), and chlorin p6 (Figure 1.5F) were optimized with B3LYP, and $\omega$B97X was used for the excited singlet state calculations. Triplet states were optimized with B3LYP, M06, PBE0, $\omega$B97, $\omega$B97X, and $\omega$B97XD.

In the calculations of modified chlorin derivatives (Paper VI), B3LYP was used in geometry optimizations and $\omega$B97X for vertical singlet excitations. Vertical triplet excitations were calculated using B3LYP and PBE0. In paper V and VI, the 6-311G(2d,2p) basis set was used throughout the calculations and solvation in THF was modelled by a conductor-like implementation of PCM.\textsuperscript{344-346}

The calculated wavelengths are plotted against the oscillator strengths using a Gaussian line shape.
6.2. Can range-separated and hybrid DFT functionals predict low-lying excitations? A Tookad case study
(Paper III)

Tookad is a promising photosensitizer with potential application in treatment of prostate cancer.\textsuperscript{212-215} This compound holds effective photodynamic properties, such as strong absorption at wavelengths longer than a majority of other photosensitizers, a property that makes the treatment more effective due to increased light penetration depth into tissues.

The two lowest-lying absorption bands of Tookad and BPheid calculated in toluene and THF using the B3LYP, M06HF and \(\omega\)B97XD functionals on B3LYP and M06 geometries are displayed in Table 6.1 and Table 6.2. Excited state calculations using the same functional on either the B3LYP or M06 geometry generates highly similar absorption wavelengths, indicating that the functional used in geometry optimization is not crucial. The functional used in excited state calculations does, on the other hand, play a more significant role. B3LYP overall generates the \(Q_y\) band (the red-most absorption band) at shorter wavelengths than M06HF and \(\omega\)B97XD. Overestimation of excitation energies is a well-known problem of B3LYP. This functional in general overestimates excitation energies by \(\sim0.1-0.2\) eV, consistent with the errors of 0.15-0.19 eV found for the first excitation band of Tookad and BPheid.

For M06HF and \(\omega\)B97XD the excitation energies are closer to the experimental values than for B3LYP, with errors in the range of 0-0.15 eV for M06HF and 0-0.05 eV for \(\omega\)B97XD. For these two functionals the excitation energies are in some cases underestimated and in other cases overestimated with respect to the experimental data. \(\omega\)B97XD overall generates absorption wavelengths closest to the experimental \(Q_y\) band for Tookad. For BPheid, \(\omega\)B97XD generates the best result for the \(Q_y\) band in three cases out of four. However, in the fourth case M06HF and \(\omega\)B97XD are almost equally close to the experimental value. M06HF is almost as accurate as \(\omega\)B97XD in several cases, whereas in others the data for this functional deviate significantly more.
Table 6.1. Calculated low-lying absorption bands (nm) for Tookad in toluene and THF.

<table>
<thead>
<tr>
<th>Opt</th>
<th>TD-DFT</th>
<th>Solvent = Toluene</th>
<th>Solvent = THF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Q_y)  (Q_x)</td>
<td>(Q_y) (Q_x)</td>
</tr>
<tr>
<td>B3LYP</td>
<td>B3LYP</td>
<td>695 528</td>
<td>693 530</td>
</tr>
<tr>
<td>B3LYP</td>
<td>M06HF</td>
<td>810 523</td>
<td>743 521</td>
</tr>
<tr>
<td>B3LYP</td>
<td>(\omega)B97XD</td>
<td>769 528</td>
<td>750 527</td>
</tr>
<tr>
<td>M06</td>
<td>B3LYP</td>
<td>690 524</td>
<td>688 526</td>
</tr>
<tr>
<td>M06</td>
<td>M06HF</td>
<td>805 519</td>
<td>745 517</td>
</tr>
<tr>
<td>M06</td>
<td>(\omega)B97XD</td>
<td>763 523</td>
<td>746 522</td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td>762\textsuperscript{a} 535\textsuperscript{a}</td>
<td>755\textsuperscript{b} 529\textsuperscript{b}</td>
</tr>
</tbody>
</table>

\(\text{a} \) Measured in toluene\textsuperscript{347} \(\text{b} \) Measured in THF\textsuperscript{348}

Table 6.2. Calculated low-lying absorption bands (nm) for BPheid in toluene and THF.

<table>
<thead>
<tr>
<th>Opt</th>
<th>TD-DFT</th>
<th>Solvent = Toluene</th>
<th>Solvent = THF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Q_y)  (Q_x)</td>
<td>(Q_y) (Q_x)</td>
</tr>
<tr>
<td>B3LYP</td>
<td>B3LYP</td>
<td>681 554</td>
<td>679 554</td>
</tr>
<tr>
<td>B3LYP</td>
<td>M06HF</td>
<td>777 530</td>
<td>708 524</td>
</tr>
<tr>
<td>B3LYP</td>
<td>(\omega)B97XD</td>
<td>759 553</td>
<td>738 550</td>
</tr>
<tr>
<td>M06</td>
<td>B3LYP</td>
<td>679 549</td>
<td>678 549</td>
</tr>
<tr>
<td>M06</td>
<td>M06HF</td>
<td>760 524</td>
<td>689 517</td>
</tr>
<tr>
<td>M06</td>
<td>(\omega)B97XD</td>
<td>753 547</td>
<td>729 544</td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td>758\textsuperscript{a} 531\textsuperscript{a}</td>
<td>751\textsuperscript{b} 527\textsuperscript{b}</td>
</tr>
</tbody>
</table>

\(\text{a} \) Measured in toluene\textsuperscript{349} \(\text{b} \) Measured in THF\textsuperscript{349}

The error of the \(Q_x\) band (the second red-most absorption band) is overall smaller than for the \(Q_y\) band. For Tookad, the position of this band is almost independent of the functional used. However for BPheid the functionals do not perform as equally as for Tookad, and M06HF is found to predict this absorption peak more accurately than B3LYP and \(\omega\)B97XD.

The different solvents were shown only to affect the \(Q_y\) band by a few nm for B3LYP and \(\omega\)B97XD, whereas for M06HF the difference between the two
solvents is significantly larger. Compared with gas-phase data it was clear that inclusion of implicit solvent is often required in order to obtain reasonable excitation energies.

For the Tookad and BPheid geometries optimized using B3LYP, vertical singlet excitation energies in toluene were also calculated using the CAM-B3LYP, M06, M062X, ωB97, ωB97X, LC-ωPBE, and PBE0 functionals for comparison. The spectra calculated with these functionals together with data for B3LYP, M06HF and ωB97XD are displayed in Figure 6.1 and Figure 6.2 for Tookad and BPheid, respectively. The spectra display significant differences in the performance of the functionals, in particular for the low-lying excitations. For both Tookad and BPheid, ωB97XD is still the functional that displays the best positioned Qy peak. CAM-B3LYP was found to perform best after ωB97XD, with only slightly overestimated excitation energies. CAM-B3LYP has also in studies of structurally related compounds shown to perform better than B3LYP in predicting low-lying excitation energies. Overall LC-ωPBE and ωB97 significantly underestimate the excitation energies, whereas the opposite was observed for B3LYP and PBE0 that significantly overestimate the excitation energies.

The overall spectra of Tookad and BPheid clearly show that the Qy peak is the strongest one, a feature that is advantageous for photosensitizers used in PDT as lower light and drug doses are required. The Qx peak is significantly weaker than the Qy peak and the functionals perform more equally for this peak, in particular for Tookad. For the higher-lying excitations for Tookad, all functionals but B3LYP show two peaks, consistent with experimental data, whereas B3LYP shows an additional peak for which there is no experimental match. B3LYP, however, reproduces the two experimental peaks the best, whereas the other functionals show blue-shifted absorption in this region. Comparing the overall spectra of Tookad and BPheid, it is clear that they are highly similar, with the absorption bands generated by the various functionals at almost the same wavelengths. However, the oscillator strength for Tookad is overall lower than for BPheid. This is partly supported by experimental data.
that show a lower extinction coefficient for the higher energy bands of Pd-BChl compared to the metal-free counterpart, albeit a higher extinction coefficient for the red-most absorption band.\textsuperscript{352}

**Figure 6.1.** Absorption spectra of Tookad generated by (A) the B3LYP and M06 functional series and (B) the PBE and oB97 functional series. Experimental values are displayed along the x axis. Reproduced by permission of the American Chemical Society. http://pubs.acs.org/doi/abs/10.1021/ct100148h

**Figure 6.2.** Absorption spectra of BPheid generated by (A) the B3LYP and M06 functional series and (B) the PBE and oB97 functional series. Experimental values are displayed along the x axis. Reproduced by permission of the American Chemical Society. http://pubs.acs.org/doi/abs/10.1021/ct100148h
The effect of the basis set on the calculated absorption spectra was investigated among the 6-31G(d,p), 6-31+G(d,p) and 6-311+G(2d,2p) basis sets, but no large differences were found. The inclusion of diffuse functions, however, generated slightly better results. This conclusion was also confirmed by previous studies.$^{353,354}$

Table 6.3 shows the electron density differences between the ground state and the four lowest-lying excited states, corresponding to the peaks displayed in the spectra, of Tookad calculated with $\omega$B97XD on the B3LYP geometry.

**Table 6.3.** Electron density differences between the ground and excited states of Tookad generated using the $\omega$B97XD functional.

<table>
<thead>
<tr>
<th>Excited state</th>
<th>Excitation energy (eV)</th>
<th>Wavelength (nm)</th>
<th>Oscillator strength</th>
<th>Electron density difference between the ground state and excited state</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.61</td>
<td>769</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.35</td>
<td>528</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.54</td>
<td>351</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.90</td>
<td>318</td>
<td>0.17</td>
<td></td>
</tr>
</tbody>
</table>
Blue colour represents a decrease in electron density and purple an increase in electron density of the excited state compared to the ground state. The plots show that there are no dramatic restructuring in the electron distributions upon excitation, but mainly they involve pure $\pi \rightarrow \pi^*$ excitations within the aromatic macrocycle. Small changes in the metal d-orbitals are however observed during the excitations, but only the fourth excitation involves considerable interaction between the aromatic core and the metal.

The presented data show that $\omega$B97XD is the most suitable functional to use in the study of low-lying excitations of Tookad and BPhed. However, it is important to stress that the study was conducted on a limited system and that the performance of the functionals can be system dependent. The present study is followed by further benchmarking of the long-range corrected $\omega$B97 functionals in predicting spectroscopic properties of porphyrin and chlorin based compounds in order to obtain further evidence for the performance of these functionals on a larger set of compounds.
6.3. Predictive power of long-range corrected functionals on the spectroscopic properties of tetrapyrrole derivatives for PDT
(Paper V)

In order to follow up the study of Tookad and BPheid, the long-range corrected \(\omega\)B97, \(\omega\)B97X, and \(\omega\)B97XD functionals were included in a study of low-lying excitations of a set of the structurally related compounds protoporphyrin IX, phytoporphyrin, Foscan, chlorin e6, and chlorin p6, along with unsubstituted porphyrin and chlorin.

In Figure 6.3A and Figure 6.3B two examples of calculated absorption spectra are shown. In Figure 6.3A, the calculated absorption spectra of chlorin with the functionals B3LYP, \(\omega\)B97XD, and M06 used in geometry optimizations and \(\omega\)B97X for excited state calculations are displayed, and in Figure 6.3B the absorption spectra of chlorin using the B3LYP geometry and \(\omega\)B97, \(\omega\)B97X, and \(\omega\)B97XD in excited state calculations are displayed. The calculated wavelengths of the red-most absorption peak for chlorin, porphyrin, protoporphyrin IX and phytoporphyrin are displayed in Table 6.4 and Table 6.5.

![Figure 6.3](http://pubs.rsc.org/en/content/articlelanding/2011/CP/C0CP02792H)

Figure 6.3. Absorption spectra of chlorin obtained using (A) \(\omega\)B97X on the three different optimized chlorin geometries; (B) three different functionals on the B3LYP optimized geometry. Reproduced by permission of the PCCP Owner Societies.

The data for chlorin, porphyrin and protoporphyrin IX show that the B3LYP geometry overall generates the red-most absorption peak at longest wavelength
and that the ωB97XD geometry generates the shortest wavelength, as is also seen in Figure 6.3. However, the functional used in geometry optimization is not as crucial for the resulting absorption spectra as the functional used in excited state calculations, clearly seen when comparing Figure 6.3A and Figure 6.3B. It is clear that the functionals used in excited state calculations display larger differences in their performance of reproducing the red-most absorption peak. This was also concluded in the study of Tookad and BPheid (Paper III).

The functional used in the excited state calculations that generates the red-most absorption peak closest to the experimental wavelength for chlorin, porphyrin and protoporphyrin IX is in most cases ωB97X. This absorption peak is located at either slightly shorter or longer wavelength with respect to the experimental peak, depending on the compound under study and the functional used in the geometry optimization. However, ωB97 generates the absorption peak closer to the experimental one for protoporphyrin IX optimized with ωB97XD, and ωB97 generates the red-most absorption peak equally close to the experimental one as ωB97X for chlorin optimized with ωB97XD, albeit at longer wavelength.

The ωB97X functional clearly generates overall smallest errors. The combination of B3LYP used in geometry optimization and ωB97X in excited state calculations overall generates the red-most absorption at longer wavelength than the experimental peak, with an error for chlorin, porphyrin and protoporphyrin IX in the range of 0.02-0.04 eV. ωB97X used in excited state calculations on either the ωB97XD or M06 geometry generates the red-most absorption peak at either shorter or longer wavelengths compared to the experimental peak depending on the compound. The combination of ωB97XD in geometry optimization and ωB97X in excited state calculations generates errors in the range of 0.01-0.09 eV, and the combination of M06 in geometry optimization and ωB97X in excited state calculations generates errors in the range of 0-0.02 eV. The errors were obtained by comparing the calculated data in THF with experimental data generated in benzene for chlorin and porphyrin, and in THF for protoporphyrin IX. The errors calculated with ωB97X for
chlorin and porphyrin are in the same range as those obtained with DFT/CIS\textsuperscript{265} and DFT/MRCI\textsuperscript{266} for the same compounds. The errors are significantly smaller than the ones obtained with large CASPT2 calculations of porphyrin.\textsuperscript{355}

The difference between protonated and deprotonated protoporphyrin IX and phytoporphyrin was minor in most case. Hence, data for deprotonated species are not displayed. The errors listed above, however, consider data for both protonated and deprotonated protoporphyrin IX.

For the two functionals that do not generate as accurate results as $\omega$B97X in predicting the position of the red-most absorption peak, it is clear that $\omega$B97XD overall generates the absorption peak at too short wavelength whereas $\omega$B97 on the other hand in most cases generates the absorption peak at too long wavelength. It is hence clear that $\omega$B97XD overestimates the excitation energy and $\omega$B97 underestimates the excitation energy.

\begin{table}[h]
\centering
\caption{Red-most absorption wavelengths (nm), excitation energies (in parenthesis; eV) and oscillator strengths ($f$) of chlorin and porphyrin obtained using various combinations of functionals in geometry optimization and excited state calculations.}
\begin{tabular}{lllll}
\hline
 &  & \textbf{Chlorin} &  & \textbf{Porphyrin} \\
\hline
 & $TD$-DFT & \textbf{Wavelength, }$E$ & $f$ & \textbf{Wavelength, }$E$ & $f$ \\
\hline
B3LYP & $\omega$B97XD & 596 (2.08) & 0.154 & 584 (2.12) & 0.001 \\
B3LYP & $\omega$B97X & 636 (1.95) & 0.147 & 631 (1.96) & 0.004 \\
B3LYP & $\omega$B97 & 663 (1.87) & 0.144 & 668 (1.86) & 0.006 \\
$\omega$B97XD & $\omega$B97XD & 582 (2.13) & 0.146 & 576 (2.15) & 0.002 \\
$\omega$B97XD & $\omega$B97X & 615 (2.02) & 0.139 & 621 (2.00) & 0.005 \\
$\omega$B97XD & $\omega$B97 & 637 (1.95) & 0.135 & 656 (1.89) & 0.008 \\
M06 & $\omega$B97XD & 588 (2.11) & 0.155 & 576 (2.15) & 0.001 \\
M06 & $\omega$B97X & 625 (1.99) & 0.148 & 621 (2.00) & 0.003 \\
M06 & $\omega$B97 & 649 (1.91) & 0.144 & 655 (1.89) & 0.005 \\
\hline
Exp & 626\textsuperscript{a} (1.98) & - & 613\textsuperscript{b} (2.02) & - \\
& 617\textsuperscript{c} (2.01) & - \\
\hline
\end{tabular}
\end{table}

\textsuperscript{a} Measured in benzene.\textsuperscript{189} \textsuperscript{b} Measured in ethanol.\textsuperscript{189} \textsuperscript{c} Measured in benzene.\textsuperscript{189}
Table 6.5. Red-most absorption wavelengths (nm), excitation energies (in parenthesis; eV) and oscillator strengths ($f$) of protoporphyrin IX and phytoporphyrin obtained using various combinations of functionals in geometry optimization and excited state calculations.

<table>
<thead>
<tr>
<th>Opt</th>
<th>TD-DFT</th>
<th>Protoporphyrin IX</th>
<th>Phytophyrin</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Wavelength, $E$</td>
<td>$f$</td>
<td>Wavelength, $E$</td>
<td>$f$</td>
</tr>
<tr>
<td>B3LYP</td>
<td>$\omega$B97XD</td>
<td>599 (2.07)</td>
<td>0.022</td>
<td>587 (2.11)</td>
<td>0.032</td>
</tr>
<tr>
<td>B3LYP</td>
<td>$\omega$B97X</td>
<td>643 (1.93)</td>
<td>0.029</td>
<td>599 (2.07)</td>
<td>0.039</td>
</tr>
<tr>
<td>B3LYP</td>
<td>$\omega$B97</td>
<td>674 (1.84)</td>
<td>0.034</td>
<td>598 (2.07)</td>
<td>0.046</td>
</tr>
<tr>
<td>$\omega$B97XD $\omega$B97X</td>
<td>582 (2.13)</td>
<td>0.027</td>
<td>527 (2.35)</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>$\omega$B97XD $\omega$B97</td>
<td>613 (2.02)</td>
<td>0.036</td>
<td>529 (2.35)</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>$\omega$B97XD $\omega$B97</td>
<td>629 (1.97)</td>
<td>0.043</td>
<td>528 (2.35)</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>M06</td>
<td>$\omega$B97XD</td>
<td>591 (2.10)</td>
<td>0.023</td>
<td>576 (2.15)</td>
<td>0.031</td>
</tr>
<tr>
<td>M06</td>
<td>$\omega$B97X</td>
<td>632 (1.96)</td>
<td>0.030</td>
<td>584 (2.12)</td>
<td>0.039</td>
</tr>
<tr>
<td>M06</td>
<td>$\omega$B97</td>
<td>660 (1.88)</td>
<td>0.035</td>
<td>583 (2.13)</td>
<td>0.045</td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td>633$^a$ (1.96)</td>
<td>-</td>
<td>580$^b$ (2.14)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>638$^c$ (1.94)</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Measured in THF. $^b$ Measured in DMSO. $^c$ Measured in ethyl ether-acetic acid.

The finding that $\omega$B97X generates the most accurate absorption spectra is supported by a study of potent organic dyes for solar cells, in which it was found that $\omega$B97X generates more accurate absorption spectra than $\omega$B97. However, these results contradict the conclusion from the study of Tookad and BPheid where it was found that $\omega$B97XD was the most accurate functional in this family. A benchmarking study of the $\omega$B97 functional family also concluded that $\omega$B97XD generates smallest errors. The overall errors calculated with the three $\omega$B97 functionals for chlorin and porphyrin are, however, smaller than previously calculated with other well-established functionals, such as BLYP, B3LYP, and PBE0.

For phytoporphyrin (Table 6.5), the calculated absorption data are harder to interpret than for chlorin, porphyrin and protoporphyrin IX for which the
behaviour of the functionals was fairly similar. For phytoporphyrin, the data diverges from the pattern observed for the other compounds and it is clear that in most cases the functional used in geometry optimization has a larger influence on the red-most absorption than the functional used in excited state calculations. The sparse experimental data available for phytoporphyrin and the large difference in the experimental peaks in the two solvents (580\(^{357}\) vs 638\(^{204}\) nm) makes it difficult to conclude which combination of functionals is more appropriate here. The red-most absorption peaks calculated on the B3LYP and the M06 geometries lie close to the experimental peak at 580 nm, whereas the absorption peaks generated on the \(\omega\)B97XD geometry are found at too short wavelength. No match for the experimental peak at 638 nm was found.

Comparing the oscillator strengths of the four compounds, it is clearly seen that chlorin displays significantly stronger absorption than the porphyrin compounds. This property makes chlorin based compounds more promising to use in PDT.

Based on the initial benchmarking results, B3LYP was used in geometry optimizations and \(\omega\)B97X in excited state calculations of Foscan, chlorin e6, and chlorin p6. Calculated red-most absorptions for these compounds are displayed in Table 6.6. \(\omega\)B97X reproduces the red-most peak for Foscan only 1 nm from the experimentally measured one. For chlorin e6 and chlorin p6, the calculated wavelengths are blue-shifted compared with experiments. The errors for chlorin e6 and chlorin p6 are larger than for Foscan and also larger than the ones calculated for chlorin, porphyrin, and protoporphyrin IX at the same level.

In order to estimate the ability of a newly developed compound to generate singlet oxygen, the energy gap between the ground singlet state and the first excited triplet state is considered and gives a good measurement of the photodynamic efficiency of the compound. As the energy released from the photosensitizer when it returns to the ground singlet state from the triplet state is used to excite molecular oxygen, this energy gap is required to be at least 0.98 eV,\(^{21}\) the energy that is needed to excite ground triplet state oxygen to its singlet state. The performance of different functionals in calculations of triplet
state energies is consequently important to consider in the evaluation of their computational applicability in predicting photodynamic properties. Benchmarking studies of singlet-triplet transitions of large sets of compounds have shown large variations among the functionals used. In order to take into account geometrical differences between the ground singlet state and the first triplet state, the molecules were optimized in each state using six functionals and energy differences between the states were calculated. The data are displayed in Table 6.7.

Table 6.6. Red-most absorption wavelengths (nm), excitation energies (in parenthesis; eV) and oscillator strengths ($f$) of Foscan, chlorin e6 and chlorin p6 compared at the TD-ωB97X//B3LYP level.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Wavelength, E</th>
<th>$f$</th>
<th>Exp (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foscan</td>
<td>651 (1.91)</td>
<td>0.139</td>
<td>650, a 652 b</td>
</tr>
<tr>
<td>Chlorin e6</td>
<td>629 (1.97)</td>
<td>0.223</td>
<td>655, c 664 d</td>
</tr>
<tr>
<td>Chlorin p6</td>
<td>635 (1.95)</td>
<td>0.238</td>
<td>659, e 666 f</td>
</tr>
</tbody>
</table>

|            |               |     | 667, g 669 h    |

a Measured in methanol. b Measured in fetal-bovine serum. c Measured in phosphate-buffered saline. d Measured in dimethylformamide. e Measured in buffer. f Measured in methanol. g Measured in fetal-bovine serum. h Measured in n-hexane.

B3LYP, M06, and PBE0 overall generate higher triplet state energies than ωB97, ωB97X, and ωB97XD, and the triplet state energies are more consistent than the ones generated with the long-range corrected functionals. The triplet state energies for porphyrin obtained with B3LYP, M06, and PBE0 are higher than the experimental value and previously calculated data, whereas the ωB97, ωB97X, and ωB97XD triplets state energies are lower. B3LYP generates highest triplet state energies in all cases but one and ωB97 consistently generates lowest triplet state energies. The largest difference between these two functionals is found for porphyrin (0.74 eV).
All seven compounds are known to generate singlet oxygen and as all functionals generate triplet excitation energies close to or higher than 0.98 eV, this indicates that they can be used to predict reasonable triplet state energies.

**Table 6.7.** Energy differences (eV) between the ground singlet state and the first excited triplet state optimized with various functionals.

<table>
<thead>
<tr>
<th>Compound</th>
<th>B3LYP</th>
<th>M06</th>
<th>PBE0</th>
<th>ωB97XD</th>
<th>ωB97X</th>
<th>ωB97</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorin</td>
<td>1.60</td>
<td>1.52</td>
<td>1.58</td>
<td>1.26</td>
<td>1.32</td>
<td>1.24</td>
</tr>
<tr>
<td>Porphyrin</td>
<td>1.77</td>
<td>1.78</td>
<td>1.76</td>
<td>1.34</td>
<td>1.15</td>
<td>1.03</td>
</tr>
<tr>
<td>Protoporphyrin IX</td>
<td>1.58</td>
<td>1.56</td>
<td>1.56</td>
<td>1.41</td>
<td>1.25</td>
<td>1.18</td>
</tr>
<tr>
<td>Phytoporphyrin</td>
<td>1.39</td>
<td>1.38</td>
<td>1.35</td>
<td>1.23</td>
<td>1.12</td>
<td>1.07</td>
</tr>
<tr>
<td>Foscan</td>
<td>1.39</td>
<td>1.34</td>
<td>1.35</td>
<td>1.17</td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td>Chlorin e6</td>
<td>1.26</td>
<td>1.27</td>
<td>1.25</td>
<td>1.09</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td>Chlorin p6</td>
<td>1.26</td>
<td>1.24</td>
<td>1.25</td>
<td>1.10</td>
<td>1.01</td>
<td>0.98</td>
</tr>
</tbody>
</table>

The presented benchmarking studies performed on photosensitizing porphyrin and chlorin based compounds show that computational methodology can be used to accurately predict spectroscopic properties. Despite the lack of multi-reference treatment in TD-DFT, this method in combination with suitable functionals often performs better or comparable to more computer-demanding correlated *ab initio* methods. Overall it was found that at least one of the long-range corrected ωB97 functionals performs better in predicting low-lying excitations than conventional functionals such as B3LYP for the systems under study. However, the performance among the ωB97 functionals can clearly be system dependent. For chlorin, porphyrin and protoporphyrin IX, the ωB97X functional performs overall best, whereas for the structurally related compounds Tookad and BPheid, the ωB97XD functional is more suitable. This emphasizes the importance of initial benchmarking prior to calculations to predict properties of new compounds, as an ideal single functional that can be applied to accurately predict absorption spectra of any compound most likely is impossible to find.
6.4. Computational design of chlorin based photosensitizers with enhanced absorption properties
(Paper VI)

Improved photosensitizers are desirable to develop in order to reduce side effects and make PDT treatment more effective. Based on the results from the benchmarking studies of porphyrin and chlorin based compounds (Paper III and V), one of the long-range corrected ωB97 functionals that was found suitable for prediction of low-lying excitations in TD-DFT calculations of this type of systems was used to study new chlorin derivatives that can potentially be used as photosensitizers in PDT. The chlorin parent compound was used as basis for modifications as chlorin based compounds display stronger absorption at long wavelengths compared to porphyrins. Chlorin was modified with the aim to increase the conjugation and subsequently strengthen and shift the red-most absorption to longer wavelengths, thereby making the compounds suitable for application in PDT due to the beneficial properties of light at long wavelengths.

Singlet excitation energies of the newly designed compounds were calculated with TD-DFT in combination with the ωB97X functional. In the previous study of chlorin, porphyrin, and protoporphyrin IX the excitation energy calculated with this combination of functionals was underestimated by 0.02-0.04 eV (Paper V), and the error is hence expected to be in the same range for the new compounds for which no experimental data is available.

Mono-, di- and tetrasubstituted chlorin derivatives with vinyl groups (-CH=CH₂) and carboxylic acids (methanoic acid: -COOH, and propenoic acid: -CH=CH-COOH) at various positions of the chlorin molecule were studied (all positions refer to the numbering system in Figure 1.4A). These substituents are small enough to enable a large number of compounds to be studied computationally. Larger conjugated substituents such as phenyl groups are not always ideal to include in photosensitizers as these groups rarely enhance the absorption due to their position that does not contribute to the conjugation. This is observed for Foscan that possesses similar absorption as the unsubstituted chlorin despite four highly conjugated phenyl groups. Also, in order to reduce
problems related to solubility when the drug is administrated systematically, large aromatic substituents should be avoided.

Initially, one substituent (vinyl or carboxylic acid) at the time was added to four \emph{beta} positions (2, 7, 12, and 17; cf. Figure 1.4A) and four \emph{meso} positions (5, 10, 15, and 20; cf. Figure 1.4A) of chlorin. The calculated red-most absorptions are displayed in Table 6.8 and show that one carboxylic acid shifts the absorption more than one vinyl group. One vinyl group shifts the absorption at most 13 nm towards longer wavelengths, compared to the calculated absorption of unsubstituted chlorin, whereas one methanoic acid shifts the absorption at most 27 nm and one propenoic acid 28 nm. The position at which substitution is made often considerably affects the absorption. Even among the positions that are involved in the conjugated ring system, some positions are favourably substituted whereas some are not affected at all by substitution, or even generate blue-shifted absorption. The position at which vinyl substitution was made was not found to significantly affect the absorption. However, different positions substituted with carboxylic acids generate more diversity in the position of the red-most absorption peak. Both substitution with methanoic acid and propenoic acid at position 12 provides the largest shift in absorption.

As the carboxylic acids were able to shift the absorption more than a vinyl group, further substitution with two substituents was made with carboxylic acids only. The di-substituted compounds that generated largest red-shifted absorption are displayed in Table 6.9 and show that carboxylic acids at positions 10 and 12 shift the absorption the most, consistent with the mono-substituted derivatives where these positions are also favourable when substituted individually. The absorption was shifted at most 70 nm (10,12-methanoic acid) compared to the calculated absorption for unsubstituted chlorin. Pure methanoic acids and propenoic acids as well as one substituent of each were found to be favourable. Also the combinations of carboxylic acids at positions 2 and 12, 10 and 13, and 5 and 10 were found to be able to considerably shift the absorption, however not as much as when substitution was made at positions 10 and 12.
CHAPTER 6

Table 6.8. Red-most absorption wavelengths (nm), excitation energies (in parenthesis; eV) and oscillator strengths (f) of modified chlorin derivatives substituted with one vinyl, methanoic acid, or propenoic acid substituent at different positions.a

<table>
<thead>
<tr>
<th>Position</th>
<th>Vinyl</th>
<th>Methanoic acid</th>
<th>Propenoic acid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wavelength, E</td>
<td>f</td>
<td>Wavelength, E</td>
</tr>
<tr>
<td>beta</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>649 (1.91)</td>
<td>0.201</td>
<td>628 (1.97)</td>
</tr>
<tr>
<td>7</td>
<td>634 (1.96)</td>
<td>0.132</td>
<td>604 (2.05)</td>
</tr>
<tr>
<td>12</td>
<td>647 (1.92)</td>
<td>0.199</td>
<td>663 (1.87)</td>
</tr>
<tr>
<td>17</td>
<td>635 (1.95)</td>
<td>0.143</td>
<td>633 (1.96)</td>
</tr>
<tr>
<td>meso</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>646 (1.92)</td>
<td>0.121</td>
<td>651 (1.90)</td>
</tr>
<tr>
<td>10</td>
<td>636 (1.95)</td>
<td>0.106</td>
<td>645 (1.92)</td>
</tr>
<tr>
<td>15</td>
<td>643 (1.93)</td>
<td>0.141</td>
<td>635 (1.95)</td>
</tr>
<tr>
<td>20</td>
<td>643 (1.93)</td>
<td>0.141</td>
<td>635 (1.95)</td>
</tr>
</tbody>
</table>

a Calculated absorption for unsubstituted chlorin at the same level of theory: 636 nm (Paper V), experimental absorption for unsubstituted chlorin in benzene: 626 nm.190

Table 6.9. Red-most absorption wavelengths (nm), excitations energies (eV) and oscillator strengths (f) of a selected set of modified chlorin derivatives substituted with two carboxylic acids.a

<table>
<thead>
<tr>
<th>Substituents</th>
<th>Wavelength</th>
<th>ΔE</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,12-methanoic acid</td>
<td>706</td>
<td>1.76</td>
<td>0.212</td>
</tr>
<tr>
<td>10-propenoic acid-12-methanoic acid</td>
<td>697</td>
<td>1.78</td>
<td>0.175</td>
</tr>
<tr>
<td>10-methanoic acid-12-propenoic acid</td>
<td>691</td>
<td>1.80</td>
<td>0.241</td>
</tr>
<tr>
<td>10,12-propenoic acid</td>
<td>694</td>
<td>1.79</td>
<td>0.195</td>
</tr>
<tr>
<td>2,12-methanoic acid</td>
<td>689</td>
<td>1.80</td>
<td>0.248</td>
</tr>
<tr>
<td>10,13-methanoic acid</td>
<td>681</td>
<td>1.82</td>
<td>0.232</td>
</tr>
<tr>
<td>5,10-methanoic acid</td>
<td>679</td>
<td>1.83</td>
<td>0.146</td>
</tr>
</tbody>
</table>

a Calculated absorption for unsubstituted chlorin at the same level of theory: 636 nm (Paper V), experimental absorption for unsubstituted chlorin in benzene: 626 nm.190
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Modelling of tetra-substituted chlorin derivatives was based on the most favourable di-substituted chlorin derivatives with carboxylic acids at positions 10 and 12. Two additional carboxylic acids were added to different positions and also two vinyl groups at different positions were added to the di-substituted compounds. A number of additional combinations not including positions 10 and 12 were also tested. However, they were not found to be as favourable as when substitution was made at positions 10 and 12. The absorption wavelengths of the derivatives that generated the largest shifts are displayed in Table 6.10 and Table 6.11.

Longest absorption wavelength was achieved for the tetra-substituted derivatives with only carboxylic acids (Table 6.10), whereas the combinations of two carboxylic acids and two vinyl groups (Table 6.11) generate overall slightly shorter absorption wavelengths, and the oscillator strengths are also overall lower.

Table 6.10. Red-most absorption wavelengths (nm), excitations energies (eV) and oscillator strengths ($f$) of the modified chlorin derivatives substituted with four carboxylic acids having the most red-shifted absorption, as well as data for substituted porphyrin and pure meso-substituted porphyrin.$^a$

<table>
<thead>
<tr>
<th>Substituents</th>
<th>Wavelength</th>
<th>$\Delta E$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3,5,10,12-methanoic acid</td>
<td>747</td>
<td>1.66</td>
<td>0.226</td>
</tr>
<tr>
<td>3,10,12,15-methanoic acid</td>
<td>741</td>
<td>1.67</td>
<td>0.268</td>
</tr>
<tr>
<td>2,10,12,15-propenoic acid</td>
<td>744</td>
<td>1.67</td>
<td>0.352</td>
</tr>
<tr>
<td>3,10,12,15-propenoic acid</td>
<td>755</td>
<td>1.64</td>
<td>0.329</td>
</tr>
<tr>
<td>Porphyrin-3,10,12,15-propenoic acid</td>
<td>708</td>
<td>1.75</td>
<td>0.046</td>
</tr>
<tr>
<td>5,10,15,20-methanoic acid</td>
<td>679</td>
<td>1.83</td>
<td>0.189</td>
</tr>
<tr>
<td>5,10,15,20-propenoic acid</td>
<td>693</td>
<td>1.79</td>
<td>0.114</td>
</tr>
</tbody>
</table>

$^a$ Calculated absorption for unsubstituted chlorin at the same level of theory: 636 nm (Paper V), experimental absorption for unsubstituted chlorin in benzene: 626 nm.$^{190}$
Table 6.11. Red-most absorption wavelengths (nm), excitations energies (eV) and oscillator strengths ($f$) of modified chlorin derivatives substituted with two carboxylic acids and two vinyl groups.$^a$

<table>
<thead>
<tr>
<th>Substituents</th>
<th>Wavelength</th>
<th>$\Delta E$</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,15-vinyl-10,12-methanoic acid</td>
<td>735</td>
<td>1.69</td>
<td>0.261</td>
</tr>
<tr>
<td>3,15-vinyl-10,12-methanoic acid</td>
<td>742</td>
<td>1.67</td>
<td>0.269</td>
</tr>
<tr>
<td>2,20-vinyl-10,12-methanoic acid</td>
<td>735</td>
<td>1.69</td>
<td>0.258</td>
</tr>
<tr>
<td>15,20-vinyl-10,12-methanoic acid</td>
<td>735</td>
<td>1.69</td>
<td>0.211</td>
</tr>
<tr>
<td>2,15-vinyl-10,12-propenoic acid</td>
<td>734</td>
<td>1.69</td>
<td>0.263</td>
</tr>
<tr>
<td>3,15-vinyl-10,12-propenoic acid</td>
<td>740</td>
<td>1.68</td>
<td>0.247</td>
</tr>
</tbody>
</table>

$^a$ Calculated absorption for unsubstituted chlorin at the same level of theory: 636 nm (Paper V), experimental absorption for unsubstituted chlorin in benzene: 626 nm.$^{190}$

Propenoic acids at positions 3, 10, 12 and 15 (Figure 6.4) were found to generate the longest wavelength, at 755 nm, which is a shift of 119 nm compared to the calculated red-most absorption wavelength for unsubstituted chlorin. Taking into account the error of the B3LYP/$\omega$B97X combination obtained from the previous calculations of chlorin, porphyrin and protoporphyrin IX (Paper V), the experimental absorption of this derivative is expected to be in the range of 730-740 nm. The optimized geometry of chlorin-3,10,12,15-propenoic acid is displayed in Figure 6.4. Substitution with four carboxylic acids disrupts the planar geometry of the conjugated $\pi$-system. However, this out-of-plane bending has clearly no negative effect on the absorption as the most disrupted structures are found in the compounds that shift the absorption the most.

The full absorption spectra of chlorin-3,10,12,15-propenoic acid is displayed in Figure 6.5 together with the spectra for unsubstituted chlorin for comparison. Apart from the large shift in the red-most absorption and increased oscillator strength, additional features are observed for the new chlorin derivative. The second red-most absorption band for this compound, which is too low to be observed for unsubstituted chlorin, is positioned at a wavelength slightly below the red-most absorption of unsubstituted chlorin and possesses a considerable
oscillator strength. The higher-lying absorption bands are also red-shifted and the stronger one of these two peaks is positioned at shorter wavelength than the lower peak, whereas the opposite is observed for unsubstituted chlorin.

Figure 6.4. Optimized structure of chlorin-3,10,12,15-propenoic acid; (A) front view and (B) side view. Reproduced by permission of the PCCP Owner Societies. http://pubs.rsc.org/en/content/articlelanding/2011/cp/c1cp20715f

Figure 6.5. Calculated absorption spectra for unsubstituted chlorin and chlorin-3,10,12,15-propenoic acid. Reproduced by permission of the PCCP Owner Societies. http://pubs.rsc.org/en/content/articlelanding/2011/cp/c1cp20715f
The oscillator strength of the red-most absorption peak of several of the tetra-substituted chlorin derivatives is significantly increased compared to that of unsubstituted chlorin (0.147 at the same level of theory). Strong absorption of a photosensitizer in the therapeutic window for PDT requires lower light and drug doses.

For comparison, the red-most absorption of the porphyrin parent compound substituted with propenoic acids at the same four positions that generated the most red-shifted absorption with chlorin was calculated and is included in Table 6.10 (porphyrin-3,10,12,15-propenoic). This shows that the porphyrin structure is significantly less potent to exhibit absorption at long wavelength, generating the absorption of this derivative at 47 nm shorter wavelength than the corresponding chlorin derivative. The oscillator strength for the porphyrin derivative is also significantly lower than the chlorin derivative.

In Table 6.10, tetra-substituted chlorin with carboxylic acids at the four meso-positions, the positions that are substituted with phenyl groups in Foscan, are also displayed. The derivatives substituted at these four positions are significantly less capable of shifting the absorption compared to the most favourably substituted derivatives and their oscillator strengths are lower. However, the absorption of these derivatives is red-shifted more than when the same positions are phenolated, such as in Foscan (calculated red-most absorption wavelength for Foscan is 651 nm; Paper V).

Comparing the red-most absorption wavelengths of the most favourably substituted chlorin derivatives with the corresponding absorption of known photosensitizers such as Photofrin (red-most absorption at 630 nm\textsuperscript{36}) and Foscan (red-most absorption at 650/652 nm\textsuperscript{217}), the new compounds possess significantly improved absorption properties that would enable deeper light penetration into tissues. The red-most absorption of some of the new compounds is in the same range as highly promising photosensitizers such as Tookad (red-most absorption at 763 nm\textsuperscript{205}), Lutrin (motexafin lutetium, Lu-Tex; red-most absorption at 732 nm\textsuperscript{366}), and phthalocyanines (red-most absorption at 670-770 nm\textsuperscript{367}).
Substitution with carboxylic acids instead of highly aromatic groups such as phenyl groups is favourable when considering solubility aspects of a compound to be used as a therapeutic agent. This is important in order to reduce the need of solubilising agents when the drug is being administrated into the blood. However, in order to diffuse through the plasma membrane of a cell, a compound is required to possess some lipophilic properties. Carboxylic acids focused on one side of the chlorin macrocycle gives the compound both hydrophilic and lipophilic properties and introduces amphiphilic character. The chlorin-3,10,12,15-propenoic acid that generated the largest shift in absorption would possess some amphiphilic character, similar to the one of chlorin e6 and chlorin p6, compounds that have been shown to possess photocytotoxic activity. The red-most absorption of these two compounds is however significantly blue-shifted as they do not contain as many groups that contribute to the conjugation as the tetra-substituted chlorin derivatives studied herein.

Calculated triplet excitation energies were used to measure the ability of the newly developed compounds to generate singlet oxygen. Vertical triplet state energies of the compounds with the most red-shifted absorption were calculated using PBE0 and B3LYP and are displayed in Table 6.12 together with the calculated absorption wavelengths. PBE0 and B3LYP are known to give consistently reliable data for triplets.\textsuperscript{272, 361, 368} The calculated data show that the chlorin compounds that possess promising absorption properties have triplet state energies above or close to 0.98 eV, the energy required to excite ground triplet state oxygen to its singlet state. This indicates that a majority of the compounds would likely be able to generate singlet oxygen. The highest triplet state energy was found for chlorin substituted with methanoic acids at positions 3, 5, 10 and 12. This compound obviously has both a favourable red-shifted absorption and appropriate triplet energy.

The present study shows that it is possible to achieve suitable spectroscopic properties by only a few and rather simple substituents, provided that substitution is made at favourable positions on the chlorin macrocycle. The
compounds were constructed with the aim to avoid large complex structures that possibly obstruct synthesis and administration.

Table 6.12. Triplet state energies (eV) of the compounds with the most red-shifted absorption calculated with PBE0 and B3LYP, and the corresponding singlet absorption wavelengths (nm).

<table>
<thead>
<tr>
<th>Substituents</th>
<th>Wavelength</th>
<th>Triplet state energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>3,5,10,12-methanoic acid</td>
<td>747</td>
<td>1.20  1.33</td>
</tr>
<tr>
<td>3,10,12,15-methanoic acid</td>
<td>741</td>
<td>1.16  1.27</td>
</tr>
<tr>
<td>2,10,12,15-propenoic acid</td>
<td>744</td>
<td>0.97  1.08</td>
</tr>
<tr>
<td>3,10,12,15-propenoic acid</td>
<td>755</td>
<td>0.92  1.05</td>
</tr>
<tr>
<td>2,15-vinyl-10,12-methanoic acid</td>
<td>735</td>
<td>1.14  1.27</td>
</tr>
<tr>
<td>3,15-vinyl-10,12-methanoic acid</td>
<td>742</td>
<td>1.10  1.21</td>
</tr>
<tr>
<td>2,20-vinyl-10,12-methanoic acid</td>
<td>735</td>
<td>1.15  1.26</td>
</tr>
<tr>
<td>15,20-vinyl-10,12-methanoic acid</td>
<td>735</td>
<td>1.09  1.22</td>
</tr>
<tr>
<td>2,15-vinyl-10,12-propenoic acid</td>
<td>734</td>
<td>1.00  1.13</td>
</tr>
<tr>
<td>3,15-vinyl-10,12-propenoic acid</td>
<td>740</td>
<td>0.98  1.11</td>
</tr>
</tbody>
</table>

The newly designed chlorin compounds show promising properties for being used in PDT in that they absorb light in the region of the spectra that enables deep light penetration into tissues and are capable of producing singlet oxygen. The compounds constitute useful starting points for further modifications that can improve additional properties in order to obtain appropriate photosensitizers for application in PDT.
CONCLUSIONS

Hypericin and tetapyrrole compounds were computationally studied in the context of their potential application as photosensitizers in PDT.

Brominated hypericins have been suggested to possess more suitable properties than unsubstituted hypericin for being utilized in PDT as bromine enhances intersystem crossing to the triplet state, from which further reactions are possible. In the absence of oxygen, monobrominated hypericin was found to possibly dissociate and form a hypericin radical that is prone to react with biological molecules. This pathway constitutes an additional reaction mechanism that possibly contributes to increased production of reactive species that can initiate damage to molecular targets, even in oxygen deficient regions. Monobrominated hypericin was found to display enhanced permeation through lipid membranes compared to unsubstituted and tetrabrominated hypericin, indicating that a larger number of these molecules would have the ability to pass through the plasma membrane and reach intracellular targets. Taking this into account together with increased production of ROS and red-shifted absorption, properties that indicate enhanced and deeper therapeutic action on tumour tissue, brominated hypericins represent highly potent photosensitizers that would increase the efficiency of PDT treatment.

A possible intracellular target for hypericin after it has reached the inside of a cell is the ER Ca$^{2+}$ ATPase SERCA that has been found to be depleted in cells treated with hypericin. Interactions with SERCA was shown to be favourable and the protein thus constitutes a highly possible intracellular target in which the hypericin molecules can be activated and radical species formed, leading to disrupted Ca$^{2+}$ and SERCA levels and consequent cell death.

As the wavelength at which a photosensitizer absorbs determines the light penetration depth into tissues, it is one of the most important properties to consider in the design of new photosensitizers. A thorough investigation of the performance of functionals used in TD-DFT to predict absorption properties of a set of photosensitizing tetapyrrole compounds was performed and showed
that the long-range corrected ωB97 functionals are able to generate accurate data, albeit system dependency among the functionals was found.

Second generation photosensitizers with red-shifted absorption are desirable goals in the development of more efficient PDT treatment schemes, as light at long wavelengths has the ability to penetrate deep into tissues. Potential photosensitizers with significantly red-shifted and strengthened absorption, predicted by one of the long-range corrected functionals, were designed by adding a small number of conjugating groups at favourable positions of the chlorin parent compound. The chlorin derivatives represent useful starting points for further experimental testing and additional modifications can be introduced to optimize other properties and possibly generate more ideal photosensitizers.

As computational methods in general can be used to study large numbers of compounds within a reasonable time frame, they constitute valuable tools in drug design. The studies presented in this thesis give further evidence for the advantageous application of computational tools in studies of drug compounds as they provide detailed information on hypericin and tetrapyrrole compounds that can be of great importance in the development of photosensitizers for improved cancer treatment with PDT.
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