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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APS</td>
<td>Ammonium persulfate</td>
</tr>
<tr>
<td>AT</td>
<td>Ataxia telangiectasia</td>
</tr>
<tr>
<td>ATM</td>
<td>Ataxia telangiectasia-mutated</td>
</tr>
<tr>
<td>ATR</td>
<td>ATM and Rad3 related</td>
</tr>
<tr>
<td>ATRIP</td>
<td>ATR-interacting protein</td>
</tr>
<tr>
<td>BER</td>
<td>Base excision repair</td>
</tr>
<tr>
<td>BRCA1</td>
<td>Breast cancer type 1 susceptibility protein</td>
</tr>
<tr>
<td>BRCA2</td>
<td>Breast cancer type 2 susceptibility protein</td>
</tr>
<tr>
<td>BRCT</td>
<td>BRCA1 C-terminal</td>
</tr>
<tr>
<td>BrdU</td>
<td>Bromodeoxyuridine</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>CDK</td>
<td>Cyclin dependent kinase</td>
</tr>
<tr>
<td>Chk1</td>
<td>Chk1 protein kinase</td>
</tr>
<tr>
<td>Chk2</td>
<td>Chk2 protein kinase</td>
</tr>
<tr>
<td>CIN</td>
<td>Chromosomal instability</td>
</tr>
<tr>
<td>CPD</td>
<td>Cyclobutyl-Pyrimidine Dimer</td>
</tr>
<tr>
<td>DAPI</td>
<td>4',6-Diamidino-2-Phenylindole</td>
</tr>
<tr>
<td>DBD</td>
<td>DNA-Binding Domains</td>
</tr>
<tr>
<td>DDR</td>
<td>DNA damage response</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethlysulfoxide</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic Acid</td>
</tr>
<tr>
<td>DNA-PK</td>
<td>DNA protein kinase</td>
</tr>
<tr>
<td>DNA-PKcs</td>
<td>DNA protein kinase catalytic subunit</td>
</tr>
<tr>
<td>DSB</td>
<td>Double-strand break</td>
</tr>
<tr>
<td>dsDNA</td>
<td>Double stranded DNA</td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylene diamine tetraacetic acid</td>
</tr>
<tr>
<td>Erk</td>
<td>Extracellular signal-regulated protein kinase</td>
</tr>
<tr>
<td>FA</td>
<td>Fanconi anaemia</td>
</tr>
<tr>
<td>FANCD2</td>
<td>Fanconi Anaemia Protein D2</td>
</tr>
<tr>
<td>FATC</td>
<td>FAT C-terminal</td>
</tr>
<tr>
<td>FBS</td>
<td>Foetal bovine serum</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>FHA</td>
<td>Forkhead-associated</td>
</tr>
<tr>
<td>FITC</td>
<td>Fluorescein isothiocyanate</td>
</tr>
<tr>
<td>GIN</td>
<td>Genetic instability</td>
</tr>
<tr>
<td>HBSS</td>
<td>Hanks balanced salt solution</td>
</tr>
<tr>
<td>HJ</td>
<td>Holliday junction</td>
</tr>
<tr>
<td>HMBG1</td>
<td>High mobility group 1 protein</td>
</tr>
<tr>
<td>HR</td>
<td>Homologous recombination</td>
</tr>
<tr>
<td>hSSB</td>
<td>Human single-stranded DNA binding protein</td>
</tr>
<tr>
<td>ICL</td>
<td>DNA interstrand crosslink</td>
</tr>
<tr>
<td>IR</td>
<td>Ionizing radiation</td>
</tr>
<tr>
<td>MAPK</td>
<td>Mitogen-activated protein kinase</td>
</tr>
<tr>
<td>MDM1</td>
<td>Mediator of DNA damage checkpoint 1</td>
</tr>
<tr>
<td>MDM2</td>
<td>Murine double minute</td>
</tr>
<tr>
<td>MEF</td>
<td>Mouse embryonic fibroblast</td>
</tr>
<tr>
<td>MEM</td>
<td>Minimum essential medium eagle</td>
</tr>
<tr>
<td>MIN</td>
<td>Microsatellite instability</td>
</tr>
<tr>
<td>MMR</td>
<td>Mismatch repair</td>
</tr>
<tr>
<td>Mre11</td>
<td>Meiotic recombination 11</td>
</tr>
<tr>
<td>MRN</td>
<td>Mre11-Rad50-Nbs1 complex</td>
</tr>
<tr>
<td>mTOR</td>
<td>Mammalian target of rapamycin</td>
</tr>
<tr>
<td>Nbs1</td>
<td>Nijmegen breakage syndrome protein 1</td>
</tr>
<tr>
<td>NER</td>
<td>Nucleotide excision repair</td>
</tr>
<tr>
<td>NHEJ</td>
<td>Non-homologous end joining</td>
</tr>
<tr>
<td>NSCLC</td>
<td>Non-small cell lung cancer</td>
</tr>
<tr>
<td>OB-fold</td>
<td>Oligosaccharide-oligonucleotide binding fold</td>
</tr>
<tr>
<td>PAGE</td>
<td>Polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>PARP-1</td>
<td>poly(ADP-ribose) polymerase -1</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate-buffered saline</td>
</tr>
<tr>
<td>PCC</td>
<td>Premature chromatin condensation</td>
</tr>
<tr>
<td>PCNA</td>
<td>Proliferating cell nuclear antigen</td>
</tr>
<tr>
<td>PFA</td>
<td>Paraformaldehyde</td>
</tr>
<tr>
<td>PI</td>
<td>Propidium iodide</td>
</tr>
<tr>
<td>PIKK</td>
<td>Phosphoinositide 3-kinase-like kinase</td>
</tr>
<tr>
<td>PIP</td>
<td>PCNA-interacting protein</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Plk1</td>
<td>Polo-like kinase-1</td>
</tr>
<tr>
<td>PMSF</td>
<td>Phenylmethylsulfonyl Fluoride</td>
</tr>
<tr>
<td>Pol β</td>
<td>DNA polymerase β (beta)</td>
</tr>
<tr>
<td>Pol δ</td>
<td>DNA polymerase δ (delta)</td>
</tr>
<tr>
<td>Pol ζ</td>
<td>DNA polymerase ζ (zeta)</td>
</tr>
<tr>
<td>Pol η</td>
<td>DNA polymerase η (eta)</td>
</tr>
<tr>
<td>PRKDC</td>
<td>Protein Kinase, DNA-activated, catalytic polypeptide</td>
</tr>
<tr>
<td>PVDF</td>
<td>Polyvinylidene fluoride</td>
</tr>
<tr>
<td>ROS</td>
<td>Reactive oxygen species</td>
</tr>
<tr>
<td>RPA1</td>
<td>Replication protein A, 70kDa subunit</td>
</tr>
<tr>
<td>RPA2</td>
<td>Replication protein A, 32kDa subunit</td>
</tr>
<tr>
<td>RPA3</td>
<td>Replication protein A, 14kDa subunit</td>
</tr>
<tr>
<td>SAPK/JNK</td>
<td>Stress-activated protein kinase/jun N-terminal kinase</td>
</tr>
<tr>
<td>SDS-PAGE</td>
<td>Sodium dodecyl sulphate-polyacrylamide gel electrophoresis</td>
</tr>
<tr>
<td>SMC1</td>
<td>Structural maintenance of chromosomes protein-1</td>
</tr>
<tr>
<td>SSB</td>
<td>Single strand break</td>
</tr>
<tr>
<td>ssDNA</td>
<td>Single stranded DNA</td>
</tr>
<tr>
<td>SV40</td>
<td>Simian virus 40</td>
</tr>
<tr>
<td>TBS-T</td>
<td>Tris buffered saline – Tween 20</td>
</tr>
<tr>
<td>TCR</td>
<td>Transcription coupled repair</td>
</tr>
<tr>
<td>TEMED</td>
<td>N,N,N,N'-Tetra-methyl-ethylenediamine</td>
</tr>
<tr>
<td>TLS</td>
<td>Translesion synthesis</td>
</tr>
<tr>
<td>Tween-20</td>
<td>Polyoxyethylene-Sorbitan Monolaurate</td>
</tr>
<tr>
<td>UBJ</td>
<td>Ubiquitin-binding domain</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet radiation</td>
</tr>
<tr>
<td>XP</td>
<td>Xeroderma pigmentosum</td>
</tr>
<tr>
<td>XPV</td>
<td>Xeroderma pigmentosum, variant</td>
</tr>
<tr>
<td>γH2AX</td>
<td>H2AX pSer139</td>
</tr>
</tbody>
</table>
Abstract
Platinum-based chemotherapeutic drugs such as cisplatin and carboplatin induce intra- and interstrand crosslinks, resulting in replication arrest, and cell death. Translesion synthesis by DNA polymerase η, is one way in which human cells can tolerate platinum-induced adducts. Because these adduct block replication, the cell cycle stage at the time of drug exposure, and the DNA polymerases expressed could affect the outcome of exposure. The aim of this research was therefore to investigate the effects of cell cycle phase at the time of drug exposure on cell viability, cell cycle progression and activation of DNA damage responses in pol η-deficient (XP30R0) and pol η-expressing (TR30-2) human fibroblast cell lines. Using nocodazole arrest and release to generate populations of cells enriched in G1, S or M phases, it was found that XP30R0 cells in S-phase were more sensitive to drug treatment compared to cells that were in G1- and M-phase at the time of treatment. When G1 cells were treated with drug, cell arrest in S- and G2/M-phases was detected by flow cytometry. When S-phase XP30R0 cells were treated with cisplatin, a strong S-phase arrest was detected, however, when treated with carboplatin, arrest in S phase was less pronounced, and there was evidence for S-phase arrest in a second cell cycle. In TR30-2 cells, the extent of S-phase arrest was less than in XP30R0 cells, consistent with a role for pol η in replication of damaged DNA. In M-phase XP30R0 cells following treatment, cells were delayed entering S and by 24 hours post-treatment, strong S-phase arrest occurred. Using western blotting and immunofluorescence, it was found that DNA damage-induced phosphorylation of key PIK kinase substrates including H2AX, Chk1 and RPA2, was induced following drug treatment of XP30RO cells in all cell cycle phases. Comparison of the timing of Chk1 ser317 and RPA2 ser4/ser8 phosphorylation demonstrated that activation of the Chk1 phosphorylation was an earlier event than RPA2 phosphorylation, independent of the cell cycle phase at the time of exposure. RPA2 phosphorylation was consistent with prolonged replication arrest in S-phase cells. Using small molecule inhibitors, roles for DNA-PK and CDK1/2 in damage-induced RPA2 phosphorylation were identified. The data provides an insight into the molecular events that determine the outcome of drug exposure in cells treated at different phases of the cell cycle, and may be relevant to
identification of pathways that can be targeted to improve the efficacy of these drugs in cancer therapy.

Chapter 1: Introduction
1.1. Cancer

Cancer is the second leading cause of death worldwide according to the International Union against Cancer, with 12 million cases of cancer diagnosed and 7 million deaths in 2008 (Jemal et al., 2008). It is estimated that approximately 25% of deaths in United States and in Ireland is due to cancer (Jemal et al., 2010; Jemal et al., 2008). The three most commonly diagnosed types of cancer in the US among women in 2010 were breast, lung, bronchus, and colorectum, accounting for 52% of estimated cancer cases in women (Edwards et al., 2010). Among men, cancers of the prostate, lung, bronchus, and colorectum account for 52% of all newly diagnosed cancers (Edwards et al., 2010). Despite recent developments in understanding cancer at a molecular level, broad-based therapies such as surgery, radiotherapy and chemotherapy still play a critical role in cancer treatment.

Cancer ultimately arises from alterations in an individual cell. A normal human cell in culture can divide between 40 and 60 times before it stops dividing (Hayflick and Moorhead, 1961). This is called the Hayflick limit (Hayflick and Moorhead, 1961). Occasionally cells become immortal and continue to multiply giving rise to abnormal cells that can form a mass of cells termed a tumour. Tumours can be benign or malignant. Benign tumours do not have the ability to metastasise (spread from one organ to other) and do not pose significant health risk and may be left untreated, or can be removed by surgery, depending on the nature of the tumour (Medeiros et al., 2009). On the other hand, malignant tumour cells invade adjacent tissues and organs (Nguyen et al., 2009). Cancer cells can also circulate through the body via the blood or lymphatic systems and lodge in distant organs, giving rise to secondary malignant tumours. This process is called metastasis, and, if left untreated, is often fatal (Nguyen et al., 2009).

1.2. Characteristics of cancer cells

It has been proposed that cancer cells all share a number of key characteristics that have been termed the six hallmarks of cancer (Hanahan and Weinberg, 2000). Normal cells acquire the six hallmarks in a multistep process and evolve into malignant cancer cells. The six hallmarks are self-sufficiency in growth signals, insensitivity to anti-growth signals, evasion of apoptosis, limitless replicative potential, sustained
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angiogenesis and tissue invasion and metastasis (Hanahan and Weinberg, 2000). These characteristics are acquired in part by the development of genomic instability in cancer cells, which generates random mutations in key genes (Hanahan and Weinberg, 2000).

DNA damage from both endogenous and exogenous sources is a major source of genomic instability. It is estimated that about $10^5$ lesions occur in the genome of a normal cell per day (Hoeijmakers, 2009). DNA repair is therefore essential to preserve the integrity of the genome (Hoeijmakers, 2009). The integrity of the genome in normal cells is maintained by the tumour suppressor genes (Rb, p53, APC) and oncogenes (Ras, Myc, Erk) (Berdasco and Esteller, 2010; Ciccia and Elledge, 2010; Negrini et al., 2010).

Chromosomal instability (CIN) is a major type and most common genomic instability in which abnormal chromosome structures and numbers are detected in cancer cells due to, for example, defects in the spindle assembly checkpoint (SAC) or in mitotic chromosome segregation (Negrini et al., 2010). Micro- and mini-satellite instability (MIN) is another form of genomic instability that is characterised by the expansion, contraction, deletion or point mutation of a number of oligonucleotide repeats present in micro- and mini-satellite sequences (Nikiforov et al., 1998).

Another mechanism for chromosome instability in cancer is due to the loss of telomeres (Blackburn, 1999). Telomeres are tandem arrays of short G-rich repetitive sequences (Riethman et al., 1989) added on to the ends of chromosomes by the enzyme telomerase (McEachern et al., 2000). During cell division, telomere length is maintained in germ cells by telomerase. However, somatic cells do not express telomerase to prevent telomere loss as they divide. As a result, in somatic cells the telomeres eventually shorten to initiate cell cycle arrest in G1-phase called replicative senescence (Harley et al., 1990). In contrast, many tumour cells constitutively express telomerase and continue to divide indefinitely (Jiang et al., 1999). Comparative genomic hybridization (CGH) analysis reveals gains and losses of gene copy number across the genome (Korkola and Gray, 2010). Specific aberrations, both amplifications and deletions at particular sites in the genome, are likely to harbour genes whose alteration favours tumour progression (Korkola and Gray, 2010). Thus, recurring genetic alterations may point to an important role of particular mutations in
tumour pathogenesis. Use of CGH has shown that the copy number alterations (CNAs) from telomere-deficient mice are similar to those observed in human cancers (Artandi and DePinho, 2010).

Faithful transmission of the genetic material to daughter cells is essential to maintain genome stability and for cell survival. Since DNA is prone to damage by various damaging agents a number of repair systems have evolved to correct DNA damage (Kerzendorfer and O'Driscoll, 2009). In mammalian cells there are four major repair pathways: nucleotide excision repair (NER), mismatch repair (MMR), base excision repair (BER) and double-strand break repair pathways (DSBR). Inherited mutations in various DNA repair genes can result in genomic instability, causing cancer-prone human syndromes (Friedberg, 2001; Herrick and Bensimon, 2009; Hoeijmakers, 2007; Kastan and Bartek, 2004). For example, defects in NER proteins results in one of the three photosensitive syndromes: xeroderma pigmentosum (XP) (Cleaver and Revet, 2008), Cockayne syndrome (CS) and trichothiodystrophy (TTD). Mismatch repair deficiency is linked predominantly to cancers of the colon, especially hereditary non-polyposis colon cancer (HNPCC), endometrium and ovary (Hewish et al., 2010). Ataxia-telangiectasia, Nijmegen breakage syndrome (NBS) and ataxia telangiectasia-like disorder (ATLD) are caused by defects in the genes ATM, NBS, MRE11 respectively. These genes are involved in the DNA damage response particularly in double-strand break repair (Hewish et al., 2010).

1.3. Sources of DNA damage

DNA damage can arise from either endogenous or exogenous sources (Hoeijmakers, 2001b) (Figure 1.1). As noted above, DNA is under constant attack from various environmental agents and as a result of normal metabolic processes that occur in a cell. DNA damage mainly affects the structure of the DNA double helix by modifying individual bases.

(a) Endogenous damage occurs due to various metabolites produced as a by-product of biochemical reactions within the cell, such as reactive oxygen species (ROS) (Galaris and Evangelou, 2002). Despite the action of DNA repair systems, oxidatively modified DNA is abundant, in the range of 1-200 modified nucleosides per $10^5$ intact nucleosides per cell (Nordberg and Arner, 2001). Oxidatively modified DNA leads to
base pair mutations, rearrangements, deletions and insertions (Hamada et al., 2001). Point mutations and deletions in proto-oncogenes or tumour suppressor genes contribute to tumour development (De Bont and van Larebeke, 2004). Aldehydes derived from lipid peroxidation form another threat to DNA by forming adducts such as etheno-, propano- and malondialdehyde-derived DNA bases (Epe, 2002). Several oestrogen metabolites can also cause DNA damage directly or indirectly, through redox cycling processes that generate reactive radical species (Yager and Liehr, 1996). Aqueous hydrolysis of the glycosidic bond results in the formation of mutagenic abasic sites in DNA (De Bont and van Larebeke, 2004). DNA bases are also susceptible to hydrolytic deamination (De Bont and van Larebeke, 2004).

(b) Exogenous damage to DNA occurs as a result of exposure to, for example, ultraviolet radiation (UV), ionising radiation (IR) and many chemical agents.

Figure 1.1. Examples of endogenous and exogenous sources of DNA damage, and the different types of DNA damages induced (Hoeijmakers, 2001a).

1.3.1. DNA damage by ultraviolet light (UV)

UV irradiation is a carcinogen, and exposure to UV causes different types of skin cancer that collectively represent approximately 40% of all malignancies diagnosed
every year in US (Detres et al., 2001; Jemal et al., 2010). DNA is one of the key targets for UV-induced radiation damage (Hader and Sinha, 2005). UVC radiation (200-280 nm) is absorbed by the ozone layer in the atmosphere, whereas longer wavelength UVA (320-395 nm) and UVB (280-320 nm) are not. UVA and UVB have significant deleterious effects on DNA (van Kranen and de Gruijl, 1999). Both UVB and UVC radiation induce two types of mutagenic and cytotoxic DNA lesions, cyclobutane pyrimidine dimers (CPDs), and (6–4) photoproducts (6-4PPs) at adjacent pyrimidines (Nakajima et al., 2004). CPDs account for about 75%, and 6–4PPs about 25%, of the total UV-induced DNA lesions (Sinha and Hader, 2002). UVA causes oxidative DNA damage and also plays an important role in skin cancer development (Zhang et al., 1997). UVA causes A:T>C:G transversion mutation in Chinese hamster ovary cells (Huang et al., 2009) and also induces CPDs (Besaratinia et al., 2004; Kappes et al., 2006; Rochette et al., 2003). UV-induced CPDs distort the DNA double helix by causing a bend of 9°, while 6–4PPs cause a 44° bend in the DNA double helix (Lee et al., 2004). These lesions result in inhibition of DNA replication and transcription, and are removed by nucleotide excision repair from the genome (Hoeijmakers, 2001a, b).

1.3.2. DNA damage by ionising radiation

Ionising radiation such as γ-rays and X-rays induce double-strand breaks (DSBs) and single-strand breaks (SSBs) in DNA. A DNA double-strand break causes genomic instability such as chromosome aberrations, small deletions and point mutations, which may eventually lead to cancer (Rothkamm et al., 2007). The numbers of DNA lesions per human cell that are detected immediately after a radiation dose of 1 Gy have been estimated to be approximately greater than 1000 damaged bases (Banath et al., 1999). Ionising radiation in the form of radiotherapy is used in the treatment of cancer by inducing DNA damage in cancer cells (Grudzinski et al., 2010). The amount of radiation depends on the type and stage of the cancer being treated. For curative purposes, for example, the typical doses for solid epithelial tumours range from 60-80 Gy in two Gy fractions (Boone, 2009). In the case of breast, head and neck cancer the dose varies between 45-60 Gy delivered in 1.8-2 Gy fractions (Scorsetti et al., 2011).
1.3.3. DNA damage by chemical agents

Cancer development has been closely associated with exposure to a variety of chemical agents that humans come in contact with, either in the natural environment or as a result of occupational exposures (Panacheva et al., 2005). Exposure to DNA reactive genotoxins results in the induction of DNA lesions (O'Brien et al., 2006). An important class of genotoxins that react with DNA are alkylating agents (Pegg et al., 1998). Tobacco smoke results in the formation of alkylating agents that damage DNA by production of DNA adducts leading to mispairing during DNA replication (Pfeifer et al., 2002; Zheng et al., 2001). A good example is benzo(a)pyrene in cigarette smoke, which forms adducts with guanine bases (Denissenko et al., 1996). A number of mutations in the lung cancer cell line H358, were identified using high throughput sequencing technology (Gelhaus et al., 2011). The majority of mutations were found at guanine bases, consistent with a role for benzo(a)pyrene adducts in the formation of mutations in lung cancer cells (Lenne-Samuel et al., 2000).

1.4. DNA damage by chemotherapeutic drugs

Chemotherapy is the use of chemical agents in the treatment of cancer. More than 50% of people diagnosed with cancer are treated with chemotherapeutic drugs (Joensuu, 2008). Common examples include alkylating agents such as methyl methanesulfonate, which attach alkyl groups to the DNA, and crosslinking agents such as cisplatin (Celli and Jaiswal, 2003) and mitomycin C that introduce crosslinks between bases of the same strand (intrastrand crosslinks) or between different strands (interstrand crosslinks) (Ciccia and Elledge, 2010).

1.4.1. Platinum-based chemotherapeutic drugs

The discovery of cisplatin dates back to 1845, when it was called Peyrone’s chloride, named after the discoverer Michel Peyrone; Alfred Werner elucidated the structure of cisplatin in 1893 (reviewed in (Kelland, 2007). Barnett Rosenberg, a biophysist, in 1960 was investigating the effect of electric or magnetic fields on bacterial and mammalian cell division (Rosenberg et al., 1969). He was using platinum electrodes, and discovered that bacterial cells appeared as long filaments about 300 times the usual length when exposed to the electric field. This effect was later shown to be due to the generation of cisplatin during the electrolysis process (Rosenberg et al., 1969).
Although cisplatin therapy has been very effective in treating cancers, especially ovarian and testicular cancer (Higby et al., 1974), there are side-effects due to severe nephrotoxicity, neurotoxicity and ototoxicity (Kelland, 2007; Rabik and Dolan, 2007). This has led to the development of the second-generation drug carboplatin, which has reduced side-effects (Harrap, 1985). Carboplatin is effective against ovarian and non-small cell lung cancer, but has side effects such as myelosuppression (van der Vijgh, 1991). The third generation drug oxaliplatin (Holzer et al., 2006) was found to overcome tumour resistance to cisplatin (Eckardt et al., 2007; Holzer et al., 2006; Jackiewicz et al., 2009). Oxaliplatin is now used as first-line therapy in colorectal cancer treatment (Koshiyama et al., 2005). The structure of cisplatin, carboplatin and oxaliplatin are shown in figure 1.2.

![Figure 1.2. Structure of cisplatin, carboplatin and oxaliplatin (Nussbaumer et al., 2011).](image)

The sensitivity to and cytotoxicity of the platinum drug can be explained in part by the adduct levels in the DNA (Bassett et al., 2004; Wu et al., 2004b). Exposure of human XP30R0 fibroblast cells to 5µg/ml cisplatin for 18 hours resulted in 11.76 pg Pt/µg genomic DNA measured using atomic absorption spectroscopy (Cruet-Hennequart et al., 2008). Similarly when human XP30R0 cells were treated with 4µg/ml oxaliplatin for 18 hours this resulted in 3.56 pg Pt/µg genomic DNA. Cisplatin adducts block Taq polymerase-mediated DNA synthesis, reducing the amplified product (Bingham et al., 1996). Hence a sensitive SINE (Short Interspersed DNA Element) mediated DNA damage detection assay was adapted for the detection of cisplatin-DNA adducts in cultured mouse 3T3 cells following exposure to cisplatin (Wang and Lippard, 2005). In mice the B1 elements are the most abundant SINEs
with a copy number estimated at 50,000–80,000. Using primers complementary to conserved regions of the B1 elements to anneal the majority of their targets in the genome (Maraia, 1991), large sequences of genomic DNA present between the B1 elements were simultaneously amplified using quantitative polymerase chain reaction (Q-PCR). 3T3 cells were treated with a range of doses from 5-120 µM cisplatin. The lesion frequencies were from 0.13 lesions/10 kb/5 µM cisplatin to 2.1 lesions/10 kb/120 µM cisplatin. In in vivo experiments, cisplatin (0, 1, 4, 8 mg/kg body weight) was injected intraperitoneally into mice. After 8 hours, DNA from blood samples was isolated and quantified which show a reduction in the amplified product, which is dependent on the dose of cisplatin. This reduction reflects the damage induced by cisplatin. The corresponding approximate lesion frequencies at 1, 4 and 8 mg/kg body weight were 0.07, 0.17 and 0.45/10 kb of DNA, respectively (Wang and Lippard, 2005).

1.4.2. Cisplatin-induced DNA damage

Cisplatin (cis-diaminedichloroplatinum(II) is a neutral, square planar coordination complex of platinum(II) having two labile chloride ligands and two inert ammine groups (Todd and Lippard, 2009) as shown in figure 1.2. The cis configuration is necessary for the anti-tumour activity of cisplatin (Zamble and Lippard, 1995). The trans isomer, transplatin is clinically inactive because of (i) the type of DNA adducts formed (small amounts of interstrand cross links are formed and no stable intrastrand crosslinks are formed) (ii) chemical reactivity that results in the deactivation of the complex before the drug reaches the tumour site (Kasparkova et al., 2008). Cisplatin is used in the treatment of testicular, ovarian, head and neck, and small cell lung cancers. (Keys et al., 1999; Loehrer and Einhorn, 1984; Morris and Bosl, 1999) It is used in the treatment of testicular germ cell cancers with cure rates of up to 90% (Raghavan, 2003). The mode of action of cisplatin includes four stages: (i) cisplatin is taken up by the cell by both active and passive diffusion; (ii) once inside the cell cisplatin forms activated platinum complexes; (iii) the complexes bind to DNA and form cisplatin-DNA adducts; (iv) adducts block DNA replication and transcription, leading to cell death (Wang and Lippard, 2005).

Cisplatin is actively transported into human cells (Byfield and Calabro-Jones, 1981) by transporters including copper transporter (CTR) protein 1 (Song et al., 2004) and
organic cation transporters (OCTs) belonging to the solute carrier 22 (SLC22) family (Koepsell and Endou, 2004). The SLC22 family consists of several subgroups of carrier proteins. One family comprises the organic cation transporters (OCTs) (Burger et al., 2011), which consist of three members: SLC22A1 (OCT1), expressed in liver and brain, SLC22A2 (OCT2), expressed in brain and kidney, and SLC22A3 (OCT3) expressed primarily in liver, kidney and heart (Koepsell and Endou, 2004). OCT2 plays a role in the uptake and cytotoxicity of various platinum compounds (Burger et al., 2011; More et al., 2010). In vivo studies in mice show that OCT2 mediates uptake and transport of cisplatin (Ciarimboli et al., 2010; Filipski et al., 2008). As noted, cisplatin treatment is associated with nephrotoxicity and ototoxicity (Rybak and Whitworth, 2005). OCT2 has been proposed to be involved in potentiating cisplatin-induced nephrotoxicity in the kidney proximal tubule, as OCT2 is expressed in kidneys (Ciarimboli et al., 2010; Gorboulev et al., 1997; Ikari et al., 2005; Rabik and Dolan, 2007) OCT2 also plays a primary role in cisplatin-induced ototoxicity. OCT2 expression in inner and outer hair cells of the cochlea was detected by in vivo experiments in mice (Ciarimboli et al., 2010). Cisplatin-treated wild-type mice showed both nephrotoxicity (such as significant increase in polyuria, proteinuria, glucosuria and apoptosis) and ototoxicity (such as significant hearing loss at high frequencies) when compared to OCT1/2−/− knockout mice (Ciarimboli et al., 2010). Hence OCT2 has been identified as a common mediator of cisplatin induced nephro- and ototoxicity by in vivo studies.

In addition to uptake, efflux also plays an important role in determining the outcome of cisplatin exposure. ATP7A and ATP7B, two P-type ATPases, are involved in the efflux of platinum compounds (Liu et al., 2010) especially resulting in decreased accumulation of cisplatin in tumour cells, and diminished cytotoxicity (Nakayama et al., 2001)

Cisplatin undergoes hydrolysis inside the cell. Chloride concentration plays an important role during hydrolysis. Hydrolysis takes place inside the cell because the intracellular chlorine concentration (4mM) is lower than the chloride concentration in the blood plasma (103mM) (Sedletska et al., 2005). The chloride ligands are easily substituted by water or hydroxide ions in a process called aquation. It is this aquated, electrophilic, cisplatin that reacts with nucleotides at the N7 position of purine bases
in DNA, resulting in the formation of platinum-DNA adducts (Figure 1.3) (Jamieson and Lippard, 1999). Cisplatin-induced DNA damage includes intrastrand crosslinks, (primarily 1,2-d(GpG) (60-64%), 1,2-d(ApG) (25-29%), and 1,3-d(GpNpG) (5-10%) adducts, interstrand crosslinks (1%), and monoadducts (1-3 (Eastman and Barry, 1987).

![Figure 1.3. Schematic representation of process of aquation of cisplatin inside the cell. The platinum ion binds covalently to the N7 position of purine bases to form intrastrand or interstrand crosslinks (Wang and Lippard, 2005)](image)

While ICLs constitute about 1% of the lesions, they are considered to be the most cytotoxic lesions (Eastman and Barry, 1987). However studies show that intrastrand crosslinks make up to > 95% of the adducts, it is important to understand how cells deal with these adducts. Cisplatin binding to DNA induces structural alterations by bending and unwinding the double helix. X-ray crystallography studies of the 1,2-d(GpG) intrastrand adduct shows that the adduct bends the DNA helix by 40° towards the major groove (Donahue et al., 1990). The 1,3-d(GpNpG) adduct bends the DNA helix by 30° (Malinge et al., 1999). Different cisplatin adducts induce unique
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distortions that are differentially recognised by DNA damage repair proteins (Kartalou and Essigmann, 2001a, b; Todd and Lippard, 2009).

As outlined above, cisplatin also generates interstrand crosslinks (ICL) and monoadducts (Fichtinger-Schepman et al., 1985). ICLs prevent the strand separation that is required for essential functions such as DNA replication, transcription, and recombination. Repair of ICLs also results in monoadducts, which will be discussed in Section 1.6.2.1. One of the differences between the interstrand cisplatin crosslink adduct and the intrastrand cisplatin crosslink adduct for example, 1,2-d(GpG) is that, the ICL bends the DNA towards the minor groove and that of the intrastrand adduct bends the DNA towards the major groove (Coste et al., 1999). The ICL binds to the minor groove and bends the helix by 47° in that direction, whereas in the case of the intrastrand crosslink, the adduct binds to the major groove and bends the helix by 40° (Sullivan et al., 2001a, b). The double helix is severely unwound, by 110°, in case of the ICL, resulting in the two cytosine bases opposite the bound guanosines being pointed outward, away from the duplex, whereas in the case of the intrastrand adduct the helix is unwound by 15° as revealed by X-ray crystallography and NMR spectroscopy (Coste et al., 1999; Stehlikova et al., 2002).

A number of proteins bind to platinum-DNA adducts with high specificity over unmodified DNA. High-mobility group box protein 1 (HMGB1) is one protein that binds tightly to cisplatin-DNA adducts (Wang and Lippard, 2005). HMGB1 is a non-histone chromosomal protein and plays an important role in many cellular processes involving DNA, including chromatin remodelling, recombination, replication, and transcription (Thomas and Travers, 2001). HMGB1 contains two tandem HMG domains, A and B, and a C-terminal acidic tail. The full-length protein binds the cisplatin intrastrand crosslink (1,2-d(GpG) adduct) primarily through the A domain (Zamble et al., 1996). The repair of 1,2-d(GpG) cisplatin adducts occurs primarily by nucleotide excision repair pathways (Zamble et al., 1996). It is demonstrated that HMGB protein and other B-box-containing proteins including Upstream Binding Factor (UBF), lymphoid enhancer-binding factor LEF-1; the mammalian testis-determining factor SRY; structure specific recognition protein 1 (SSRP1) inhibit NER from repairing the cisplatin adducts both in vivo and in vitro (Jordan and Carmo-Fonseca, 2000; Reeves and Adair, 2005; Wozniak and Blasiak, 2002).
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HMGB1 binds to the DNA and forms a complex, which protects cisplatin, adducts from repair by preventing access of NER factors to adduct sites (Arioka et al., 1999). Consistent with this, binding of HMGB1 to cisplatin adducts in vitro also inhibits binding of replication protein A (RPA) (Patrick and Turchi, 1999) which, along with xeroderma pigmentosum protein A (XPA), is involved in the initial recognition of DNA lesions in the NER pathway (Hoeijmakers, 2001a). HMGB1 also recognises the interstrand crosslink of cisplatin but with approximately 5-fold lower affinity than the intrastrand crosslinks (Kasparkova et al., 2003).

1.4.3 Carboplatin-induced DNA damage

To find a platinum-based drug with fewer side-effects than cisplatin, in the mid-1980s collaboration between the company Johnson Matthey Plc and the Institute of Cancer Research (ICR) in London, led to the synthesis of the second generation platinum-based drug carboplatin (cis-diammine-[1,1-cyclobutane dicarboxylato]platinum(II)) (Figure 1.3) (Harrap, 1985). Carboplatin (Figure 1.2) has a more stable leaving group (cyclobutane dicarboxylate) than cisplatin (chloride) (Harrap, 1985). Clinically, carboplatin has fewer side-effects than cisplatin without affecting the anti-tumour efficacy (Rajeswaran et al., 2008). Carboplatin is used in the treatment of ovarian and lung cancer (Ardizzoni et al., 2007). Carboplatin is different from cisplatin due to the difference in the leaving moiety, which slows the metabolic breakdown of carboplatin in the body (Knox et al., 1986).

The molecular mechanism of interaction of carboplatin with DNA is by the process of aquation, similar to that of cisplatin. However, the rate of adduct formation is about 10-fold slower (Knox et al., 1986). Aquation of carboplatin is the rate-limiting step in its reaction with DNA to form adducts (Hongo et al., 1994). In case of cisplatin, the time taken for monoaquation and diaquation is the same. However, in the case of carboplatin, the rate of monoaquation is slower when compared to cisplatin. Once carboplatin is monoaquated, the time taken for diaquation is 18-fold faster than the formation of the monoaquated form (Hongo et al., 1994) This is due to the fact that, in carboplatin, the leaving group becomes highly labile after carboplatin becomes monoaquated (Knox et al., 1986).
In contrast to cisplatin, the major adducts formed by carboplatin are 1,3-d(GpNpG) intrastrand crosslinks, which make up about 46% of the total adducts formed (Blommaert et al., 1995). This adduct distorts double-stranded DNA in a different manner than the cisplatin crosslink (1,2-d(GpG), by bending the DNA by 30° (Todd and Lippard, 2009). Other adducts include 1,2-d(GpG) (33%), 1,2-d(ApG) (19%), as well as a small percentage of interstrand cross-links (1%) and monofunctional adducts (1%) (Blommaert and Saris, 1995; Blommaert et al., 1995).

The largest benefit of using carboplatin over cisplatin is due to its reduced side-effects and lack of nephrotoxicity (Sharma et al., 2011). However the main drawback of carboplatin is its myelosuppressive effects (Calvert et al., 1982). Due to this there is decreased production of blood cells and platelets from the bone marrow resulting in opportunistic infections. Carboplatin has proven to be effective against germ cell cancer, non-small cell lung cancer, ovarian and bladder cancer and acute leukaemia (Aabo et al., 1998). Carboplatin is routinely used for the treatment of ovarian cancer (Skirnisdottir et al., 2007).

1.4.4. Oxaliplatin-induced DNA damage

Oxaliplatin [l-OHP, oxalato(trans-l-1,2-diaminocyclohexane) platinum(II)] is a third-generation platinum based chemotherapeutic drug. The oxaliplatin molecular structure consists of a central platinum atom, surrounded by a 1,2-diaminocyclohexane group (DACH) and a bidentate oxalate ligand as shown in figure 1.2 (Kweekel et al., 2005; Woynarowski et al., 2000). Oxaliplatin forms mainly intrastrand crosslinks with DNA between two adjacent guanines (60% GpG) and between an adjacent adenine and guanine (25% ApG) (Saris et al., 1996; Sharma and Smith, 2008). As in the case of cisplatin and carboplatin oxaliplatin also forms a small percentage (1%) of interstrand crosslinks (ICL) (Woynarowski et al., 2000).

The intrastrand DNA adduct generated by cisplatin and oxaliplatin are repaired by similar kinetics by the mammalian nucleotide excision repair (NER) pathway (Reardon et al., 1999). However the adducts are differentially recognised by a number of cellular proteins, such as mismatch repair proteins (Chaney et al., 2005), probably due to the differences in the structure of adducts formed by the two agents (Scheeff et al., 1999). Oxaliplatin is effective in the treatment of cisplatin-resistant tumours and is
approved for the treatment of colon cancer (Chaney et al., 2005).

1.5. Platinum resistance

The clinical efficacy of platinum-based drugs is limited when tumours develop resistance to these drugs. A major mechanism responsible for the development of resistance to cisplatin is the pharmacodynamics of the drug (Shirazi et al., 1996) such that when the interstitial fluid pressures are increased, cisplatin is more easily absorbed by passive diffusion into cells, thereby increasing the efficacy and prolonging patient survival (Siddik, 2003).

Expression of the copper transporter CTR1 increases the cellular uptake of cisplatin. Human small cell lung carcinoma cells that are deficient in CTR1 (due to a deletion mutation) are resistant to cisplatin (Ishida et al., 2002; Samimi et al., 2004). As noted, the copper-transporting P-type adenosine triphosphatases, ATP7A and ATP7B, play a role in the efflux of cisplatin (Katano et al., 2003; Safaei et al., 2004). In the cytoplasm, platinum-based drugs are aquated and can react with thiol-containing molecules like glutathione (Mukhopadhyay et al., 2003; Rabik and Dolan, 2007). Increased glutathione concentration induces resistance to cisplatin, as the drug is detoxified upon reaction with glutathione (Goto et al., 2002).

1.6. DNA Repair

DNA adducts are repaired by cellular repair pathways. Genetic defects in DNA repair pathways result in inherited human cancer prone-disorders (Hoeijmakers, 2001a). For example, defects in NER proteins causes xeroderma pigmentosum (XP) a recessive photosensitive skin cancer-prone syndrome (Johnson et al., 1999; Masutani et al., 1999). There are seven different complementation groups within the NER-deficient class of XP patients (XP-A to XP-G) (de Boer and Hoeijmakers, 2000). An additional form of XP, xeroderma pigmentosum variant (XPV) results from a defect in replication of UV-induced DNA rather than in NER (Yao et al., 2001), due to deficiency in DNA polymerase η, which is required for error-free bypass of UV-induced cyclobutane pyrimidine dimmers (Cordonnier and Fuchs, 1999). Inherited defects in the pol H gene encoding polymerase η cause XPV (Johnson et al., 1999; Masutani et al., 1999).
DNA repair proteins could be excellent candidate targets for the development of new therapies to treat cancers (Kirschner and Melton, 2010), which provides a rationale for the use of synthetic lethal approach (Lord et al., 2006). Synthetic lethality occurs when a mutation in either of two genes individually has no effect but combining the mutations leads to cell death because tumour cells often have mutations in key genes (Kaelin, 2005). In cancer therapy, the idea is that suppressing one such gene when the other is defective would be lethal to tumour cells but not to normal cells (Ashworth, 2008). In the context of DNA repair, the best example of this approach is inhibiting PARP (poly(ADP-ribose) polymerase-1). Inhibition of PARP-1 by the specific small molecule AG14361 in BRCA1-mutated mouse embryonic stem cells and in the BRCA2-deficient human cell line V-C8 increased the sensitivity of the cell lines to DNA damaging agents such as ionising irradiation and mitomycin C (Veuger et al., 2003). This has led to the development of PARP inhibitors as therapy for BRCA1- and BRCA2-deficient cancers (Fong et al., 2009). Olaparib is a PARP inhibitor in phase II trials. Breast cancer patients having mutations in BRCA1 or BRCA2 demonstrated an overall response rate of 41% with olaparib (Tutt et al., 2010). Another study with women expressing mutations in BRCA1 and BRCA2 with advanced ovarian cancer demonstrated an overall response rate of 33% (Audeh et al., 2010). This suggests that PARP inhibitors will play a significant role in the treatment of cancer in BRCA1- and BRCA2-mutation carriers (Aly and Ganesan, 2011). However, a small fraction of advanced BRCA1-mutant cancers are resistant to PARP inhibitors (Fong et al., 2010; Tutt et al., 2010).

DNA repair also plays an important role in cisplatin resistance. This is supported by the evidence that cisplatin is effective against testicular cancer because of the reduced ability of these cells to repair cisplatin-induced DNA damage (Koberle et al., 2010; Usanova et al., 2010). It was found that expression levels of ERCC1-XPF endonuclease, an NER protein which is involved in repair of both intrastrand crosslinks and ICLs, is low in testis tumour cell lines compared to other tumour lines (Kirschner and Melton, 2010). It was demonstrated that ERCC1- or XPF-deficient rodent cells are significantly more sensitive to cisplatin than are any other NER-deficient cells (Lan et al., 2004).
1.6.1. Mismatch repair (MMR)

The DNA mismatch repair pathway is mainly responsible for the removal of nucleotides incorrectly inserted during DNA replication (Jiricny, 2000, 2006). The human mismatch repair machinery consists of the MutSα complex (comprising MSH2 and MSH6) and the MutSβ complex (comprising MSH2 and MSH3) (Kolodner and Marsischky, 1999). Loss of MMR function, by knocking out MSH2 in in vivo mice studies, is associated with cisplatin resistance (Fink et al., 1998). Cisplatin-induced DNA adducts can result in a compound lesion by forming an intrastrand adduct on one strand and a mismatch on the other strand due to misincorporation during DNA replication (Sedletska et al., 2007). MutSα recognises 1,2-GpG intrastrand crosslinks having a misincorporated base opposite one of the cisplatin-adducted purines (Fourrier et al., 2003). MMR proteins bind to cisplatin-DNA adducts and initiate MMR-protein-dependent cell death in the human endometrial carcinoma cell line HEC59 and the human colon cancer cell line HCT116 treated. MMR protein-mediated activation of pro-death signalling involves cytochrome c, caspase-9, and caspase-3 following treatment with cisplatin. Cisplatin induces MMR protein-dependent signalling facilitating release of cytochrome c into the cytoplasm and cleavage of caspase-9, caspase-3, and PARP (Topping et al., 2009). Chemical inhibition of caspases by the pan-caspase inhibitor z-VAD-FMK inhibits cisplatin-induced, MMR protein-dependent loss of cell viability, indicating a requirement for caspase activation in MMR protein-dependent cytotoxic signalling (Topping et al., 2009).

1.6.2. Nucleotide excision repair (NER)

NER is a DNA repair pathway that removes lesions, which distort DNA and interfere with base pairing, replication and transcription. UV-induced CPDs and 6-4PPs are the major lesions repaired by NER (Sinha and Hader, 2002). Other lesions such as intrastrand DNA adducts and monoadducts formed by cisplatin are also repaired by NER (Gillet et al., 2006). There are two NER sub-pathways. Transcription coupled-NER (TC-NER) repairs mutations in transcribed genes (Sinha and Hader, 2002) while Global genome-NER (GG-NER) repairs on the genome (Auclair et al., 2010). Within the transcribed gene, lesions on the transcribed strand are repaired faster than lesions present in non-transcribed strand (Hanawalt, 2002). Similarly, 6-4PPs are repaired
faster than CPDs as they generate larger distortions in the DNA (Hanawalt, 2002; Svetlova et al., 2002; Takedachi et al., 2010).

As noted above, one NER protein that has been linked to the response of tumours to cisplatin is excision repair cross complementation group 1 (ERCC1). ERCC1 forms a heterodimer with XPF. During NER, this complex carries out incision at the 5’ side of the lesion to cleave the damaged strand (Bessho et al., 1997). DNA polymerase ε or δ fills the resulting gap in the presence of replication factors, PCNA (Furuta et al., 2002). DNA ligase I ligates the two ends of the DNA (Falik-Zaccai et al., 2009). ERCC1 levels in testicular germ cell tumours influence the response to platinum-based chemotherapy (Welsh et al., 2004). Hence, low levels of ERCC1-XPF in testicular cancer patients respond well to cisplatin (Usanova et al., 2010). Overexpression of ERCC1-XPF in testis germ cell tumour cell lines resulted in the enhanced repair of cisplatin-induced intrastrand crosslinks and decreased cisplatin sensitivity (Usanova et al., 2010).

1.6.2.1. Interstrand crosslink (ICL) repair

ICLs are the most dangerous crosslinks as they prevent strand separation and block both replication and transcription (Muniandy et al., 2010). The repair of ICL involves two general pathways one is the recombination-dependent and the other is the recombination-independent pathway. In recombination-independent pathway the ICL is excised on one strand and the resulting gap is filled by translesion bypass synthesis (Shen et al., 2006; Wang et al., 2001; Zheng et al., 2006). By sequence analysis in avian and mammalian mutants defective in TLS it was detected that deletion of polζ and REV1 resulted in a major defect in recombination-independent ICL repair and reduced mutation formation, suggesting that polζ and Rev1 play an important role in bypassing the lesion (McCulloch and Kunkel, 2008). The remaining monoadduct is removed by a second round of excision repair. This pathway is clear in bacteria (E.coli) (Berardini et al., 1999), but in case of mammals it remains unclear. In cycling mammalian cells recombination-independent pathway is a minor pathway, but in differentiated nonreplicating cells it is the only method of ICL removal (Arora et al., 2010; Muniandy et al., 2009).
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In recombination-dependent pathway excision follows homologous recombination (Raschle et al., 2004). Recombination-dependent pathway is a predominant mechanism for ICL removal in cycling mammalian cells during S phase. ICLs can cause the replication fork to stall and then collapse with the formation of a DSB (Yamamoto et al., 2005). Fork stalling recruits FANC, a Fanconi anemia protein to bind and induce regression of replication fork (de Winter and Joenje, 2009; Gari et al., 2008). Fanconi anemia (FA) is an autosomal recessive genetic disease characterised by short stature, abnormalities of the skin and developmental disabilities. FA is a result of genetic defects in the proteins responsible for DNA repair. FA is a disease caused by mutations in one of 13 distinct genes (FANCA, FANCB, FANCC, FANCD1, FANCD2, FANCE, FANCF, FANCG, FANCI, FANCIJ, FANCL, FANCM, and FANCN) (Naim and Rosselli, 2009). FANCM is a component of the FA core complex (FANCA, FANCB, FANCC, FANCE, FANCF, FANCG, FANCI, FANCIJ, FANCL, FANCM, and FANCN) and recruits the entire core complex and monoubiquitinates FANCD2 and FANCI (Thompson and Hinz, 2009). Unhooking of the ICL from one strand of DNA requires two incisions 5’ and 3’ to the lesion, potentially producing strand breaks at the fork. MUS81-EME1 along with SLX4 is responsible for the first 5’ or 3’ incision (Hanada et al., 2007). SLX4 is a helicase (Mullen et al., 2001) having anti-recombinogenic function that unwinds and dissolves DNA secondary structures (Wu and Hickson, 2006). SLX4 is capable of efficiently processing HJ structures (Cybulski and Howlett, 2011; Landwehr et al., 2011). The second 5’ or 3’ incision, or the unhooking of the cross-link is brought about by SLX4 along with ERCC1-XPF (Niedernhofer et al., 2004). This results in the formation of a monoadduct, which is attached to the other strand of the DNA and is bypassed by polζ (Niedzwiedz et al., 2004; Nojima et al., 2005). Once the double helix is restored by bypass synthesis the monoadduct is removed by NER (Couve et al., 2009). The restoration of the fork is done by homologous recombination repair (McEachern and Haber, 2006).

USP1/UAF1 is a deubiquitinating enzyme complex, which deubiquitinitates FANCD2 and FANCI (Smogorzewska et al., 2007). Although the FA pathway might play a minor role in ICL repair during the G1-phase of the cell cycle (Ben-Yehoyada et al., 2009), its primary function is exerted in S-phase (Knipscheer et al., 2009; Moldovan and D’Andrea, 2009).
1.6.3. Double strand break production

In a normal human cell, approximately 50 endogenous double strand breaks (DSB) per cell per cell cycle are produced (Vilenchik and Knudson, 2003). The presence of γH2AX (histone H2AX phosphorylated at serine 139) indicates the presence of DSB (Takahashi and Ohnishi, 2005; Ohnishi et al., 2009). DSB and γH2AX formation were detected after exposure to IR, bleomycin (Banath and Olive, 2003), etoposide (Banath and Olive, 2003) and doxorubicin (Hammond et al., 2003). Exposure to DNA crosslinking agents such as cisplatin (Huang et al., 2004) also results in DSB and γH2AX formation (Crul et al., 2003). When replication fork collision with the covalently linked topoisomerase I cleavage complex the extension of the leading strand is terminated at the 5’ end thereby generating DSB (Strumberg et al., 2000). γH2AX is formed in response to replication stress induced by UVC and UVB (Halicka et al., 2005). DSBs are also generated endogenously in which H2AX phosphorylation has also been demonstrated. Meiotic recombination (Mahadevaiah et al., 2001), V(D)J recombination (Klein et al., 1996), heavy chain class switching (Petersen et al., 2001) and apoptotic DNA fragmentation (Rogakou et al., 2000) causes DSBs. In addition, the expression of γH2AX in S- and G2-phase cells could be a response to DSBs or stalled replication forks at damage sites during normal DNA replication (Takahashi et al., 2004).

1.6.3.1. Double strand break recognition

DSBs are cytotoxic lesions and cells initiate a complex DNA damage response wherein the signalling proteins are recruited around the DSB sites forming IR-induced foci (IRIF) (Maser et al., 1997). The mediator of DNA damage checkpoint 1 protein (MDC1) binds to γH2AX phosphorylated by ATM, and recruits proteins such as p53, Nijmegen breakage syndrome 1 protein (NBS1), and the breast and ovarian cancer susceptibility protein (BRCA1) (Stucki et al., 2005), resulting in the formation of IRIF. MDC1 is phosphorylated in an ATM-dependent manner in response to IR (Stucki et al., 2005). BRCA1 contains two BRCT motifs at its C-terminus and a RING domain at its N-terminus. This RING domain interacts with the RING-motif of BARD1 (BRCA1-associated ring domain protein 1) forming a heterodimer that function as an E3 ubiquitin ligase (Greenberg et al., 2006). BRCA1 interacts with the
receptor associated protein 80 (RAP80) (Sobhian et al., 2007). RAP80 along with its partner BRCA1 co-localises to form the IRIF after IR treatment (Wang and Elledge, 2007; Wang et al., 2007a). Ring finger protein 8 (RNF8) acts as the prime ubiquitin ligase for histone ubiquitination at DSB sites. RNF8 is recruited to DNA damage sites through interactions with MDC1 to promote repair protein assembly and DNA damage signalling (Kolas et al., 2007). The structural maintenance of chromosomes 1 (SMC1) plays an important role in DSB recognition (Kim et al., 2002). SMC1 is phosphorylated on serine 957 by ATM and is co-localised with γH2AX (Kitagawa et al., 2004). Ubiquitination of H2AX is carried out by ubiquitin-conjugating enzyme 13 (UBC13) (Ikura et al., 2007). Abraxas and RAP80 form a BRCA1 protein complex, which is required for the DNA damage response (Wang and Elledge, 2007; Wang et al., 2007a). UBC13 and RNF8 ubiquitin ligases control foci formation of the RAP80/Abraxas/BRCA1 complex in response to DNA damage (Wang and Elledge, 2007; Wang et al., 2007a).

Fig 1.4. Schematic diagram for DSB recognition and signaling pathways (Image adapted from (Ohnishi et al., 2009).

1.6.3.2. Homologous recombination repair

Homologous recombination (HR) utilises an intact sister chromatid to facilitate DNA double strand break repair. HR is active during the late S- and G2-phases of the cell
cycle (Bohgaki et al., 2010; Takata et al., 1998). HR involves proteins encoded by genes of the RAD52 epistasis group composed of RAD50, RAD51, RAD52, RAD54, RAD55, RAD57, RAD59, MRE11 and Nbs1 (Krogh and Symington, 2004). The MRN complex consists of the Mre11, Rad50 and Nbs1 proteins. Mre11 a DNA nuclease having 3’ to 5’ exonuclease activity (Moreau et al., 1998; Trujillo et al., 1998) resects DSB ends containing damaged bases or sugar moieties or DNA-protein adducts (Ivanov and Minchenkova, 1994). Rad50 bridges the DNA ends (Lisby et al., 2003a; Lisby et al., 2003b; Lobachev et al., 2004) by maintaining the ends close to each other or closer to a homologous template sequence to facilitate repair (Hopfner et al., 2002a; Hopfner et al., 2002b). The Nbs1 protein is also recruited by MDC1 to regulate the intra-S-phase checkpoint in response to DNA damage (Chapman and Jackson, 2008; Wu et al., 2008) (refer to Section 1.11.4). Another protein involved in HR is CtIp (also known as retinoblastoma-binding protein 8 (RBBP8), is a nuclear protein having endonuclease activity. CtIp cooperates with the MRN complex in the processing of DSB ends (McKee and Kleckner, 1997) to form ssDNA at the ends of the break (Lisby et al., 2004; Lisby and Rothstein, 2004, 2005; Sartori et al., 2007). MRN generates 3’ ssDNA overhangs which are coated by the single-stranded DNA binding protein replication protein A (RPA) (Sung and Burns, 2006). DNA strand invasion and homology searching requires binding of Rad51 recombinase to the single-stranded DNA (Bugreev et al., 2011). This requires RPA to be displaced by Rad51, which forms a nuclear protein filament (Sy et al., 2009; Zhang et al., 2009) Rad51 is loaded onto the DNA by the mediator protein BRCA2 (Sharan et al., 1997; Wong et al., 1997). The Rad51 nucleoprotein filament then captures duplex DNA and searches for homology (Pellegrini et al., 2002). When homology is found, synapsis occurs and the invading strand sets up a D-loop intermediate in the homologous strand resulting in the formation of a Holliday junction (Bianco et al., 1998). There is evidence that DNA polymerase η carries out strand extension at D-loops and polymerase δ extends DNA synthesis from replication forks and also from D-loop extensions (McIlwraith et al., 2005). Eventually, HR results in the formation of two intact DNA strands (Wesoly et al., 2006).
1.6.3.3. Non-homologous end-joining repair (NHEJ)

The non-homologous end-joining pathway repairs DSBs especially in G1-phase of the cell cycle, and in non-proliferating cells where HR cannot occur because there is no homologous sister chromatid available (Delacote and Lopez, 2008). NHEJ is initiated by the binding of a heterodimeric protein complex composed of Ku70 and Ku80 to both ends of the broken DNA molecule (Spagnolo et al., 2006). The Ku–DNA complex recruits DNA-PKcs, which binds to DNA and forms a molecular bridge between the two DNA ends (DeFazio et al., 2002). Artemis is recruited to the DSB and interacts with DNA-PKcs. Artemis possesses both a DNAPKcs-independent 5′-to-3′ exonuclease activity and a DNA-PKcs-dependent endonuclease activity, and trims the overhangs (Ma and Lieber, 2002; Ma et al., 2005). The X- family DNA polymerases, polymerase λ and polymerase μ fills the gaps formed. Both polymerases μ and λ have BRCT domains in the N-terminus. Ku recruits polymerase μ and polymerase λ by binding to their BRCT domains, which mediates interaction with other DNA repair proteins (Gu et al., 2007; Lieber, 2010). NHEJ is completed by ligation of the DNA ends, a step that is carried out by XRCC4, DNA ligase IV and XLF (Gu et al., 2007).

1.7. Translesion synthesis (TLS)

Some types of DNA damage cannot be completely removed, for example not all CPDs are removed before cells enter S-phase. Such lesions can result in the blockage of replication fork progression because polymerase α, δ or ε cannot bypass lesions. Cells have evolved mechanisms for continuing replication past DNA lesions, a process designated as translesion synthesis or TLS (Goodman, 2002; Lehmann, 2005; Livneh, 2001). TLS is a form of post-replication repair. The translesion mode of DNA synthesis is carried out by specialised DNA polymerases, especially Y-family DNA polymerases (Ohmori et al., 2001). There are four Y-family polymerases in human cells: polymerases η, ι, κ and Rev1. In addition, the B-family DNA polymerase ζ also plays an important role in TLS in eukaryotes (Neal et al., 2010). Several other DNA polymerases (polymerase μ, λ, θ and ν) may also have roles in TLS (Balsamo et al., 2003; de la Casa-Esperon and Sapienza, 2003; Lehmann et al., 2007; Vaisman et al., 2004).
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The conserved active site of the Y-family polymerases is located in the N-terminal of the protein. The C-terminal is not conserved between the different Y-family polymerases and is involved in recruitment of the protein to blocked replication forks (Lehmann, 2005). Y-family DNA polymerases have a palm, thumb and finger domain, and also a fourth domain called the “little finger” or PAD (polymerase associated domain) region (Silvian et al., 2001; Trincao et al., 2001). Specialised DNA polymerases have a more open active site when compared to the replicative polymerases α, δ or ε, and can therefore accommodate structurally altered bases, thus allowing replication past DNA adducts (Alt et al., 2007; Biertumpfel et al., 2010; Stallons and McGregor, 2010).

Proliferating cell nuclear antigen (PCNA) is a ring-shaped homotrimeric protein that surrounds ssDNA and binds to DNA polymerases. PCNA plays a vital role in DNA replication past lesions (McCulloch et al., 2004). PCNA interacts with a large number of proteins involved in replication, repair, cell cycle regulation and sister chromatid cohesion (Moldovan et al., 2007). PCNA is mono-and polyubiquitinated in primary human skin fibroblasts after UV irradiation (Hoege et al., 2002). Damage-induced PCNA-ub is important for recruitment of specialised DNA polymerases to sites of stalled forks. PCNA is ubiquitinated by covalently attaching ubiquitin residues to the protein in a process involving three enzymes: Ub-activating enzyme (Uba or E1), Ub-conjugating enzyme (Ubc or E2) and Ub ligase (E3) (Hershko and Ciechanover, 1998). PCNA is monoubiquitinated at Lys-164 by the E2-E3 complex upon DNA damage in humans (Hishiki et al., 2009; Kannouche et al., 2004; Stelter and Ulrich, 2003; Watanabe et al., 2004). PCNA can also be sumoylated by a small ubiquitin-like modifier (SUMO1) at the Lys-164 residue by the SUMO-specific E2 conjugating enzyme Ubc9 and the SUMO E3 ligase Siz1 (Hoege et al., 2002; Stelter and Ulrich, 2003). It was also reported that PCNA monoubiquitination is subject to regulation by the deubiquitinating enzyme (DUB) USP1 (Komander et al., 2009). DUBs are cysteine proteases that cleave ubiquitin from mono- and polyubiquitinated substrates. USP1 deubiquitinates PCNA in the absence of DNA damage in order to regulate TLS (Huang et al., 2006; Komander et al., 2009; Reyes-Turcu and Wilkinson, 2009). Deubiquitination of PCNA by USP1 is one way in which TLS is regulated.
PCNA is monoubiquitinated when replicative polymerases stalls at the blocking lesion, and this serves as an anchor for targeting specialised polymerases specifically to the location of the DNA damage (Livneh, 2006). Monoubiquitination of PCNA increases its affinity for polη, polη, and Rev1 (Bienko et al., 2005; Guo et al., 2006b; Kannouche and Lehmann, 2004; Plosky et al., 2006; Watanabe et al., 2004). All these polymerases contain one or two ubiquitin-binding domains (UBD) or a ubiquitin-binding zinc finger (UBZ). Both domains are involved in mediating the interaction of the polymerases with ubiquitinated PCNA (Bienko et al., 2005). Ubiquitin-binding domains bring about the polymerase switch (Friedberg et al., 2005). The TLS polymerases bind PCNA at its interdomain connector loop (IDCL) via their PCNA-interacting protein (PIP) domain. TLS polymerase also binds to PCNA ubiquitinated at lys 164 via their UBD/UBZ domain. However, binding of ubiquitin (Ub) on PCNA is crucial for the TLS polymerase to function in lesion bypass (Bienko et al., 2005; Guo et al., 2006b; Plosky et al., 2006). Genetic studies with yeast polymerase η have shown that mutational inactivation of the PIP domain abolishes the ability of polymerase η to function in TLS in vivo (Haracska et al., 2001a). Mutational inactivation of the PIP domain results in defects in the function of polymerase η in TLS in vivo. Hence, it was concluded that the binding of the ubiquitin moiety on PCNA via the UBZ domain is a prerequisite for human polymerase η to interact with PCNA (Bianco et al., 1998).

DNA polymerases belonging to Y-family are involved in TLS across the cisplatin 1,2 d(GpG) adduct. This was studied in human fibroblasts using siRNA to knock down the expression of one or more TLS polymerases (Livneh et al., 2010). Knocking down the expression of Rev3 caused a five-fold decrease in the extent of TLS across the cisplatin adduct. Knocking down the expression of POLH (encoding polη), or POLK (encoding polk) had individually a small effect on TLS extension. However, when the expression of both POLK and POLH was simultaneously knocked-down, TLS extension decreased by 5-fold, similar to the effect of knocking down polymerase ζ alone (Shachar et al., 2009). This shows that polymerase ζ cooperates with either polymerase η or polymerase κ to carry out TLS, and that the three polymerases are responsible for most of the TLS across cisplatin 1,2 d(GpG) adducts in human fibroblast cells.
Rev1 also plays a role in TLS in human XPV cells. Rev1 requires monoubiquitinated PCNA to bypass UV induced CPDs in XPV cells (Guo et al., 2006b). The C-terminal 100 amino acids of Rev1 interact with pol η, pol τ, pol κ as well as with Rev7, which is the regulatory subunit of polymerase ζ (Acharya et al., 2007; Haracska et al., 2005; Kannouche et al., 2004). In the case of bypassing UV-induced CPDs in XPV cells, it was shown using siRNA knock-down studies, that three polymerases, polymerase ζ, polymerase κ and polymerase τ were involved in TLS in the absence of polymerase η (Wang et al., 2007b). Polymerase κ and/or polymerase τ carry out the insertion step, whereas polymerase ζ carries out the extension step (Livneh et al., 2010).

1.7.1. DNA polymerase zeta (ζ)

As noted above, human polymerase ζ plays an important role in TLS. Polymerase ζ, a B-family polymerase, comprises the Rev3 catalytic subunit and Rev7 accessory subunit (Gan et al., 2008). Polymerase ζ is highly specialised for extending from nucleotides inserted opposite a lesion site by another DNA polymerase (Prakash et al., 2005). Studies indicate that polymerase ζ can extend efficiently from a diverse array of DNA lesions, such as CPDs (Johnson et al., 2000), (6-4) PPs (Johnson et al., 2001), and an abasic site (Haracska et al., 2001b). In vitro studies have shown the sequential use of purified polymerase η and polymerase ζ in replication past cisplatin 1,2d(GpG) adducts (Shachar et al., 2009). Disruption of Rev3 is lethal to mouse embryogenesis (Van Sloun et al., 2002). Chicken DT40 cells deficient in Rev3 exhibit significant chromosome instability and hypersensitivity to a wide variety of DNA damaging agents including cisplatin (Mizutani et al., 2004; Nojima et al., 2005; Sonoda et al., 2003; Wu et al., 2006). Human fibroblast cells expressing reduced levels of REV3 were also found to be more sensitive to cisplatin (Wu et al., 2004a). The sensitisation to cisplatin caused by the reduction in REV3 level is a result of the role of REV3 in the TLS of both intra-and interstrand DNA crosslinks (Hicks et al., 2010). It was also found that REV3 depletion in a highly chemoresistant mouse model of lung adenocarcinoma cell line, sensitised the cells to cisplatin (Doles et al., 2010). Thus a potential benefit of reduced cisplatin-induced cytotoxicity can be achieved by reducing REV3 activity.
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1.7.2. DNA polymerase kappa (κ)

Polymerase κ is unable to efficiently bypass UV-induced (6-4) PPs or CPDs (Ohashi et al., 2000; Zhang et al., 2000b). However polymerase κ performs error-free TLS when encountering 8-oxoguanine (Zhang et al., 2000a), etheno-deoxyadenine (Levine et al., 2001), thymine glycol (Fischhaber et al., 2002) and benzo(a)pyrene (Zhang et al., 2000a) lesions suggesting an important role played by polymerase κ in the bypass of either oxidative damage or aromatic DNA adducts. Benzo(a)pyrene (Suzuki et al., 2002) is present in cigarette smoke and causes p53 mutations detected in lung tumours of smokers (Ogi et al., 2002). Under in vitro conditions, polymerase κ efficiently bypasses benzo(a)pyrene lesions in a mostly error-free manner, by inserting C opposite the lesion, when compared to polymerase η which bypasses in an error-prone manner (Ogi et al., 2002). Studies using siRNA-mediated POLK-knockdown showed that this reduces the efficiency of TLS past BPDE adducts in human U2OS cells (Shachar et al., 2009). This results in increased DSB formation at stalled replication forks and increased toxicity in U2OS cells without functional polymerase κ (Stallons and McGregor, 2010). siRNA knock-down of one or more TLS polymerases was carried out in human fibroblast cells and TLS across cisplatin 1,2d(GpG) adducts was measured. Knocking down POLK had a mild effect on inserting a base opposite the lesion in an error-prone manner (Livneh et al., 2010).

1.7.3. DNA polymerase iota (ι)

Polymerase ι is closely related at the DNA and aminoacid sequence level to polymerase η. Following the original identification of RAD30 (POLH) encoding pol η it was reported that human cells contained a second RAD30 orthologue, designated RAD30B (McDonald et al., 2001). The human RAD30B gene was localised to chromosome 18q21 by FISH analysis (McDonald et al., 2001). RAD30B gene was renamed as POLI (Tissier et al., 2000). Polymerase ι can insert a base opposite various damaged bases (Tissier et al., 2000) and acts in association with another extender DNA polymerase to carry out TLS past different lesions (Johnson et al., 2000). Pol ι has very low processivity and has a high error rate on undamaged DNA (Gening, 2011). Pol ι inserts a G particularly opposite a template T (Tissier et al., 2000). Purified mouse pol ι displays extremely error-prone properties during synthesis.
opposite all four undamaged template bases *in vitro* (McDonald et al., 2003). Pol ι interacts with polymerase η after UV-induced DNA damage, and is co-localised in replication foci (Kannouche et al., 2003) in human fibroblast cells. This accumulation in foci is dependent on PCNA, since mutation of a PCNA-binding motif in pol ι abolishes its interaction with PCNA *in vitro*, and its localisation into replication foci in response to damage by UV (Vidal et al., 2004). Localisation of polymerase ι in foci is also largely dependent on the presence of polymerase η, as it is reduced in pol η-deficient XPV cells (Kannouche et al., 2002). In XPV cells, pol ι is responsible for the high frequency of UV-induced mutagenesis in these cells (Wang et al., 2007b). In human cells, pol ι is effective in the initial insertion step opposite an AP site (Choi et al., 2010b). There is no known human disorder involving deficiency of pol ι. However, Pol ι is overexpressed in some lung cancer cell lines as well as in primary human gliomas (Hicks et al., 2010).

**1.7.4. Rev 1**

Rev1 is a member of the Y-family DNA polymerases but is not a true DNA polymerase, but is a dCMP transferase, capable of inserting dCMP opposite either Gs or abasic sites in template DNA (Nelson et al., 1996). Rev1 also differs from the other TLS polymerases in having a BRCA1 C-terminal (BRCT) domain close to its N-terminus (Murakami-Sekimata et al., 2010). The BRCT domain is important for binding of Rev1 to PCNA. Deletion of the BRCT domain of Rev1 reduces survival after UV-irradiation in both *S. pombe* and DT40 cells (Guo et al., 2006a). Rev1 co-localises with polymerase η, polymerase ι and PCNA in replication foci after DNA damage (Tissier et al., 2004). The C-terminal of Rev1, consisting of 150 amino acids, interacts with polymerase η, polymerase ι, polymerase κ and Rev7 (Guo et al., 2003; Murakumo et al., 2001; Ohashi et al., 2004; Tissier et al., 2004), which suggest a role for Rev1 in TLS as a platform for switching between TLS polymerases (Kannouche and Stary, 2003). Studies in yeast have shown that Rev1 plays only a minor role in TLS past CPDs, but is required for bypass of (6-4) PPs and abasic sites (Gibbs et al., 2005). Rev1 bypasses (6-4) PPs by interacting with polymerase ζ via its noncatalytic Rev7 subunit (Murakumo et al., 2001). Mutation in WRN gene causes Werner syndrome associated with premature aging and predisposition to cancer. WRN belongs to the RecQ DNA helicase family and plays an important role in maintaining
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Genomic stability. WRN also plays a role in Rev1-dependent translesion synthesis at the replication fork, based on studies carried in chicken DT40 cells (Phillips and Sale, 2010).

1.7.5. DNA polymerase eta (η)

Xeroderma pigmentosum (XP) is an autosomal recessive disorder characterised by extreme skin sensitivity to sunlight and skin-cancer susceptibility (Bootsma and Hoeijmakers, 1991). As outlined above (Section 1.6) there are eight complementation groups, XP-A through XP-G, and XP variant (XPV). Cells from XP-A through XP-G patients are defective in nucleotide excision repair that removes UV-induced DNA damage from the genome (van Steeg and Kraemer, 1999). In contrast, XPV cells, which make up about 20% of XP patients, carry out normal nucleotide excision repair (Section 1.6.2) but are deficient in bypass of CPDs as they lack the ability to carry out translesion synthesis because of the defect in the POLH gene encoding DNA polymerase η (Lehmann et al., 1975). The human POLH gene is located on the chromosome 6p21.1-6p12 (Thakur et al., 2001), spans 40kb of DNA, and consists of 11 exons.

DNA polymerase η is a 78 kDa protein first identified in 1999 as a factor that could complement defective replication of UV-irradiated plasmids in xeroderma pigmentosum variant cell extracts in vitro (Johnson et al., 1999; Masutani et al., 1999). Polymerase η can carry out replication past CPDs in the template by incorporating the correct base, adenine, despite the distortion caused by the CPD (Masutani et al., 2000; McCulloch et al., 2004). It was shown that TLS by pol η is the most efficient way for the bypass of UV-induced CPDs (Yoon et al., 2009). Defects in human polymerase η are linked to increased susceptibility to UV-induced skin cancer development in XPV patients (Broughton et al., 2002; Inui et al., 2008; Tanioka et al., 2007).

In human cells, translesion synthesis carried out by pol η reduces cellular sensitivity to platinum-based chemotherapeutic drugs (Chen et al., 2006). Pol η is also involved in other functions such as somatic hypermutation and replication of D-loops and at DNA fragile sites (Betous et al., 2009; Rey et al., 2009). Somatic hypermutation is a mutagenic process, in which the immunoglobin (Ig) genes are diversified during B-
cell differentiation (Longo and Lipsky, 2006). Error-prone DNA polymerases generate mutations at A/T base pairs from an initial deamination event. The Ig gene mutation pattern in B-cells from XPV patients was reduced in A/T mutagenesis (Faili et al., 2004; Zeng et al., 2004; Zeng et al., 2001). Inactivation of polymerase η in the mouse also resulted in a reduction in the proportion of A/T mutations in B-cells (Delbos et al., 2007; Delbos et al., 2005; Martomo et al., 2006; Martomo et al., 2005) suggesting that polη plays a role in B-cell differentiation.

As outlined in Section 1.6.3.2, homologous recombination repair is essential for the repair of naturally occurring DSBs that arise by replication-fork collapse during normal DNA replication (Kraus et al., 2001). Restart of a collapsed replication fork involves strand invasion mediated by HR proteins, and requires DNA synthesis by polymerase η as shown in Section 1.6.3.2 (Cox et al., 2000; Plosky and Woodgate, 2004). Polymerase η co-localises with Rad51 at stalled replication forks (Kannouche et al., 2002). Extracts prepared from polymerase η-defective XPV cell lines exhibited severely reduced D-loop extension activity, indicating that polymerase η is important in promoting primer extension of an invading strand present in a D-loop structure (McIlwraith et al., 2005). Rad51 mediates strand invasion also stimulates polymerase η, which extends DNA synthesis at the sites of stalled replication forks (McIlwraith et al., 2005). However, further investigation of the role of pol η in HR is required.

Human osteosarcoma U2OS cells, in which the expression of polymerase η was silenced using short hairpin RNAs were used to study the role of polymerase η in DNA replication during S-phase. Chromosomal fragile sites (CFSs) are several hundred kilobase regions of chromosomal DNA that are replicated in late S-phase (Ciullo et al., 2002). Polymerase η-depleted cells demonstrated both altered replication and elevated instability of a CFS measured by using replication track analysis (RTA) on stretched DNA. This could be due to delayed completion of bulk replication occurring in early S-phase, or to impaired onset of late replication (Rey et al., 2009).

1.7.6. Role of DNA polymerase η in replication past platinum adducts

Polymerase η is efficient in bypassing cisplatin-DNA adducts, in particular intrastrand 1,2d(GpG) adducts (Albertella et al., 2005a; Bassett et al., 2002; Masutani et al.,
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2000; Vaisman and Chaney, 2000; Vaisman et al., 2000) both in vitro and in vivo (Bassett et al., 2004; Shachar et al., 2009). In in vitro studies, purified pol η accurately inserted two cytosines opposite the 1,2d(GpG) adduct produced by cisplatin in an oligonucleotide template (Shachar et al., 2009). The high-resolution crystal structure of human polymerase η during TLS of platinum adducts was reported recently. Polymerase η acts as a molecular splint to stabilise damaged DNA in the B-form (Biertumpfel et al., 2010). In XPA cell lines, the predominant 1,2d(GpG) adducts formed by cisplatin contribute to the cytotoxicity of cisplatin (Albertella et al., 2005b; Shachar et al., 2009; Szymkowski et al., 1992). SV40-transformed, XP30RO fibroblast cells lacking DNA polymerase η have reduced survival when compared to the normal fibroblast upon treatment with UV and cisplatin (Albertella et al., 2005b; Chen et al., 2006; Cruet-Hennequart et al., 2008).

The major adduct of carboplatin is 1,3-d(GpNpG), which makes up about 46% of the total adducts formed (refer to Section 1.4.3). In vitro studies showed that human polymerase η incorporated nucleotides opposite the first G-residue (3') of a 1,3-d(GpNpG) adduct (Chijiwa et al., 2010). However, pol η was unable to incorporate any nucleotides opposite the second residue that is not bound to carboplatin, or the third (5') G-residue attached to the 1,3-d(GpNpG) (Chijiwa et al., 2010). It was shown in in vitro studies that replication comes to a halt when encountering an adduct induced by carboplatin which results in cell death in human tumour cells lacking ERCC1, one of the key factors of NER. Hence, treatment of NER-negative tumour cell lines with carboplatin has highly beneficial outcomes (Shachar et al., 2009).

1.7.7. The polymerase switch

DNA polymerase switching is a process by which one DNA polymerase replaces a second polymerase at the 3'-OH end of a primed DNA template (Friedberg et al., 2005). Polymerase switching is influenced by several factors such as the relative expression levels of the different polymerases, changes in the sub-cellular localization of the different polymerases (Kannouche et al., 2003), interactions of polymerases with their sliding clamp proteins, association with other polymerases, post-translational modification of polymerases and clamp proteins (Hoege et al., 2002), and the relative affinities of the different polymerases for the DNA. As noted above, certain specialised polymerases are capable of bypassing specific classes of DNA
lesions in a relatively accurate manner, while others bypass the same lesion in a largely error-prone manner (Abdulovic and Jinks-Robertson, 2006). Thus, recruitment of the inappropriate specialised polymerases during TLS could result in genomic instability.

Switching during TLS is complex, and may involve at least one or two switches (Figure 1.5) (Plosky and Woodgate, 2004). One specialised polymerase inserts a base opposite the lesion, but may not be able to extend the nascent strand further. A second specialised polymerase is therefore required to extend the nascent strand, and subsequently returns the 3′-OH end of the DNA template back to the replicative polymerase (Lehmann et al., 2007).

![Figure 1.5. Schematic representation of polymerase switching during translesion synthesis using one or two specialised polymerases (Plosky and Woodgate, 2004).](image-url)
1.8. The DNA damage responses (DDR)

The DNA damage response, like most cellular signalling pathways is a complex process that involves first sensing the damage and then transducing a signal to downstream effectors that elicit the appropriate cellular response, in this case to maintain genomic stability or to activate apoptosis if the damage is too great to be repaired (Mahmoudi et al., 2006) (Figure 1.6). A better understanding of the DNA damage response pathway may improve the efficacy of existing cancer therapies, and aid in the development of novel anticancer compounds.

Figure 1.6. Schematic diagram of the DNA damage response pathway in eukaryotic cells (Mahmoudi et al., 2006).
1.8.1. DNA damage sensor proteins

A DNA damage sensor is a protein that senses the damage and activates a cascade of downstream events resulting in the execution of a metabolic or transcriptional programme. In order to identify a protein as a sensor of DNA damage it has to fulfil a number of criteria (Mahmoudi et al., 2006). A sensor protein should be physically associated with the DNA damage upon its induction. It should independently modify other proteins, and mutations in the sensor protein should stop downstream of cell cycle checkpoint activation. A sensor protein should also be able to identify incorrect signals that are sent in the absence of the damage or that amplify the signal when there is minimal damage of the DNA (Negayama et al., 1992).

As described in Section 1.6.3, in DSB repair in mammalian cells, the MRN protein complex (Mre11, Rad50 and Nbs1) is an important damage sensor that activates ATM (Lavin, 2007; You et al., 2005). The MRN complex has both endo- and exonuclease activities (Budd and Campbell, 2009; Mimitou and Symington, 2008; Stracker et al., 2004; Zhu et al., 2008). Mre11 binds to DNA, which further allows the activation of Nbs1 (Limbo et al., 2007; Williams et al., 2009) and RAD50. RAD50 holds the broken ends of the DNA together while Nbs1 protein mediates several protein-protein interactions with other proteins including ATM kinase (Falck et al., 2005), MDC1 adaptor protein (Goldberg et al., 2003; Lukas et al., 2004) and CtIP tumour suppressor protein (Chailleux et al., 2010; Eid et al., 2010). These interactions further activate the ATM-Chk2 signalling cascade and homologous recombination repair (Adams and Carpenter, 2006; Cimprich and Cortez, 2008; Jazayeri et al., 2006).

Human ortholog of Rad9A belongs to the family of DNA damage sensor proteins. Rad9 forms a ring-like complex with Rad1 and Hus1 forming the trimeric 9-1-1 complex (Bermudez et al., 2003; Bonilla et al., 2008; Burtelow et al., 2001; Rauen et al., 2000; Shiomi et al., 2002). Rad9 is constitutively phosphorylated but in the presence of damage is hyperphosphorylated (Chen et al., 2001; St Onge et al., 1999). Rad9 activates Chk1, which phosphorylates proteins that regulate the checkpoint response (Furuya et al., 2004; Roos-Mattjus et al., 2003). The 9-1-1 complex also interacts with DNA polymerase β and flap endonuclease 1 (FEN1) to repair the damage (Toueille et al., 2004).
Mediator of DNA damage checkpoint protein 1 (MDC1) is a chromatin-associated protein that interacts with the MRN complex in a DNA damage-independent manner (Lou et al., 2003). Since MDC1 is required for the intra-S-phase and G2/M DNA damage checkpoints it plays an important role in cell cycle regulation (Lou et al., 2004). MDC1 co-localises with ATM (Kim et al., 2006; Mochan et al., 2003). MDC1-mediated activation of ATM, which induces phosphorylation of Chk2 at Thr 68 which re-localises to the DNA damage sites, suggesting that MDC1 has a critical role in Chk2-mediated DNA damage response (Lou et al., 2003). Chk2 phosphorylates Cdc25C protein at serine 216 leading in turn to the inhibition of Cdc2 kinase. This consequently blocks cells from entering M-phase (Kastan and Bartek, 2004; Niida and Nakanishi, 2006). In addition, Chk2 phosphorylates Cdc25A protein phosphatase on serine 123. Cdc25A is degraded and can no longer phosphorylate cyclin/CDK2, inhibiting the DNA replicative CDK2 and consequently S-phase delay (Falck et al., 2002; Motoyama and Naka, 2004).

1.8.1.1. γH2AX

Histone H2AX is a subunit of the nucleosome that is rapidly phosphorylated at DSBs in mammalian chromatin (Kobayashi et al., 2009; Pilch et al., 2003; Redon et al., 2002). Phosphorylated H2AX on serine 139 in humans is termed γH2AX (Sedelnikova et al., 2002). Phosphorylated H2AX covers up to 2 Mbp of chromatin per DSB, thus providing a useful marker of damage, detected by immunofluorescence (Bonner et al., 1993). Human γH2AX is phosphorylated on Ser139 located within the C-terminal tail of the protein (Redon et al., 2002). Phosphorylation of H2AX by ATM occurs upon DNA damage and γH2AX is considered a mediator, downstream of DSB sensing. H2AX is phosphorylated by ATR in response to UV, hydroxyurea and aphidicolin, and by ATM in response to IR. DNA-PK also phosphorylates H2AX in response to DNA fragmentation during apoptosis, and in response to UV radiation (Helt et al., 2005; Mukherjee et al., 2006; Ward and Chen, 2004). H2AX phosphorylation plays a key role in DNA damage checkpoint activation, while its dephosphorylation by tyrosine phosphatase, EYA is important to allow the cell cycle to resume (Burma et al., 2001; Celeste et al., 2003; Cook et al., 2009; Downey and Durocher, 2006).
1.8.2. Transducers: the PIK kinases

Once DNA damage is sensed, the cell must transduce this signal to appropriate effector proteins. In human cells, activation of phosphoinositide kinases is essential for the proper transduction of a signal from DNA damage. The major PIK kinases in the DNA damage response are ATM (ataxia telangiectasia mutated), ATR (ATM and Rad3-related) and DNA-PK (DNA-dependent protein kinase) (Elledge, 1996; Vesterdal, 1991).

1.8.2.1. Activation of phosphoinositide kinases (PIK Kinases)

In eukaryotes, the PIK kinases (phosphatidylinositol kinases) co-ordinate the cellular response to DNA damage and play critical roles in the control of cell growth, gene expression and V(D)J recombination (Durocher and Jackson, 2001; Yang et al., 2003). PIK kinase members are high molecular mass proteins. Ataxia-telangiectasia mutated (ATM), ataxia- and Rad3-related (ATR), mammalian target of rapamycin (mTOR), DNA-dependent protein kinase catalytic subunit (DNA-PKcs), suppressor of morphogenesis in genitalia (SMG-1) and transformation/transcription domain-associated protein (TRRAP) (Lempiainen and Halazonetis, 2009) are the six members found in mammals. In the context of DDR, ATM, ATR and DNA-PK are considered the most important PIK kinases. ATM, ATR and DNA-PK function as protein serine/threonine kinases (Savitsky et al., 1995a; Shiloah and Rotman, 1996). At the cellular level, ATM and DNA-PKcs respond to DSBs (Tomita, 2010), while ATR is activated in response to DNA replication blocks that lead to formation of long stretches of single-stranded DNA (Choi et al., 2010a).

1.8.2.2. Ataxia telangiectasia, mutated (ATM)

Ataxia telangiectasia (AT) is a rare autosomal recessive human disease and a predisposition to cancer. Ataxia refers to uncoordinated movements. Talangiectasias are enlarged blood vessels just below the surface of the skin, which appear as tiny, red, spider-like veins (Strigini et al., 1991). AT patients have increased risk of breast cancer as ATM regulates phosphorylation of BRCA1 following DNA damage (Lavin, 2008). ATM defects are also associated with certain lymphomas and leukemias (Gronbaek et al., 2002; Van et al., 2001). It was found that a mutation in the ATM gene caused this disease (Savitsky et al., 1995a). The ATM gene is located on
chromosome 11q22.3, and the ataxia telangiectasia mutated protein (ATM, 350 kDa and 3056 aa) is a central player in the cellular response to various damaging agents in particular agents that induce DSBs (Lavin and Shiloh, 1997; Savitsky et al., 1995b; Shiloh, 2003). ATM plays a critical role in the activation of checkpoints that lead to DNA damage-induced cell cycle arrest at S-, G2- and M-phases (Hurov et al., 2010). ATM protein consists of a focal adhesion targeting (FAT) domain, a phosphoinositide 3,4-kinase (PI3K) domain and a FAT carboxy-terminal (FAT-C) domain (Bakkenist and Kastan, 2003; Kim et al., 1999; O'Neill et al., 2000). Upon exposure to IR, ATM kinase activity increases and results in the autophosphorylation of ATM at serine 1981 (Bakkenist and Kastan, 2003). Activation of ATM results in the phosphorylation of a number of downstream targets such as serine 15 of p53, and serine 139 of histone H2AX in response to DNA damage (Kozlov et al., 2003; Matsuoka et al., 2007).

Electron microscopic analysis revealed the structure of ATM to consist of a large head domain of approximately 115 Å by 75–140 Å and a long arm that protrudes from the head region (Llorca et al., 2003). ATM forms an inactive dimer or a multimer in non-damaged cells. Bakkenist and Kastan (2003) reported that induction of DSBs causes a relaxation in chromatin structures that promotes the intermolecular phosphorylation of ATM dimers or multimers leading to dissociation into active ATM monomers (Bakkenist and Kastan, 2003). Serine367 and Serine1893 have also been identified as autophosphorylation sites in ATM (Kozlov et al., 2006; So et al., 2009). All three autophosphorylation sites have been demonstrated to be physiologically significant because mutations in these phosphorylation sites led to defects in ATM signalling (Kozlov et al., 2006). Both ATM and ATR phosphorylate proteins to initiate a signalling cascade that includes many substrates that initiate the secondary wave of phosphorylation events to extend signalling. A vast network of over 700 human and mouse proteins substrates phosphorylated in response to DNA damage were discovered by using peptide IP with anti phosphotyrosine followed by mass spectrometry methods (Matsuoka et al., 2007).

1.8.2.3. Ataxia telangiectasia and Rad-3-related (ATR)

ATR is another member of the PIK kinase family and is encoded by ATR gene. The human ATR gene is located on chromosome 3q22-24. ATR is required for checkpoint responses after treatment of cells with agents that cause DNA damage like IR or block
replication due to bulky adducts or stall replication fork and generate ssDNA (Cortez, 2003; Durocher and Jackson, 2001; Shiloh, 2001). Homozygous deletion of ATR in mice causes early embryonic lethality showing that ATR is essential during development (O’Driscoll, 2009).

ATR has a molecular weight of 303 kDa with 2466 amino acids (Cortez et al., 2001). ATR forms a complex with ATR-interacting protein (ATRIP), which is a 791 amino acid protein with a molecular size of 86 kDa that can be immunoprecipitated along with ATR (Itakura et al., 2004). ATRIP and ATR expression is interdependent on each other. This mutual dependency for expression suggests that the amount of ATR and ATRIP in cells is tightly coordinated (Ball et al., 2005; Cliby et al., 1998; Tibbetts et al., 2000).

Inactivation of ATR kinase by siRNA in HeLa cells increases the sensitivity of human cells to cisplatin (Cliby et al., 1998; Nghiem et al., 2002; Wagner and Karnitz, 2009). The ATR substrate BRCA1 (Tibbetts et al., 2000) and the Chk1 substrate Rad51 (Pedram et al., 2009) are also localised to cisplatin-damaged DNA (Bhattacharyya et al., 2000). ATR plays an important role in S-phase arrest in cisplatin-treated human fibroblast and osteosarcoma cells (Lewis et al., 2009).

Mutations in the ATR gene causes seckel syndrome, was identified in 2000 from two inbred Pakistani families (Goodship et al., 2000). Cells from ATR-seckel patients (ATR\(^{-}\)) demonstrated impaired phosphorylation of ATR-dependent substrates following UV radiation. Seckel cells treated with cisplatin (1 \(\mu\)M) showed decreased cell survival using clonogenic assay and was arrested in the beginning of the S-phase of the cell cycle (Wilsker and Bunz, 2007). ATR or ATM phosphorylates many substrates on serine or threonine that are followed by glutamine, so-called SQ/TQ motifs (Douglas et al., 2007).

**1.8.2.4. DNA-dependent protein kinase (DNA PK)**

DNA-PK is a multiprotein complex comprising a 470 kDa catalytic subunit (DNA-PK\(_{cs}\)) and the DNA end-binding proteins Ku 70 and Ku 80 (Walker et al., 2001). The human DNA-PK gene (PRKDC) localises to 8q11 and is estimated to comprise about 100 exons covering around 180 kbp of DNA (Collis et al., 2005). DNA-dependent protein kinase (DNA-PK) binds to DNA and must be DNA-bound to be catalytically
active. The N-terminal region of the protein consists of a leucine zipper motif that mediates dimerisation and interactions with Ku or other proteins (Brewerton et al., 2004). The C-terminal kinase domain consists of 500 amino acid residues (Bosotti et al., 2000). Electron crystallographic studies indicate DNA-PK and Ku bound to DNA has an open ring-like shape with the DNA threaded through the opening (Sibanda et al., 2010). Ku first binds to the DNA end and translocates inwardly by one helical turn. This then recruits DNA-PKcs, which stabilises its binding to DNA (Hammarsten et al., 2000). DNA-PK recruits and activates proteins involved in DNA end-processing and ligation and thereby plays a critical role in DSB repair by NHEJ (Goodarzi et al., 2006; Ma et al., 2005).

DNA–PK phosphorylates a number of substrates, including itself, in response to IR (Matsuoka et al., 2007). Two major clusters of in vitro autophosphorylation sites in DNA-PKcs are the ABCDE cluster and the PQR cluster. The ABCDE cluster contains phosphorylation sites at serines 2612 and 2624 and threonines 2609, 2620, 2638, and 2647 (Douglas et al., 2001), and the PQR cluster contains phosphorylation sites at serines 2023, 2029 2041, 2053, and 2056 (Cui et al., 2005). Threonines 2609, 2638, and 2647 in the ABCDE cluster and serine 2056 in the PQR cluster are phosphorylated in human cells in vivo in response to DNA damage (Chan et al., 2002; Chen et al., 2005; Yajima et al., 2006). Autophosphorylation of DNA-PK at Thr 2609 plays a major role in regulation of NHEJ (Dobbs et al., 2010). DNA-PKcs autophosphorylation could lead to conformational change in DNA-PKcs leading to DNA-PK and Ku complex dissociation. The dissociation facilitates interaction of DNA-PKcs with other damage-responsive proteins, DNA-PKcs substrates, subsequently leading to repair of the DSB (Douglas et al., 2001). In vitro, DNA-PK phosphorylates many substrates on serines or threonines that are followed by a hydrophobic residue (Lees-Miller et al., 1992; Matsumoto et al., 1999).

DNA-PK plays an important role in apoptosis (Sand-Dejmek et al., 2011). DNA-PKcs-deficient mouse cells are resistant to apoptosis (Bharti et al., 1998). In irradiated mouse thymocytes, p53-dependent apoptosis is significantly suppressed in the absence of DNA-PKcs (Wang et al., 2001). DNA-PK phosphorylates p53 at serine 18 in mouse embryonic fibroblast cells, in response to IR. When serine 18 was mutated to alanine in these cells failure to initiate apoptosis confirmed that p53-dependent
apoptotic response was mediated by DNA-PK (Wu et al., 2008). DNA-PK also plays an important role in apoptotic signalling by phosphorylating p53 at serine 15 in response to DNA damage (Lees-Miller et al., 1992; Wang et al., 1992). DNA-PK<sub>cs</sub>, while regulating the early stages of apoptosis, itself becomes a target for proteases later on in the apoptotic process (Burma and Chen, 2004; Lincz, 1998).

With regards to cisplatin, DNA-PK plays an important role in both NHEJ and apoptosis (Sand-Dejmek et al., 2011). DNA-PK is capable of phosphorylating nucleosomal H2AX (Park et al., 2003) following cisplatin treatment of human ovarian cancer A2780 cells. Depletion of DNA-PK<sub>cs</sub> reduced PARP-1 cleavage in A2780 cells treated with cisplatin, suggesting a role of DNA-PK in controlling the induction of apoptosis by cisplatin (Bernstein et al., 2002). DNA-PK-depleted cells, generated using shRNA directed against DNA-PK<sub>cs</sub>, were more sensitive to cisplatin treatment than control cells (Sand-Dejmek et al., 2011).

DNA-PK<sub>cs</sub>, ATM and ATR proteins crosstalk in response to DNA damage, and elicit cell cycle arrest, DNA repair or cell death. DNA-PK also plays an important role in V(D)J recombination in B- and T-lymphocytes to generate hypervariable antigen binding sites (Gao et al., 1998; Williams et al., 2001). Inhibitors such as wortmannin and LY294002, also inhibit DNA-PK in a non-competitive and competitive manner, respectively (Izzard et al., 1999). These inhibitors retard NHEJ by inhibiting DNA-PK<sub>cs</sub> and enhance the cytotoxicity of DNA damaging agents such as IR and topoisomerase II poisons (Boulton et al., 2000; Rosenzweig et al., 1997). More potent and specific inhibitors such as NU7026 (2-(morpholin-4-yl)-benzo[h]chromen-4-one) (Veuger et al., 2003; Willmore et al., 2004) and NU7441 (2-N-morpholino-8-dibenzothiophenyl-chromen-4-one) have led to a better understanding of the function of DNA-PK (Hardcastle et al., 2005; Leahy et al., 2004). NU7441 is a specific inhibitor of DNA-PK, with an IC<sub>50</sub> of 14 nmol/L, with at least 100-fold higher selectivity for this enzyme compared with other inhibitors (Zhao et al., 2006). NU7441 also increased the cytotoxicity of IR and etoposide in Chinese hamster ovary cells (Hardcastle et al., 2005; Leahy et al., 2004). It also increased the persistence of γH2AX foci. Treatment of cells with NU7441 prolonged G2 arrest in human colon cancer cell lines after IR and etoposide, and increased the antitumour activity of IR in a human colon cancer xenograft model (Zhao et al., 2006).
The glioblastoma cell lines MO59J and MO59K differ in their DNA-PK status. The DNA-PK-deficient MO59J cells are 30-fold more sensitive to radiation when compared to MO59K cells, which are DNA-PK-proficient cells (Fischer et al., 2001). This difference in sensitivity is also seen in other chemotherapeutic drugs (Allalunis-Turner et al., 1993).

1.9. Replication protein A (RPA)

RPA is an important PIKK substrate, and an effector protein with roles in DNA replication, checkpoint activation and DNA repair. RPA is a heterotrimeric single-stranded DNA binding protein that was first identified as a human cell factor that was essential for cell-free replication of plasmids containing the SV40 origin of replication (Kenny et al., 1990; Umbricht et al., 1993). RPA homologues have been identified in all eukaryotes (Wobbe et al., 1987; Wold, 1997). Human RPA is composed of 70-, 32-, and 14-kD subunits, commonly referred to as RPA1, RPA2, and RPA3, respectively (Figure 1.7) (Iftode et al., 1999). Each of the three subunit contains an oligonucleotide/oligosaccharide-binding fold (OB-fold) that is commonly seen in other single-stranded DNA binding proteins. In RPA, these OB-folds are referred to as DNA binding domains (DBDs) (Bochkarev and Bochkareva, 2004).

RPA1 contains four OB-folds (DBD A-C and F) (Wyka et al., 2003). The majority of DNA binding activity is found in DBD-A and DBD-B, referred to as the ssDNA-binding core (Arunkumar et al., 2003). RPA1 also contains an OB-fold at each terminus, DBD-F at the N-terminus, and DBD-C at the C-terminus. DBD-F interacts with a large number of other proteins and is required for DNA repair, recombination, and cell cycle regulation in yeast and humans (Braun et al., 1997; Iftode et al., 1999; Longhese et al., 1996; Umezu et al., 1998). DBD-C interacts with DNA and is involved in recognition of DNA damage (Gomes and Wold, 1995; Lao et al., 2000).

RPA2 contains DBD-D that can be cross-linked to DNA at the primer-template junction (Pestryakov et al., 2004) and is also involved in heterotrimeric complex formation (Gomes and Wold, 1995). The RPA2 subunit contains multiple phosphorylation sites within the N-terminal region. RPA2 is phosphorylated on serine 23 and serine 29 by CDKs during normal cell cycle progression (Dutta and Stillman,
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RPA2 is also hyperphosphorylated upon DNA damage at serines 4, 8 and 33 and threonine 21 by PIK kinases (Carty et al., 1994; Liu and Weaver, 1993).

RPA3 contains DBD-E which interacts with DBD-C of RPA1 and DBD-D of RPA2 to form the heterotrimeric complex (Bochkareva et al., 1998). RPA3 is therefore involved in heterotrimer formation and is responsible for the polarity of binding to DNA (Bochkareva et al., 2002; Pestryakov et al., 2004; Pestryakov et al., 2003; Salas et al., 2009).

A single alternative form of RPA2 called RPA4 has been identified in human cells (Kemp et al., 2010; Keshav et al., 1995). The \textit{RPA4} gene is located on the X chromosome and is devoid of introns (Tomkiel et al., 2002). RPA4 interacts with RPA1 (Zou and Elledge, 2003). The RPA4 subunit is 63% similar to RPA2 and has similar domain organisation at the protein level (Mason et al., 2010). It is either RPA2 or RPA4 that interacts with RPA1 and RPA3 to form a complex. Thus RPA1, RPA3 and RPA4 can form an alternative stable heterotrimeric complex, which interacts with ssDNA but cannot support DNA replication \textit{in vitro} (Mason et al., 2010). RPA4 is expressed in all normal human tissues including the brain, heart, liver, kidney, ovary, placenta and prostate. However, the expression of RPA4 is reduced in cancer tissues compared to its corresponding normal tissue (Kemp et al., 2010).
1.9.1. Binding of RPA to ssDNA, protein-protein interactions and repair

RPA plays an important role in DNA replication (Haring et al., 2008) including assembly of pre-replication complexes and stabilisation of ssDNA following unwinding of DNA by helicases (Anciano Granadillo et al., 2010; De Vlaminck et al., 2010). RPA promotes an initial opening of the DNA, and is required for loading of DNA polymerase α and additional replication fork proteins. Once replication forks are established, RPA remains bound at the forks during elongation (Walther et al., 1999; Yuzhakov et al., 1999).

RPA2 plays an important role in DNA repair. Studies in human, Xenopus and yeast systems indicate that RPA recruits ATR to ssDNA generated by DNA repair or replication, through the interaction with ATRIP (Ball et al., 2007; Ball et al., 2005; Choi et al., 2010a; Kim et al., 2005; Zou and Elledge, 2003). RPA forms nuclear foci after DNA damage and plays an important role in DNA repair pathways including...
base excision repair, nucleotide excision repair and double-strand break repair (Iftode et al., 1999; Krokan et al., 1977; Riedl et al., 2003). During HR, BRCA2 displaces RPA and facilitates Rad51 nucleoprotein filament formation (Bochkarev and Bochkareva, 2004; Wong et al., 2003) by interacting with Rad52 protein (Grimme et al., 2010; Shinohara and Ogawa, 1998). The role of RPA in NHEJ is not well defined, but it appears that RPA binds to ssDNA regions at or near a dsDNA end allowing DNA-PK to phosphorylate RPA2, resulting in RPA2 dissociating from the Ku-DNA-PK complex (Allen et al., 2011). In NER, XPA and RPA both bind to the 5′ end of the damaged DNA and XPA facilitates the recruitment of ERCC1-XPF for the incision of the damaged stand (Krasikova et al., 2010; Orelli et al., 2010).

1.9.2. Cell cycle-dependent RPA phosphorylation

In human and yeast cells, RPA2 is phosphorylated in a cell-cycle dependent manner. Cdk1-cyclin B or Cdk2-cyclin A phosphorylate RPA2 during S- and M-phase at serine 23 and serine 29 (Anantha et al., 2007; Dutta and Stillman, 1992a; Oakley et al., 2003). RPA2 is phosphorylated at serine 23 in S-phase and remains phosphorylated during M-phase whereas, serine 29 phosphorylation takes place only during M-phase (Stephan et al., 2009). RPA purified from mitotic cells showed reduced binding to ATM, DNA polymerase α, and DNA-PK as compared to unphosphorylated recombinant RPA (Oakley et al., 2003). The RPA2 anti-phosphoser 23 antibody recognises the phosphorylated RPA2, which is characterised by a small reduction in the RPA2 mobility in western blotting and is present in S-phase HeLa cells (Brush et al., 2001; Oakley et al., 2003)

1.9.3. Role of RPA in the DNA damage response

RPA1 is phosphorylated in vitro on Thr 180 in response to HU, UV and IR (Nuss et al., 2005).

RPA2 is phosphorylated on a number of N-terminal sites in response to DNA damaging agents including IR (Carty et al., 1994; Liu and Weaver, 1993), UV and chemotherapeutic agents (Niu et al., 1997; Nuss et al., 2005). Damage-induced phosphorylation of RPA2 generates a slow-mobility form of the protein (by SDS-PAGE) termed hyperphosphorylated RPA2. DNA damage induced by IR in HeLa cells leads to RPA2 hyperphosphorylation on threonine 21, serines 4, 8, 33 and/or at
least one phosphoserine in residues 11–13 (Boubnov and Weaver, 1995; Fried et al., 1996; Liu and Weaver, 1993; Zernik-Kobak et al., 1997).

RPA2 hyperphosphorylation plays an important role in DNA repair (Binz et al., 2004; Vassin et al., 2004). In particular, hyperphosphorylation of RPA2 may modulate RPA interactions with DNA and proteins involved in the DNA repair and signalling pathways in response to DNA damage (Binz et al., 2004). For instance, hyperphosphorylated RPA2 has shown decreased interactions with simian virus 40 (SV40) large T-antigen, DNA polymerase α, DNA-PK, ATM, and p53 in vitro whereas, hyperphosphorylation has no effect on RPA interactions with XPA and Rad52 (Binz et al., 2004; Jackson et al., 2002; Oakley et al., 2003; Patrick et al., 2005; Wu et al., 2005). In in vitro studies, it was shown that hyperphosphorylated RPA2 interacts with Rad51 (Wu et al., 2006b). Hyperphosphorylated RPA also binds double-stranded DNA with a reduced affinity when compared to that of ssDNA (Binz et al., 2004; Oakley et al., 2003).

DNA-damage-induced phosphorylation is carried out by PIK kinase (Binz et al., 2004; Carty et al., 1994). RPA2 binds to ssDNA intermediates (Namiki and Zou, 2006) formed during the repair of double-strand breaks and at blocked replication forks. Binding of RPA mediates binding of the ATR-ATRIP complex to the DNA and activates ATR kinase. ATR phosphorylates RPA2 at serine 33 (Anantha et al., 2007; Jazayeri et al., 2006). Cyclin-dependent kinase is also required for DNA damage-induced RPA2 hyperphosphorylation (Anantha et al., 2007). This indicates that RPA2 phosphorylation catalysed by CDKs and PIK kinases may be interdependent (Anantha et al., 2007). Cisplatin-induced RPA hyperphosphorylation, on serine 4 and 8 is DNA-PK-dependent (Cruet-Hennequart et al., 2008).

The mitotic form of RPA2 can be further phosphorylated by both ATM and DNA-PK (Stephan et al., 2009). Mitotic RPA2 hyperphosphorylation plays a role both in cellular exit from a damaged mitosis into a normal 2N state G1-phase, and in decreasing cell death from DNA damage-dependent apoptosis (Anantha et al., 2008). Mitotic phosphorylation at Serine23 and Serine29 primes RPA2 to undergo additional phosphorylation events in response to DSBs induced due to bleomycin in human osteosarcoma cells (Anantha et al., 2007).
Proteins that are phosphorylated in response to DNA damage have to be dephosphorylated by phosphatases. Phosphatase PP4C dephosphorylates both γ-H2AX generated during DNA damage and hyperphosphorylated RPA2 (Lee et al., 2010). Dephosphorylation of hyperphosphorylated RPA2 is necessary to resume DNA synthesis after DNA damage, which allow cells to continue cycling (Olson et al., 2006). Dephosphorylation of RPA2 was also required for completion of HR (Lee et al., 2010).

1.10. DNA damage and cell cycle progression

The process of replication of damaged DNA and TLS must be considered in the overall context of cell cycle progression, and the processes that regulate the cell cycle following DNA damage. The cell cycle is a process by which a cell replicates its genome, and distributes the cell contents evenly to the two daughter cells (Zhou and Elledge, 2000). This process is further subdivided into four phases: gap 1 (G1), synthesis (S) and gap 2 (G2), together called the interphase, and mitosis (M). Terminally differentiated cells such as nerve and muscle cells exit the cell cycle and enter a quiescent state known as G0-phase, where cells do not divide (Tiainen et al., 1996). Because the biochemical processes differ between cells in G1-, S-, G2- and M-phases, the responses of individual cells to DNA damage may differ depending on the phase of the cell cycle at the time of exposure (Sakaue-Sawano et al., 2011). In the context of cancer treatment, this could impact the response of tumour cells to treatment. Terz et al., (1977) studied the cycling and non-cycling cell populations by injecting tritiated thymidine methyl (H3-TRD) in human solid tumours to label replicating DNA. The study concluded that in solid tumours, 50-60% of the cells were in S phase (Terz et al., 1977).

1.10.1. Role of cyclins in cell cycle regulation

Cyclins are important regulators of cell cycle progression, and are synthesised and degraded in a cell-cycle dependent manner (Hunt, 1991; Traganos, 2004) (Figure 1.8). A protein complex consisting of cyclins and associated cyclin-dependent kinases (CDKs) regulates the cell cycle (Krylov et al., 2003; Malumbres and Barbacid, 2009). Cyclin-CDK complexes consist of four cyclins: D, E, A and B and four CDKs: 4, 6, 2 and 1 (Hunt, 1991) (Figure 1.8). CDKs belong to a family of serine/threonine protein kinases. CDK-cyclin complexes are regulated by phosphorylation and
dephosphorylation of the CDK subunit (Malumbres and Barbacid, 2005) by CDK-activating kinases (CAK), which phosphorylate the CDK-cyclin complex on the CDK subunit (Lees, 1995).

The nuclear protein retinoblastoma (Rb), the product of the tumour suppressor gene \( RB \), is an important target of cyclin-CDKs during cell cycle progression (Taya, 1997). In G0-cells, as well as in early G1-phase cells, pRb is hypophosphorylated and therefore active (Mihara et al., 1989). Hypophosphorylated pRb binds both the E2F transcription factor and histone deacetylase (Luo et al., 1998). Free E2F activates transcription of several genes such as PCNA, topo 1, c-Myc, cyclin D1, cyclin A (Soucek et al., 1997), cyclin E (Geng et al., 1996), p21Cip1 (Hiyama et al., 1997), CDK2 (Helin et al., 1993), CDK1, and Cdc25, whose products are important for S-phase entry and for DNA replication. In mid-to late-G1-phase of the cell cycle, pRb is phosphorylated by cyclin-CDKs and releases E2F, and becomes inactive until M-phase, when it is dephosphorylated by a PP1-type phosphatase (Ludlow, 1993) and binds to E2F and HDAC again.
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**Figure 1.8.** The eukaryotic cell cycle showing the key cyclins and cyclin-dependent kinases (CDKs) at each stage (redrawn from (Sullivan and Morgan, 2007).

Cyclin D synthesis begins during early G1-phase, and the level of cyclin D is high at late G1-phase, near the G1-S boundary (Sherr, 1994) (Figure 1.8). CDK4, the CDK partner of cyclin D, is phosphorylated on a single threonine residue (Threonine 161) (Sherr, 1994) by CDK-activating kinase (CAK). This phosphorylation stimulates the
kinase activity. Phosphorylation of Threonine 14 and Tyrosine 15 by Wee1 and Myt1 on the other hand, inhibits and inactivates the kinase (Terada et al., 1995).

While CDK4 and CDK6 in complex with D-type cyclins are responsible for G1 progression, CDK2 activity increases rapidly in mid-to-late G1-phase. CDK2 in complex with cyclin E plays a vital role at the G1-to-S transition and during S-phase (Reed, 1996). In addition to activating phosphorylation events carried out by CAKs, phosphorylation of CDKs by Wee1 and Myt1 can inhibit CDK activity. These inhibitory phosphorylations are removed by the Cdc25 phosphatase family members (Cdc25 A-C) (Hoffmann et al., 1994), which are dual-specificity phosphatases that remove inhibitory phosphate residues from CDKs. Cdc25A-C control entry to and progression through various phases of the cell cycle. Cdc25A is expressed predominantly in late G1-phase, and increases in S-phase. Cdc25A undergoes CDK2-cyclin E-dependent phosphorylation during S-phase, resulting in an increase in its phosphatase activity (Hoffmann et al., 1994).

Cyclin A, on the other hand, binds to and activates CDK2 in G2- and M-phases (Pagano et al., 1992). During interphase, CDK2 activity is down-regulated by Wee1- and Myt1-dependent phosphorylation on Threonine 14 and Tyrosine 15 (Terada et al., 1995). Phosphorylation of Cdc25C by polo-like kinase 1 increases CDK1/cyclin B activity and promotes entry into mitosis (Lindqvist et al., 2005). Exit from mitosis requires inactivation of cyclin B/CDK1, by proteosomal-mediated degradation of cyclin B, which occurs during the metaphase-to-anaphase transition (Cimini et al., 2003).

CDK activity is also modulated by negative regulators known as cyclin-dependent kinase inhibitors (CKIs). CKIs can be divided into two family of proteins: the INK4 family and the Kip/Cip family (Aprelikova et al., 1995; Harper et al., 1993). p16 belongs to the INK4 family that inhibits CDK4 and CDK6 activity by binding in competition with D-type cyclins (Aprelikova et al., 1995). Other members of the INK4 family are p15, p18 and p19 (Hirai et al., 1995). CDK2 is inhibited by members of the Kip/Cip family (p21, p27, and p57). p21 was the first characterised member of this family and plays a role in the p53-dependent DNA damage response (Harper et al., 1993). Small molecule inhibitors of CDKs have also been identified. For example, flavopiridol, a synthetic flavone that has high affinity for CDKs, was shown
to bind to and directly inhibit CDK 1, 2, 4 and 6 and induce cell cycle arrest in breast cancer cells (Losiewicz et al., 1994). Roscovitine, a small molecule aminopurine, is also a potent inhibitor of CDK2 (McClue et al., 2002) and CDK1 (Meijer et al., 1997).

1.10.2. Cell cycle synchronisation

In order to study cell cycle progression, methods have been developed to bring cells in culture to the same stage of the cell cycle, a process known as synchronisation (Tobey et al., 1990). Cell synchronisation methods are broadly classified into two types: physical and chemical methods. Physical methods can be based on cell size (for example, centrifugal elutriation), cell density, affinity to antibody, and fluorescence emission by labelled cells (using fluororescence activated cell sorting-FACS) (Merrill, 1998). In centrifugal elutriation, cells are separated based on the principle that cell size differs at different stages of the cell cycle. During the separation process cells are separated based on the sedimentation coefficient of individual cells. However, in this method, large numbers of cells (up to $10^7$) are needed to obtain enriched cell populations. This is more feasible with cells in suspension than with adherent cells (Futcher, 1999).

Chemical methods include those based on blocking metabolic reactions, such as double thymidine block, and prevention of microtubule function during mitosis (such as the use of nocodazole) (Davis et al., 2001). In the case of the double thymidine block procedure, DNA synthesis is inhibited by the addition of thymidine as it has a negative feedback on nucleotide biosynthesis and cells are arrested in S-phase. Removal of thymidine results in exit of cells from S-phase arrest. Then, high concentration of thymidine is added to impose a block again, to obtain cells in late G1-phase (Bostock et al., 1971). Another chemical method to obtain cells arrested in G1-phase is by growth factor deprivation, by removal of serum from the culture medium (Kues et al., 2000) Cells are grown in culture medium without serum, causing cells to arrest in G1-phase. Synchrony is reversed by addition of serum to the culture medium (Kues et al., 2000).

Cells can also be synchronised in mitosis by the addition of nocodazole (methyl [5-(2-thienylcarbonyl)-1H-benzimidazole-2-yl]), a mitotic inhibitor (Harper, 2005; Kung
Nocodazole binds to β-tubulin in microtubules, resulting in microtubule depolymerisation, thereby arresting cells in prometaphase (Jordan et al., 1992). This approach can be used to generate an enriched population of mitotic cells. Arrested cells can be released into the cell cycle by removal of the drug, to obtain enriched population of cells in different phases of the cell cycle (Jordan et al., 1992). In mitosis, microtubules play a critical role in the separation of chromosomes between the two daughter cells. Microtubules are composed of dimers of α-tubulin and β-tubulin (Schiebel, 2000). Tubulin dimers are polar structures, which assemble and disassemble to form microtubules (Dammermann et al., 2003; Howard and Hyman, 2003). Microtubules are dynamic structures, which continuously undergo assembly and disassembly (Vaughan and Dawe, 2011). In mitotic cells, kinetochore microtubules, which attach to the centromeres of condensed chromosomes, are the targets of nocodazole treatment (Fukagawa, 2004). Microtubules also contribute to chromosome movement by pushing the spindle poles apart resulting in the formation of two daughter cells (Maiato et al., 2004).

Since microtubules play a central role in mitosis, drugs that affect microtubule assembly have been used clinically in the treatment of cancer, and are also useful tools in cell synchronisation studies in experimental settings (Cimini et al., 2002; Neumann et al., 2001; Shen et al., 2005). For example, the drugs colchicine and colcemid bind to β-tubulin (Wolff et al., 1996) and inhibit microtubule polymerisation, which blocks mitosis (Screpanti et al., 2010). In contrast, vincristine, vinblastine and taxols stabilise microtubules, preventing disassembly, and block cell division (Bhattacharyya et al., 2011). All these drugs are used in cancer treatment. Nocodazole causes microtubule depolymerisation, thereby preventing formation of metaphase spindles (De Brabander et al., 1977). The absence of microtubule attachment to kinetochores activates the spindle assembly checkpoint (SAC) causing the cell to arrest in prometaphase. The effect of nocodazole on microtubules is reversible (De Brabander et al., 1977) so that, following washout of the drug, cells in culture can resume cell cycle progression.
1.11. DNA damage-induced cell cycle checkpoints

Cell cycle checkpoints are biochemical control mechanisms that ensure the fidelity of cell division in eukaryotic cells (Hartwell and Weinert, 1989). Checkpoints monitor whether the processes at each phase of the cell cycle have been accurately completed before the cell progresses to the next phase (Nakanishi et al., 2006). In mammalian cells, the checkpoint response to DNA damage or replication stress regulates cell cycle progression (Melo and Toczyski, 2002) (Figure 1.9). The DNA damage-activated cell cycle checkpoint kinases Chk1 and Chk2 are activated by ATR and ATM respectively, thereby linking the DNA damage response with the checkpoint machinery (Stiff et al., 2006; Zhao and Piwnica-Worms, 2001) (Figure 1.9).

**Figure 1.9.** Schematic diagram of DNA damage-induced cell cycle checkpoints in human cells (from Niida and Nakanishi, 2006).

Human Chk1 and Chk2 are structurally and functionally distinct but contain highly conserved protein kinase domains (O’Neill et al., 2002). There is significant crosstalk between the ATR-Chk1 and ATM-Chk2 signalling cascades (Garcia-Muse and
Boulton, 2005; Gatei et al., 2003; Goudelock et al., 2003; Hirao et al., 2002; Matsuoka et al., 2000; McSherry and Mueller, 2004; Stracker et al., 2008) as represented in figure 1.9. Both these effector kinases play an important role in the regulation of cell cycle arrest. Chk1 and Chk2 phosphorylate the Cdc25 family of phosphatases that remove inhibitory phosphorylations from CDKs (Boutros et al., 2006; Karlsson-Rosenthal and Millar, 2006).

1.11.1. Checkpoint kinase 1 (Chk1)

DNA damage occurring in S-phase, or DNA replication stress, triggers checkpoint responses which delay entry into mitosis by arresting DNA replication (Zhao et al., 2002). Chk1 is a 54 kDa, chromatin-associated protein expressed in normal growing cells (Yilmaz et al., 2011). In response to ssDNA produced following DNA damage-induced replication arrest, Chk1 is recruited to sites of damage through interaction with Rad17 (Bao et al., 2001), which is activated by the binding of the protein clasin (Gao et al., 2009). Chk1 is then phosphorylated by ATR on at least two residues, serine 317 and serine 345 (Kulkarni and Das, 2008). Chk1, as outlined in figure 1.9, is an important regulator of both S-phase progression and mitotic entry. Chk1 phosphorylates Cdc25C on serine 216, inhibiting Cdc25C. This prevents activation of the Cdc2-cyclin B complex and inhibits mitotic entry (Loffler et al., 2006). Alterations in Chk1 play an important role in the etiology of cancer (Menoyo et al., 2001). The Chkl gene is essential since knock-out of Chkl in mice is embryonically lethal (Lam et al., 2004). Cells examined from mice that were conditional for Chk1 expression in mammary glands showed abnormal cell cycle progression, in particular accumulation of cells in S-phase, and premature chromatin condensation, resulting in premature mitotic entry and induction of apoptosis (Lam et al., 2004). Phosphorylation may both participate in Chk1 activation and promote its degradation. The turning off of Chk1 activity can be mediated by the proteasomal degradation of the adaptor protein clasin which is impeded by ubiquitin-specific peptidase 7 (USP7) deubiquitinase (Fastrup et al., 2009).

1.11.2. Checkpoint kinase 2 (Chk2)

Human Chk2, is a 60 kDa protein that controls G1/S (Figure 1.9) and G2/M checkpoint (Castedo et al., 2004). Chk2 is phosphorylated on Threonine 68 by ATM
in response to IR-induced DNA damage (Buscemi et al., 2004; Matsuoka et al., 2000; Oliver et al., 2007). Activated Chk2 mediates radiation-induced G1 arrest and inhibition of DNA synthesis in S-phase cells, through phosphorylation of Cdc25A phosphatase, which triggers the ubiquitination and proteasomal degradation of Cdc25A (Chehab et al., 2000; Falck et al., 2001). Ubiquitination of Chk2 itself has also been reported and is controlled by phosphorylation of serine 379 and serine 456 by ATM (Kass et al., 2007; Lovly et al., 2008). Chk2 plays a critical role in DNA damage-induced apoptosis, as studies using Chk2 knock-out mice showed that Chk2-null cells were resistant to IR-induced apoptosis (Hirao et al., 2000; Takai et al., 2002). In addition, Chk2 participates in G2/M arrest by phosphorylating Cdc25C phosphatase (Castedo et al., 2004) facilitating binding of the molecular chaperone 14-3-3, which leads to inactivation of Cdc25C by the ubiquitin-dependent proteasome pathway. Since Cdc25C is required for activation of CDK1-cyclin B and entry into mitosis, Cdc25C inactivation activates the G2/M checkpoint (Timofeev et al., 2010).

1.11.3. The G1-phase checkpoint

A DSB occurring in the genome of a cell in G1-phase can activate the G1 checkpoint (Kanaar and Wyman, 2008). ATM or ATR-dependent activation of Chk1 or Chk2 leads to phosphorylation of Cdc25A and to activation of the G1 checkpoint (Mailand et al., 2000). p53 activation is required for maintenance of the G1 checkpoint. p53 is phosphorylated by both ATR and ATM inhibiting the nuclear export and degradation of p53 (Zhang and Xiong, 2001). p53 is also stabilised by phosphorylation and inhibition of the p53-associated ubiquitin-protein ligase E3, MDM2 (de Toledo et al., 2000). p53 upregulates p21, which in turn inhibits CDK2, thereby maintaining the G1/S checkpoint (Section 1.10.1) (Lukas et al., 2003). p21 binds and inhibits the cyclin E-CDK2 complex and the cyclin D-CDK4 complex thereby, preventing phosphorylation of retinoblastoma protein (Rb) (Section 1.10.1) (Harper et al., 1993; Maitra et al., 2001). As outlined in Section 1.10.1, phosphorylation of Rb results in the release of the E2F transcription factor which is required for transcription of genes that are required for S-phase progression (Bartek and Lukas, 2001; Talluri et al., 2010); inhibition of E2F release prevents S-phase entry (He et al., 2000). Defects in the G1 checkpoint play a vital role in human cancers as mutations in G1 checkpoint proteins including p53 is commonly seen in many cancers (Foster et al., 2010; Kastan
1.11.4. DNA damage-induced S-phase checkpoints

DNA replication in eukaryotes occurs in S-phase and is initiated at multiple replication origins. In mammalian cells, ionising radiation-induced strand breaks cause an immediate arrest of DNA synthesis (Bartek et al., 2004; Savell et al., 2001). However, in cells from patients with ataxia telangiectasia, DNA synthesis is not inhibited by radiation and the cells progress through S-phase without any delay demonstrating a role for ATM in mediating IR-induced cell cycle arrest. There are three checkpoints associated with S-phase: the replication checkpoint, the intra-S-phase checkpoint and the S/M checkpoint (Bartek et al., 2004). All three checkpoints are p53-independent (Bartek et al., 2001).

The replication checkpoint is activated in response to stalled replication forks during S-phase (Segurado and Tercero, 2009). This occurs in response to collision of replication forks with DNA damage or aberrant DNA structures (Mirkin, 2008). Stalled replication forks lead to ATR-dependent, Chk1-mediated phosphorylation of Cdc25C preventing activation of cyclin E/CDK2, and inhibiting S-phase progression by blocking loading of Cdc45 onto chromatin (Luciani et al., 2004).

The intra-S-phase checkpoint delays S-phase progression. The firing of new origins of replication is inhibited, but this does not slow the extension of actively progressing replication forks. In the intra-S checkpoint response, CDK2 activity is inhibited by the phosphorylation and degradation of Cdc25A, which is regulated by Chk1- and Chk2-induced phosphorylation (Falck et al., 2002).

The S/M checkpoint ensures that cells do not enter mitosis with incompletely replicated DNA (Nghiem et al., 2002). ATR phosphorylates and activates Chk1 resulting in phosphorylation of Cdc25C. Phosphorylated Cdc25C is unable to dephosphorylate CDK1; failure to activate CDK1 causes premature chromatin condensation (PCC), which inhibits entry to mitosis (Niida et al., 2005).
1.11.5. G2- and M-phase checkpoints

The G2-phase checkpoint is critical in preventing the entry of cells into mitosis in the presence of DNA damage (Deckbar et al., 2007). As outlined above, during DNA damage ATR phosphorylates Chk1, while ATM phosphorylates Chk2. Chk1 and Chk2 phosphorylate and inactivate Cdc25C, which is necessary for cyclin B/CDK2 complex activation. Lack of cyclin B/CDK2 activity blocks the cell cycle transition from G2 to M (Smits and Medema, 2001). Although Chk1 signalling initiates G2 arrest, the maintenance of the arrest requires Chk2 signalling. Mutation of BRCA1 by substituting alanine on serine 1423 in the Brca1-mutant human breast cancer cell line HCC1937 demonstrated that ATM-mediated phosphorylation of BRCA1 on this site is also a key event in the G2 checkpoint (Xu et al., 2003) by analysing histone H3 levels using flow cytometry. Mutated BRCA1 thereby failed to rescue G2 checkpoint defects in HCC1937 cells (Xu et al., 2003). p53 also plays an important role in the maintenance of G2 arrest and in the control of entry into mitosis (Taylor and Stark, 2001). p53 is required for ATM-dependent phosphorylation events in G2 following exposure to irradiation (DiTullio et al., 2002). In prolonging G2 arrest, the p53-regulated CDK inhibitor, p21, as well as the transcriptional target of p53, GADD45 are upregulated. The G2 checkpoint also requires signalling by the MAPK kinase p38 to Cdc25B (Deng et al., 2002). Inactivation of p38 by genetic deletion restored G2-to-M progression following UVC-induced DNA damage in human fibroblasts (Deng et al., 2002).

Protein phosphatase 2A (PP2A) (Wang et al., 2004) dephosphorylates cyclin B-CDK1 substrates, and this dephosphorylation event is regulated during mitotic entry and exit (Mochida et al., 2004). During G2-phase, PP2A activity is high and cyclin B-CDK1 activity is low, which prevents phosphorylation of mitotic substrates (Burgess et al., 2010). When cells enter mitosis, PP2A activity decreases and cyclin B-CDK1 activity increases (Burgess et al., 2010) allowing mitotic substrates of cyclin B-CDK1 to be phosphorylated and mitosis to proceed (Burgess et al., 2010).

The spindle assembly checkpoint (SAC) plays an important role when cells enter mitosis by preventing premature metaphase-to-anaphase transition (Musacchio and Salmon, 2007). The SAC consists of sensor proteins, the mitotic checkpoint complex (MMC), the anaphase-promoting complex/cyclosome (APC/C) and Cdc20. Sensor
proteins include Mad1, Bub1 and Mps1. The MCC includes Mad2, Bub3, BubR1 and Cdc20. During anaphase, in the normal cell cycle, APC is activated through decreasing MCC activity which polyubiquitinates the anaphase inhibitor securin (Ciosk et al., 1998). Ubiquitination and destruction of securin at the end of metaphase releases the active protease separase, which cleaves the cohesion molecules that hold the sister chromatids together, to activate anaphase (Nasmyth and Haering, 2005). The SAC is deactivated by APC activation and is not reactivated by the loss of sister-chromatid cohesion during anaphase. The proteolysis of cyclin B and inactivation of the CDK1-cyclin-B kinase also inhibits SAC activity. Degradation of Mps1 during anaphase prevents the reactivation of SAC after removal of sister-chromatid cohesion.

1.12. Cell cycle effects of cisplatin

As described in Section 1.4.1, platinum-based drugs remain critical in many cancer therapy approaches. There is considerable evidence that cell cycle progression is altered when cells are treated with cisplatin and related platinum-based chemotherapeutic agents. Therefore, studies of the effects of cisplatin on cell cycle progression have been carried out to understand the complex network of proteins that determine the outcome of exposure (Ubezio et al., 2009). Cisplatin can affect cells by inducing cell death (cytotoxic effect) or by delaying cell cycle progression (cytostatic effect). Hence, to gain insight into the response of cells to cisplatin, in the present study both the cytotoxic and cytostatic effects were investigated. In considering the relationship between the cell cycle and exposure to platinum-based DNA damaging agents, there are two related aspects: (i) effects of DNA damaging agents on cell cycle progression, and (ii) effects of cell cycle stage at the time of exposure on the response to DNA damaging agents.

1.12.1 Effects of DNA damaging agents on cell cycle progression

As outlined above (Section 1.11), normal cells have the capacity to arrest in G1-, S-, G2- or M-phases of the cell cycle in response to DNA damage. The arrest allows time for repair of potentially lethal DNA damage prior to replication or mitosis (Bartek and Lukas, 2001). Most normal cells in culture are in G1-phase of the cell cycle; hence, in these cells, G1-phase arrest occurs post-DNA damage (Vermeulen et al., 2003). In contrast, many cancer cells lack the DNA damage-induced G1 checkpoint because of
p53 inactivation, and consequently arrest occurs in the S- or G2-phases of the cell cycle (Vermeulen et al., 2003).

Cisplatin induces a number of DNA adducts, as outlined in Section 1.4.2. Cisplatin-induced intra- and inter-strand DNA adducts produce severe local distortions in the DNA double helix, and prevents DNA replication by blocking replicative DNA polymerases (Section 1.7.6) or preventing strand separation, in the case of ICLs (Section 1.6.2.1) (Bhana et al., 2008; Pillaire et al., 1995). The pathways used to repair cisplatin-induced ICLs differs depending on the cell cycle stage, in that ICLs are repaired in G1-phase by NHEJ (Mogi et al., 2008; Smeaton et al., 2009), and in a replication-dependent process in S-phase by HR. Robinson et al., (2007) demonstrated that in HeLa cells synchronised using a double-thymidine block, following etoposide treatment RPA2 foci were observed in S-phase cells, while phosphorylated Nbs1-foci was observed in G1-phase cells. This is consistent with homologous recombination repair occurring in S-phase, and MRN-dependent non-homologous end joining repair occurring in G1-phase (Robinson et al., 2007).

Cisplatin strongly inhibited cell cycle progression in phytohameagglutinin-activated (PHA) peripheral blood lymphocytes (Kubbies et al., 1991). Using flow cytometry to elucidate the effects on cell cycle progression, it was found that when lymphocytes were treated with cisplatin (1 μg/ml) inhibition of cell cycle progression in the S- and G2-phases occurred (Kubbies et al., 1991). When the cells were treated with a higher dose of cisplatin (3 μg/ml) only S-phase arrest was observed, without G2 arrest, as cells did not progress from S-phase into G2-phase (Kubbies et al., 1991). Cisplatin also induced S-phase arrest in the human breast cancer cell line, MCF-7 (Lee et al., 1999) within six hours of treatment (Xu et al., 2005). By inhibiting ATR activity using caffeine, it was shown that ATR plays a major role in cisplatin-induced S-phase arrest (Abraham, 2001; Cliby et al., 1998; Lewis et al., 2009). S-phase arrest was also reported in the human hepatoblastoma cell line HepG2 treated with cisplatin (2 μg/ml) (Qin and Ng, 2002). In S-phase cells, cisplatin-induced intrastrand adduct are bypassed by specialised polymerases in the process of translesion synthesis (Section 1.7.6). Polymerase η plays a role in bypassing cisplatin-adducts, as depletion of polymerase η protein in HeLa cells using siRNA leads to the accumulation of cells in S- and G2-phase of the cell cycle (Rojas et al., 2010). S-phase arrest was also
demonstrated in pol η-deficient XP30R0 human fibroblast cells following cisplatin and carboplatin treatment (Cruet-Hennequart et al., 2008; 2009).

In murine leukaemia L1210 cells, cisplatin induced a slowdown in S-phase, and G2 arrest (Sorenson and Eastman, 1988). Cisplatin (1 µg/ml) caused a short G2-phase arrest, detected by flow cytometry (Sorenson and Eastman, 1988). Exposure of L1210 cells to a higher dose of cisplatin (8 µg/ml) resulted in an irreversible Chk1-dependent G2 arrest, followed by apoptosis (Dai and Grant, 2010).

Thus, the main effects of cisplatin are S-phase and G2-phase arrest, as described above. However, more recently, G1 checkpoint activation by cisplatin has also been demonstrated. Cisplatin induced G1 arrest in p53-defective HeLa cells (Koprinarova et al., 2010) and p53-proficient ovarian A2780 cells (He et al., 2011), demonstrating that cisplatin-induced G1 arrest is p53-independent. Kuang et al. (2001) demonstrated that treatment of A2780 cells with 1R, 2R-diaminocyclohexane (trans-diacetato)(dichloro)platinum(IV) (DAP), a platinum analogue led to arrest of the cells in G1-phase (Kung et al., 1990). He et al (2011) compared the effects of DAP and cisplatin on cell cycle progression. A2780 cells were first exposed to DAP which arrested the cells in G1-phase. Cells were then exposed to nocodazole to arrest cells in G2/M. DAP-treated cells remained strongly arrested in G1-phase (He et al., 2011). In contrast, when cells were treated with cisplatin rather than DAP, G2/M accumulation was detected and a decrease in G1-phase cells was seen (He et al., 2011). Thus following cisplatin treatment, cells were primarily arrested in S- and G2/M-phases, and G1 arrest was not as strong as following DAP treatment.

**1.12.2 Effects of cell cycle stage at the time of exposure on the response to DNA damaging agents**

The effect of cell cycle stage at the time of treatment on the outcome of exposure to cisplatin and other DNA damaging agents is important to understand the DNA damage response pathways that are activated, and how this may influence the outcome of exposure. In a study using CHO, cells in early S-phase were generated by nocodazole arrest and release, followed by arrest at the G1/S boundary using aphidicolin (Mutomba and Wang, 1996). Treatment of these cells with cisplatin resulted in G2-phase arrest (Sorenson and Eastman, 1988). This is consistent with
Inhibition of CDK1-cyclin B dephosphorylation, which is required for mitotic entry (Pondaven et al., 1990).

In another study, Ubezio et al (2009) treated an asynchronous population of the human ovarian cancer cell line, IgroV1, with cisplatin to investigate the effects of the drug on cells in different stages of the cell cycle. Employing a mathematical model, the cytostatic and cytotoxic effects of cisplatin on cells in each phase of the cell cycle was characterised. In this model, flow cytometry was used to identify cells in different phases. S-phase cells were labelled with BrdU, and BrdU-labelled cells were followed over time using flow cytometry. Checkpoint activity was measured by analysing the endpoints including growth, cell viability, fraction of BrdU-labelled cells, and the percentage of cells in each phase. The model incorporated the cell proliferation difference between drug-treated and control cells. IgroV1 cells were treated for 1 hour with cisplatin at different drug concentrations up to 100 μM, and harvested between 6 and 96 hours. When IgroV1 cells were treated with <10 μM cisplatin, checkpoints in all the phases were activated and no cell death was observed (Ubezio et al., 2009). At higher concentrations of cisplatin (100 μM), cell death occurred from 24-96 hours post-treatment in arrested S and G2/M cells (Ubezio et al., 2009).

In another study, CHO cells synchronised by centrifugal elutriation, were treated with nitrogen mustard to investigate the cell cycle-dependence of DNA crosslink formation (Murray and Meyn, 1986). When the levels of nitrogen mustard-induced crosslinks were analysed using the alkaline elution technique there was no significant difference in the levels of adducts formed in cells in different phases (Murray and Meyn, 1986). However, it was determined by clonogenic assays that cell populations enriched in G1 were the most sensitive to nitrogen mustard treatment, and those enriched in late S- and G2-phases were more resistant (Murray and Meyn, 1986). Thus, the cell cycle stage rather than levels of ICLs determined the outcome of exposure.

Diamant et al. (2011) has provided further evidence that the response of human cells to UV-induced lesions is different between S- and G2-phases. Human osteosarcoma cells were synchronised by centrifugal elutriation, and cells at the G1/S boundary were treated with UV radiation, and allowed to progress through the cell cycle (Diamant et al., 2011). To measure TLS during different phases of the cell cycle, cells were transfected with gapped plasmids carrying a either a single CPD or a cisplatin-
GG adduct (Diamant et al., 2011). It was demonstrated that TLS was higher in G2-phase cells compared to S-phase cells (Diamant et al., 2011). RPA2 foci were detected in S-phase indicating the formation of ssDNA upon UV irradiation. RPA2 foci disappeared 20 hours post-irradiation indicating that cells in G2-phase, identified by γ-tubulin staining, have filled in the gaps.
1.13. Research objectives

The cell cycle stage-dependence of cisplatin toxicity, cell cycle arrest and DDR activation in human cells was investigated. The present study focused on the effects of cisplatin and carboplatin on pol η-deficient cells following treatment in different phases of the cell cycle.

Specific Aims:

1. To investigate whether cell cycle phase affects sensitivity and cell cycle progression in pol η-deficient and expressing human cells exposed to cisplatin and carboplatin.

2. To characterise the activation of key DNA damage response pathways following treatment of cells in different phases of the cell cycle with cisplatin and carboplatin.
Chapter 2: Materials and Methods
2.1. Cell lines
The XP30RO cell line (Volpe and Cleaver, 1995) is an SV40-transformed human fibroblast line, and was obtained from the Coriell Institute for Medical Research, New Jersey (repository number GM0317A). XP30RO cells lack pol ε as a result of a 13-base pair deletion in exon 2 of the POLH gene. TR30-2 was derived from XP30RO cells by Dr. Seamus Coyne (DNA damage response lab, NUIG). In TR30-2 cell line pol ε is expressed constitutively (Cruet-Hennequart et al., 2006).

2.2. Cell culture
Cell culture reagents were obtained from Sigma (Dorset, UK), and sterile plasticware was obtained from Sarstedt AG (Nümbrecht, Germany), unless otherwise stated. XP30RO and TR30-2 cells were grown in Minimal essential media (MEM) supplemented with 2X essential and non-essential amino acids (Gibco), 2X vitamins (Gibco), 2 mM L-glutamine, 15% uninactivated foetal bovine serum (FBS) (Biosciences) and 1% penicillin-streptomycin. All cell lines were grown as adherent cultures in 75 cm² flasks. All cell culture procedures were carried out in a class III Bio-Safety cabinet (Medical Supply Company, Dublin, Ireland). Surfaces and plasticwares were sprayed with 70% industrial methylated spirit (IMS) before carrying out any cell culture procedures in the tissue culture hood. Cells were passaged once they were 80% confluent, or the media was changed once after three days if the cells were not ready to be passaged. The cells were treated with 2X trypsin-EDTA in Hanks balanced salt solution (HBSS) for four minutes. Fresh complete culture medium was added to inactivate trypsin and the cells were centrifuged at 1,200 r.p.m. for five minutes, counted and resuspended in 10 ml of fresh complete medium, and mixed well. Cells were counted using a Kova® Glasstic® slide 10 combination coverslip-microscope slide (Hycor Biomedical Ltd, CA, USA). 4x10⁵ cells were added to 20 ml of pre-warmed medium in a sterile 75 cm² flask and incubated in the incubator.

2.3. Cryopreservation
Cells were removed from flasks by treatment with 2X trypsin-EDTA in HBSS, (Sigma) for four minutes. Complete media was added to inactivate trypsin and the cells were then centrifuged at 1200 r.p.m. for five minutes, counted and resuspended
in freezing media. Freezing media contains culture media (without addition of amino acids, vitamin supplements or antibiotics), 20% unactivated FBS and 10% dimethylsulfoxide (DMSO, Sigma). Cell lines were frozen down in labelled 1.5 ml cryovials (Nunc, Wiesbaden, Germany) at a concentration of 1.5-2 x 10^6 cells per ml. 1 ml aliquots of cells was added to each cryovial and placed in a Cryo 1°C freezing container (Nalgene®, Rochester, NY, USA) containing 250 ml of 100% isopropanol. Cells were stored at -80°C overnight to maintain the intact cell membrane. After 48 hours later cells were transferred to a liquid nitrogen storage container (Jencons-PLS, Bedfordshire, UK).

2.4. Resuscitation
All cell lines were resuscitated quickly by thawing the cryovials in a water bath at 37°C. The contents of the cryovial were then mixed with 5 ml of pre-warmed complete cell culture media in a 15 ml sterile tube. Following centrifugation at 1000 r.p.m for 5 minutes the freezing media containing DMSO was removed. The resulting cell pellet was resuspended in 6 ml of fresh complete cell culture media, mixed well and dispensed into a 25 cm² flask. The flask was then incubated in an autoflow CO₂ water-jacketed incubator (Nuaire, Plymouth, MN, USA) at 37°C and 5% CO₂. The cell culture medium was changed the next day.

2.5. Cell synchronisation mitotic arrest
Cells were treated with the microtubule inhibitor nocodazole (0.1 µM, Sigma) dissolved in DMSO, for 16 hours. Mitotic cells were collected by shake-off. Nocodazole was removed by washing the cells twice with serum-free media. The cells were then centrifuged at 1200 r.p.m and the cell pellet was resuspended in 10 ml fresh complete culture medium. Cells were counted and 4x10^5 cells were seeded in 60 mm cell culture dishes. Cells were cultured for 6 hours to generate cells in G1-phase, and for 12 hours to generate cells in S-phase. Cells were treated with cisplatin or carboplatin as indicated in individual experiments.
2.6. Treatment with platinum-based drugs and inhibitors

Cells were counted and 4x10^5 cells were seeded in 60 mm cell culture dishes. When cells reached approximately 70% confluence, as determined using light microscopy they were treated with 1.66 µM cisplatin (cis-Diammineineplatinum (II) Dichloride, Ebewe, 1mg/ml solution) or 50 µM carboplatin (cis-diammine(1,1 cyclobutanedicarboxylato) platinum). A 20 mM stock solutions of carboplatin was prepared in distilled water and stored at 4° C. The chemotherapeutic drug solutions were added directly to the cell culture medium. Control cells were treated with an equal volume of distilled water. In case of experiments with inhibitors, they were added directly along with cisplatin or carboplatin. DNA-PK inhibitor NU7441 (10 µM), ATM inhibitor KU55933 (10 µM) from KuDOS and cyclin dependent kinase (CDK) inhibitor Roscovitine (15 µM) from Sigma were used in the experiments. Cells were incubated for the period of time indicated for each experiment. Stock solutions of 10 mM of inhibitor (NU7441 and KU55933) and 25 mM of inhibitor (Roscovitine) were prepared by mixing them in DMSO. The cells were treated with these solutions and incubated at 37° C and 5% CO₂ for the period of time indicated in individual experiments. Control cells were treated with an identical amount of DMSO or dH2O as appropriate.

2.7. XTT cell viability assay

Cell viability was determined using the XTT assay. XTT is a colorimetric assay for the non-radioactive quantification of cell proliferation and viability based on the metabolism of tetrazolium salt to a water-soluble formazan salt by viable cells. Cells were counted and 5x10^3 cells were seeded in 96-well plate in triplicate using a multichannel pipette. Control wells containing only culture medium, and untreated cells were also plated in triplicate. Following mock-treatment, or treatment with 1.66 µM cisplatin or 50 µM carboplatin for the indicated time period, medium containing the drugs was removed. Fresh complete culture medium was replaced, and the cells were incubated for an additional 4 days (96 h). To assess cell survival following drug treatment, the medium was removed and XTT reagent (XTT cell proliferation kit II, XTT, Roche) was added to the wells that consist of XTT labelling reagent and electron coupling reagent. Both reagents are thawed at 37° C in the water bath before use. The 96-well plate was replaced back in to the incubator for 4 hours. Cell viability was assessed, by measuring the absorbance at 490 nm (for 0.1 s) using a
plate reader (Victor\(^2\) 1420 Multilabel Counter, Wallac, MA, USA). Optical density (OD value) from triplicate wells was averaged. The blank value (wells containing only medium) was subtracted from the values for all the other wells. Cell survival was expressed as a percentage of the survival of corresponding untreated cells using the equation:

\[
\text{(OD value of treated cells ÷ OD value of control cells) x 100}
\]

2.8. Trypan blue assay
Following treatment of cells seeded in 60 mm dishes (Sarstedt) at different stages of the cell cycle, they were harvested by adding 2X trypsin-EDTA in HBSS for five minutes. Cells were centrifuged at 1200 r.p.m. for 5 minutes and the cell pellet was gently resuspended in 1 ml of sterile 1X PBS. 10 \(\mu\)l was transferred to a 1.5 ml eppendorf (Sarstedt) and 10 \(\mu\)l of 0.4% trypan blue solution (Sigma) was added. The contents of the tube were mixed and 8 \(\mu\)l was placed in a Kova\textsuperscript{®} Glassic\textsuperscript{®} 10 Slide (Hycor Biomedical Ltd., Garden Grove, CA, USA). The total number of viable (transparent) and non-viable (blue) cells were counted. The percentage of non-viable cells was calculated using the equation:

\[
\text{(Non-viable cell number ÷ total cell number) x 100}
\]

2.9. Preparation of cell extracts
60 mm culture dishes were placed on ice and the culture medium was removed. The cells were washed once with 2 ml of ice-cold 1X PBS pH 7.6. PBS was removed completely and 60 \(\mu\)l of cell lysis buffer (PBS pH 7.6, 1% Triton (Sigma), 0.5% deoxycholic acid (DOC, Sigma), 0.1% SDS (Bio-Rad Laboratories, CA, USA) containing protease inhibitors aprotinin (2 \(\mu\)g/ml, Sigma), leupeptin (1 \(\mu\)g/ml, Sigma), phenylmethylsulfonyl fluoride (PMSF, 1 mM, Sigma), and phosphatase inhibitors sodium fluoride (NaF, 5 mM, Sigma), sodium orthovanadate (Na\(_3\)VO\(_4\), 1 mM, Sigma), was added. Cells were scraped from the dishes using 39 cm cell scrapers (Sigma) incubated for five minutes on ice. The lysate was scraped down by placing the dishes vertically and transferred into a 1.5 ml eppendorf tube. The tubes were vortexed at high speed for 20 seconds, incubated on ice for 15 minutes and centrifuged at 14,000 r.p.m for 15 minutes in a Sigma 1-15K centrifuge (Sigma
Laborzentrifugen, Osterode am Harz, Germany). Supernatants were transferred to another sterile labelled eppendorf and stored at -70˚C until used.

2.10. Protein assay
The protein concentration of cell lysates was determined by using the DC Protein Assay (Bio-Rad Laboratories). A standard curve was prepared using Bovine Serum Albumin (BSA) as a protein standard, as outlined in Table 2.1 (below). Both the standards and the protein samples were analysed in duplicate.

<table>
<thead>
<tr>
<th>BSA concentration (mg/ml)</th>
<th>0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSA Stock Solution at 2mg/ml (µl)</td>
<td>0</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Lysis Buffer (µl)</td>
<td>50</td>
<td>45</td>
<td>40</td>
<td>35</td>
<td>30</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2.1. DC protein assay standard preparation.

5 µl of each BSA standard, and 2 µl of cell lysate plus 3 µl of cell lysis buffer (test samples) was pipetted into individual wells, in duplicate, in a flat-bottomed 96-well plate (Sarstedt). Buffer A’ was prepared by adding 20 µl of Reagent S to 1 ml of Reagent A. To each of the wells (standards and test samples) 25 µl of Buffer A’ was added. Then 200 µl of Buffer B was added to all the wells. The plate was incubated on the bench at room temperature for 15 minutes and the absorbance of each well was read at 490 nm using a Victor® 1420 Multilabel Counter (Wallac, MA, USA). Using MS Excel software, a linear standard curve was plotted of the absorbance versus BSA concentration. The R$^2$ value was calculated and any curves having a R$^2$ value below 0.95 were discarded, and the assay was repeated. Using MS Excel, the slope of the line was calculated, and the equation $y = mx + c$ (where $y$ = absorbance, $m$ = slope of the line, $x$ = BSA concentration and $c$ = line intercept on the y-axis) was used to calculate the protein concentration of individual cell lysates.

2.11. Sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE)
The Mini Protean III was used for gel electrophoresis. The running and the stacking gel were prepared as outlined in Table 2.2.
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Table 2.2. SDS-PAGE preparation.

<table>
<thead>
<tr>
<th>Running gel</th>
<th>10 mls/1mm gel (12%) (ml)</th>
<th>Stacking gel</th>
<th>2mls/gel (ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d.H2O</td>
<td>3.3</td>
<td>d.H2O</td>
<td>1.4</td>
</tr>
<tr>
<td>30% w/v acrylamide/bis-acrylamide</td>
<td>4</td>
<td>30% w/v acrylamide/bis-acrylamide</td>
<td>0.33</td>
</tr>
<tr>
<td>Tris 1.5 M, pH 8.8</td>
<td>2.5</td>
<td>Tris 1.0 M, pH 6.8</td>
<td>0.25</td>
</tr>
<tr>
<td>10% w/v SDS</td>
<td>0.1</td>
<td>10% w/v SDS</td>
<td>0.02</td>
</tr>
<tr>
<td>10% w/v APS</td>
<td>0.1</td>
<td>10% w/v APS</td>
<td>0.02</td>
</tr>
<tr>
<td>TEMED</td>
<td>0.004</td>
<td>TEMED</td>
<td>0.002</td>
</tr>
</tbody>
</table>

The components of the running gel were mixed well in a 50 ml falcon tube and pipetted in between the two glass plates and allowed to polymerise. The gel is overlaid with ethanol to exclude oxygen and promote polymerisation. It also prevents bubble formation and ensure a flat surface. After polymerisation the ethanol was removed. The gel surface was rinsed well, the stacking gel mixture was pipetted in between the plates and the comb of 1.0 mm width was inserted. Once the gel had polymerised the comb was removed and the wells were washed well.

For each sample prepared previously, a volume equivalent to 20 µg of protein was pipetted into small 0.5 ml PCR tubes. It was then mixed with 4X Laemmli SDS reducing buffer (62.5mM Tris-HCl pH 6.8, 20% glycerol, 2% SDS, 5% β-mercaptoethanol, 1% bromphenol blue) (Laemmli, 1970). Samples were boiled for five minutes to denature proteins, and were loaded on to the SDS-PAGE gel using Gel Saver II tips (Fisher Scientific, UK). Pre-stained broad-range protein marker of 5 µl (Fermentas) was loaded in the first well followed by samples. Empty wells were filled with 1X Laemmli SDS reducing buffer. Electrophoresis was carried out in 1X running buffer (19.2mM glycine, 2.5mM Tris, 0.01% SDS, pH 8.3) at 130V (current limit, 400 mA), for approximately 2.5-3 hours.

2.12. Western immunoblotting

Following electrophoresis, the SDS-PAGE gel was removed from the glass plates and submerged in 1X transfer buffer (19.2 mM glycine, 2.5 mM Tris, 20% methanol) thereby preventing it from drying out. Immobilon-P polyvinylidene fluoride (PVDF, Millipore, MA, USA) membrane was cut to the appropriate size and activated by
submerging in methanol, followed by dH2O and transfer buffer for three minute each. The Mini Trans-Blot® Cell System from Bio-Rad was used for all western immunoblotting procedures. The transfer cassette was assembled with its black side down followed by a sponge and a stack of five; cut Whatman filter papers soaked in used transfer buffer. The gel was placed on the filter paper and the activated PVDF membrane was positioned on the gel so that it completely covers the gel. A stack of five filter papers and a sponge is placed on top of the membrane and the cassette is closed. The PVDF membrane is placed on the cathode side and the SDS-PAGE gel on the anode side of the transfer apparatus.

The transfer apparatus was placed in the running tank, with an ice pack and filled with freshly-made ice-cold 1X transfer buffer. Transfer was carried out at 100V for 45 minutes. The transfer of proteins was confirmed by the presence of the pre-stained protein markers on the membrane. To visualise proteins transferred to the membrane, in certain cases the membranes were also stained with Ponceau S (Sigma) solution for 5 minutes and rinsed three times with T-TBS (100 mM Tris, 68 mM NaCl, 0.05% Tween-20) for 5 minutes on a rocker (Stuart Scientific, Surrey, UK) at medium speed, at room temperature.

The membranes were then blocked by incubating in blocking solution (100 mM Tris, 68 mM NaCl, 0.05% Tween-20, 5% w/v non-fat powdered milk) for one hour with rocking at room temperature. The membranes were probed with primary antibody by diluting the antibody solution to the appropriate dilution (shown in the Table 2.3) in 5% blocking solution. Membranes with the primary antibody solution were placed in plastic bags, heat-sealed using a vacuum sealer and placed on the rocker overnight at 4°C.
Primary antibodies that were bound to the membrane were detected using horseradish peroxidase (HRP)-linked secondary antibodies (Jackson ImmunoResearch Laboratories, Inc., PA, USA). The appropriate secondary antibody was diluted 1/10000 in 3% milk, and the membranes were incubated in this solution for one hour at room temperature with rocking. The membranes were then washed three times in T-TBS, for seven minutes each time. HRP activity was visualised using the ECL+ Western Blotting chemiluminescent detection system (Amersham Biosciences, Buckinghamshire, UK). 2 ml of detection solution was prepared for each membrane by combining reagent A and B in the ratio 1:40. The detection solution was then pipetted onto the membrane and incubated for 5 minutes. The membranes are then transferred to a film cassette (Sigma) and taken to the dark room. Kodak® BioMax MR Scientific Imaging Film (Sigma) was used to detect chemiluminescence emitted by the ECL+ reaction. The imaging film was developed using a CP1000 automatic film processor (Agfa, Mortsel, Belgium) with Devalex® X-ray developer and Fixaplus® X-ray fixer (both from Champion Photochemistry, Essex, UK).

<table>
<thead>
<tr>
<th>Primary antibody</th>
<th>Source (Company)</th>
<th>Protein size (kDa)</th>
<th>Secondary antibody</th>
<th>Working dilutions of primary antibody</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-Pol eta (B-7)</td>
<td>Santa Cruz</td>
<td>78</td>
<td>Anti-mouse</td>
<td>1:100</td>
</tr>
<tr>
<td>Anti-Cyclin E (M-20)</td>
<td>Santa Cruz</td>
<td>53</td>
<td>Anti-rabbit</td>
<td>1:1000</td>
</tr>
<tr>
<td>Anti-Cyclin B1</td>
<td>Thermo Scientific</td>
<td>62</td>
<td>Anti-rabbit</td>
<td>1:2000</td>
</tr>
<tr>
<td>Anti-phospho Ser317 Chk1</td>
<td>Cell Signaling</td>
<td>51</td>
<td>Anti-rabbit</td>
<td>1:1000</td>
</tr>
<tr>
<td>Anti-RPA2</td>
<td>Oncogene</td>
<td>34</td>
<td>Anti-mouse</td>
<td>1:4000</td>
</tr>
<tr>
<td>Anti-phospho Ser4/Ser8 RPA2</td>
<td>Bethyl Laboratories</td>
<td>34</td>
<td>Anti-rabbit</td>
<td>1:4000</td>
</tr>
<tr>
<td>Anti-phospho-H2AX (ser139) JBW301</td>
<td>Upstate</td>
<td>15</td>
<td>Mouse</td>
<td>1:2000</td>
</tr>
<tr>
<td>Anti-actin</td>
<td>Sigma</td>
<td>42</td>
<td>Rabbit</td>
<td>1/5000</td>
</tr>
</tbody>
</table>

Table 2.3. Primary and secondary antibodies used in western immunoblotting.

2.13. Cell cycle analysis by flow cytometry

Cells were seeded in 60 mm culture dishes for the respective timepoints. One hour prior to harvesting at individual timepoints, cells were pulse labelled with 10 μM bromodeoxyuridine (BrdU, Becton Dickinson Immunocytometry Systems, CA,
USA). To harvest cells for flow cytometry, culture medium was discarded and the cells were washed with 2 ml of pre-warmed 1X PBS. The PBS was removed, 500 µl of 2X trypsin-EDTA was added and cells were incubated for 5 minutes at room temperature. Trypsin was inactivated by the addition of 1.5 ml of complete cell culture medium, and the cells were transferred to a 15 ml tube. The cell pellet was collected by centrifuging the 15 ml tube at 1200 r.p.m for 5 minutes in a Rotanta 400 centrifuge. The cell pellet was resuspended in 1 ml of cold PBS, and the cells were fixed by the addition of 3 ml ice-cold 100% ethanol in a dropwise manner. Fixed cells were stored at -20° C. On the day of analysis, the cells were thawed at room temperature for 10 minutes and centrifuged at 1200 r.p.m for 10 minutes in a Rotanta 400 centrifuge. 1 ml 2N HCl/0.5% Triton X-100 was added in a dropwise manner to the cell pellet, and the cells were placed on the rocker at room temperature for 30 minutes. The cells were centrifuged at 1200 r.p.m. for 10 minutes, and HCl was neutralised by resuspending the cell pellet in 1 ml neutralising buffer (0.1 M Na$_2$B$_4$O$_7$.10H$_2$O, pH 8.5). Cells were transferred to a 1.5 ml eppendorf tube and centrifuged at 1000 r.p.m. for 10 minutes. The cells were permeabilised by resuspending the cell pellet in 1 ml PBS, 1% w/v BSA, 0.5% v/v Tween-20. 20 µl anti-BrdU-FITC antibody (Becton Dickinson Immunocytochemistry Systems, CA, USA) was added to all the samples, except to the control sample. The cells were then placed on a rocker at room temperature for 30 minutes in the dark. The cells were then washed by addition of 1 ml PBS, 1% w/v BSA, 0.5% v/v Tween-20. Cells were then centrifuged at 1200 r.p.m. for 5 minutes. Cellular DNA was stained by resuspending the cell pellet in 500 µl of propidium iodide containing RNase (PI/RNase Staining Buffer, Becton Dickinson Biosciences, NJ, USA), and incubated for 15 minutes in the dark. Analysis was done using a FACS Calibur flow cytometer (Becton Dickinson Biosciences). Data was analysed using Cell Quest™ software. Histograms were generated by plotting cell counts against PI content. BrdU profiles were generated by plotting PI content against FITC fluorescence using a scatter plot. The distribution of cells in each phase of the cell cycle was calculated using Cell Quest™ software, and is expressed as a percentage of the total number of cells analysed.
2.14. Immunofluorescence

Cells were grown on 22x 22 mm glass coverslips (BDH, Mumbai, India) placed in the 60 mm culture dishes. The coverslips were prepared by washing in dH2O and degreasing by placing in concentrated HCl overnight. The coverslips were rinsed with distilled H2O three times and then dried under UV light in the class III cell culture hood. Coverslips were stored in sterile petri dishes (Sigma) until required. Cells were pre-permeabilized using a hypotonic solution (20 mM HEPES (pH 8.0), 20 mM NaCl, 5 mM MgCl2) containing inhibitors of phosphatase (1 mM ATP, 0.1 mM Na3VO4, 1 mM NaF and 0.5% NP40) for 15 minutes on ice. The cells were then fixed in 4% (v/v) paraformaldehyde (PFA) in PBS for 10 min. Excess PFA was removed by rinsing the coverslips twice with 1X PBS. Coverslips were then stored at 4°C in PBS. On the day of immunostaining, PBS was removed and the coverslips were washed once with PBS. Cells were then permeabilized with 0.1% (v/v) Triton X-100 (Sigma) in PBS for 10 minutes and washed once with PBS. Cells were blocked for 30 minutes using a blocking solution (1% (w/v) BSA and 0.1% (v/v) Triton X-100) at room temperature. The cells were then incubated for 1 hour with 200 µl of the primary antibody, diluted in the blocking solution.

<table>
<thead>
<tr>
<th>Primary antibody</th>
<th>Dilution</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-phospho Ser4/Ser8 RPA p34</td>
<td>1:4000</td>
<td>Bethyl</td>
</tr>
<tr>
<td>Anti- Phospho-H2AX (ser139)</td>
<td>1:1000</td>
<td>Upstate</td>
</tr>
</tbody>
</table>

Table 2.4. Dilutions of the primary antibodies used for immunofluorescence.

The coverslips were washed twice in 1ml PBS for seven minutes. Secondary antibodies were diluted in blocking solution. 200 µl of the secondary antibody was added on the coverslips and incubated in the dark for 45 minutes.

<table>
<thead>
<tr>
<th>Secondary antibody</th>
<th>Dilution</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-rabbit - FITC</td>
<td>1:1000</td>
<td>Jackson Immunochemicals</td>
</tr>
<tr>
<td>Anti-mouse -Cy3</td>
<td>1:1000</td>
<td>Jackson Immunochemicals</td>
</tr>
</tbody>
</table>

Table 2.5. Dilutions of the secondary antibodies used for immunofluorescence.

The coverslips were washed twice in 1 ml PBS for seven minutes with rocking at room temperature in the dark.
Nuclear DNA was subsequently stained with DAPI (4',6-diamidino-2-phenylindole, Sigma, 100 ng/ml DAPI in dH2O) for five minutes in the dark. Coverslips were washed twice with PBS. A final rinse with water was done to completely remove the buffer attached to the coverslips. The coverslips were then inverted and mounted on SuperFrost glass slides (BDH) using SlowFade (Invitrogen). The edges of the coverslips were fixed on the slides using nail varnish. Slides were stored at 4° C. Immunofluorescence was visualised, at 100X magnification, using an Olympus fluorescence microscope. Images were analysed using CellR imaging software (Olympus, Essex, UK). About 200 cells were counted per coverslip and the number of cells positive for nuclear foci was determined. The percentage of cells with foci was calculated using the equation:

\[
\text{(Number of cells with foci ÷ total number of cells counted)} \times 100
\]
Chapter 3: Results
Platinum-based drugs such as cisplatin and carboplatin induce DNA damage by forming adducts, and inhibit DNA replication (Wang and Lippard, 2005). Bypass of cisplatin-induced intrastrand crosslinks by specialised DNA polymerases such as DNA pol η is one way in which cells can tolerate DNA damage by platinum-based drugs. Studies have reported the effects of cisplatin-induced DNA damage on various cell types (Section 1.12) (Basu and Krishnamurthy, 2010) but only a few studies have reported the effects of cisplatin on pol η-deficient cells (Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009) and none reported the role played by pol η in response to cisplatin in different cell cycle stages. Hence, in this study, the cell cycle phase-dependence of cisplatin and carboplatin sensitivity, and cell cycle arrest was investigated in pol η-deficient (XP30R0) cells and pol η-expressing (TR30-2) cells. Downstream DNA damage responses were also characterised following treatment of cells in different phases of cell cycle with cisplatin and carboplatin.

3.1. Pol η expression in XP30R0 and TR30-2 cells

In the present study, two cell lines were used: XP30R0 cells which lack pol η, as a result of a 13-base pair deletion in exon 2 of the POLH gene which encodes pol η (Johnson et al., 1999, Masutani et al., 2000) and TR30-2 cells, which were derived from XP30R0 cells by stable transfection with the wild-type POLH gene. To verify the expression of pol η protein in the XP30R0 and TR30-2 cells used in this study, western blotting was performed. Pol η protein was undetectable by western blotting in XP30R0 cell extracts, and was detectable in TR30-2 cell extracts, as indicated by the presence of a band corresponding to the expected molecular size of human pol η (78 kDa) using anti-pol η antibody (Figure 3.1.)
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Figure 3.1. Pol η expression in XP30R0 and TR30-2 cells. XP30R0 and TR30-2 cell extracts were prepared. Proteins were analysed by SDS-PAGE and Western blotting using an anti-pol η antibody. β-actin was used as a loading control. The blot shown is representative of data obtained from three independent experiments.

3.2. Analysis of nocodazole toxicity

In the present study, nocodazole was used to generate populations of XP30R0 and TR30-2 cells enriched in the G1-, S- or M-phases. The effect of nocodazole on cell viability was first determined using the trypan blue dye-exclusion assay in order to define a dose of nocodazole, which was not highly toxic to these cell lines, and was compatible to recovery of viable cells to allow release of cells into the cell cycle. The trypan blue dye-exclusion assay differentiates between viable and non-viable cells as non-viable cells display increased cell membrane permeability, thus allowing the dye to enter. Non-viable cells therefore are stained blue, while viable cells exclude the dye and appear as unstained cells.

XP30R0 and TR30-2 cells did not differ in sensitivity to nocodazole (Figure 3.2). The percentage of non-viable XP30RO cells following treatment with 0.1 μM nocodazole for 16 hours was 17%, compared to 4% for control cells (Figure 3.2). 16 hours after treatment with 0.3 μM nocodazole, 21% of XP30RO cells were non-viable while after exposure to 0.5 μM nocodazole, 47% of XP30RO cells were non-viable.

The percentage of non-viable TR30-2 cells following treatment with 0.1 μM nocodazole for 16 hours was 15%, compared to 4% of control cells (Figure 3.2). 16 hours after treatment with 0.3 μM nocodazole, 19% of TR30-2 cells were non-viable, while after 0.5 μM nocodazole, 45% of TR30-2 cells were non-viable (Figure 3.2).
Thus, following exposure to 0.1 µM nocodazole for 16 hours 82% of cells were viable (Figure 3.2). Following longer exposure to 0.1 µM nocodazole, for 36 hours, XP30R0 and TR30-2, cell viability was reduced by approximately 45% in both cell lines (data not shown).

![Graph showing sensitivity of XP30R0 and TR30-2 cells to nocodazole](image)

**Figure 3.2. Dose-dependence of nocodazole-toxicity in XP30R0 and TR30-2 cells.** Cells were either untreated (control 1), mock-treated (control 2) or treated with 0.1-0.5 µM nocodazole. The graph presents the percentage of non-viable cells in the total cell population (both adherent and in suspension) at the time of harvest. Cells were incubated with trypan blue dye and scored as either viable or non-viable. The data presented is the mean of three experiments. Error bars represent one standard deviation.

### 3.3. Cell synchronisation using nocodazole

Based on the cell viability data shown in figure 3.2, XP30R0 and TR30-2 were exposed to 0.1 µM nocodazole for 16 hours to synchronise cells in M-phase (Oakley et al., 2001, Oakley et al., 2003, Harper, 2005, Harper and Elledge, 2007, Stephan et al., 2009). Nocodazole arrests cells in mitosis as formation of metaphase spindles is inhibited and cells are therefore arrested in pro-metaphase (Harper, 2005). XP30R0 and TR30-2 cells were treated with 0.1 µM nocodazole for 16 hours and cell synchronisation was analysed by flow cytometry. Mitotic cells were collected by the shake-off method, as the nocodazole-treated cells rounded up and could be readily...
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detached from the flask. As determined by flow cytometry, this procedure generated an enriched M-phase population (91% in M-phase in XP30R0 cells; 87% in M-phase in TR30-2 cells) suitable for use in further experiments. Cells arrested in mitosis were represented by a single peak at 4N DNA content consistent with arrest in mitosis (Figure 3.3, right panels). Cells having more than 4N DNA content was observed in mitotic shake-off cells which could be due to endoreduplication.

As an alternative to nocodazole arrest, the effectiveness of thymidine block to synchronise XP30R0 and TR30-2 cells in G1/S-transition was also examined (Bostock et al., 1971). However, the use of double-thymidine block was not effective in synchronising XP30R0 cells at the G1/S border (data not shown).

Flow cytometry cannot distinguish G2- and M-phase cells containing (4N) DNA content.
Figure 3.3. Cell synchronisation using nocodazole. (A) XP30R0 and TR30-2 cells were treated with nocodazole (0.1 μM) for 16 hours to obtain a synchronous mitotic population. Asynchronous cells were collected by trypsinisation, and mitotic cells were collected by shake-off method from separate dishes. Cells were analysed by flow cytometry using a FACS Calibur instrument, and data was analysed using Cell Quest™ software. Ungated profiles are shown. The percentage of cells in each phase was marked and only the percentage of the cells marked by the markers ‘G1’, ‘S’ and ‘G2+M’ were used in calculating the final distribution. Data represents an average of three experiments +/- one standard deviation.
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3.3.1. Effect of nocodazole treatment on subsequent cell cycle progression

Since the objective of the present study was to investigate the cell cycle-dependence of the effects of platinum-based drugs, nocodazole arrest and release was used to generate cell populations enriched in the G1-, S- or M-phases. To determine whether treatment with nocodazole alone affected subsequent progression through the cell cycle, the ability of mitotic cells released from nocodazole arrest to progress into the G1- and S-phases was compared to that of mitotic cells collected by shake-off from an asynchronously growing culture in the absence of nocodazole treatment. The yield of mitotic cells obtained following nocodazole treatment was 4.5-fold higher than the mitotic cells obtained from shake-off of asynchronously growing cells, without prior nocodazole treatment (Table 3.1). The doubling time of XP30R0 was approximately 24 hours, as the cells completed one full cell cycle as derived from cell numbers in figure 3.3.1A. Nocodazole was removed from the cells by washing cells in serum-free media. Cells were harvested at 6, 12, 24 and 36 hours after reseeding of the mitotic cells. Mitotic cells collected from asynchronously growing cultures, and following nocodazole treatment progressed into G1-phase and continued into the cell cycle (Figure 3.3). While the percentage of cells in S-phase, 24 hours after re-seeding, was higher in cells released from nocodazole arrest compared to mitotic cells reseeded from asynchronously growing cultures, overall, release from nocodazole arrest did not affect cell cycle progression significantly in XP30R0 cells (Figure 3.3.1A and B).

Table 3.1. Number of cells collected by shake-off with or without nocodazole treatment.

<table>
<thead>
<tr>
<th>Cell type</th>
<th>Nocodazole</th>
<th>Cell number</th>
</tr>
</thead>
<tbody>
<tr>
<td>XP30R0</td>
<td>+</td>
<td>7x10^6</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>1.55 x10^6</td>
</tr>
</tbody>
</table>
Figure 3.3.1. Time-course of release from nocodazole arrest. Cell cycle progression of mitotic cells (M) collected by mitotic shake-off, either (A) following nocodazole treatment or (B) from normal cell cultures without prior nocodazole treatment. Cells were collected, reseeded and harvested at 6, 12, 24 and 36 hours following mitotic shake-off. Cells were gated in the overlay plots. The percentage in each cell cycle phase is shown; data is an average of three experiments.

3.3.2. Identification of G1- and S-phase cells, post-nocodazole treatment and release

XP30R0 and TR30-2 cells were synchronised in mitosis using nocodazole, and collected by the shake-off method as shown in figure 3.3.2. Nocodazole was then removed by washing the mitotic cells in nocodazole-free media. The synchronous mitotic cells were reseeded in drug-free medium, and harvested at specific time points to obtain a cell population enriched in cells in either G1- or S-phase. The cells were cultured for 6, 8, 12 or 15 hours and analysed by flow cytometry (Figure 3.3.2). The representative histograms shown were not gated. Only the percentage of cells marked in each phase was calculated. Six hours after release from nocodazole arrest, the percentage of XP30R0 and TR30-2 cells in G1-phase was similar, with an average of 72% of XP30R0 cells and 76% of TR30-2 cells in this phase (Figure 3.2.2). 12 hours after release from nocodazole, 53% of XP30R0 cells and 54% of TR30-2 cells were in S-phase, (Figure 3.3.2). It should be noted that not all cells had exited M-phase upon release from nocodazole for 6 hours (Figure 3.3.2); about 21% of cells remained in
M-phase (Figure 3.3.2). Nonetheless release of cells for 6 hours or 12 hours generated cell populations that were enriched in G1- or S-phase cells, respectively (Figure 3.3.2). These will be referred to as ‘G1-phase’ and ‘S-phase’ cells respectively in subsequent experiments.

![Figure 3.3.2. Cell cycle progression after release from nocodazole arrest.](image)

**Figure 3.3.2. Cell cycle progression after release from nocodazole arrest.** (A) XP30R0 cells and (B) TR30-2 cells were cultured for 24 hours. Cells were treated with nocodazole (0.1 μM) for 16 hours. Mitotic cells were collected by the shake-off method. The drug was removed by washing the cells in serum-free media. The cells were reseeded in drug-free medium for 6, 8, 12 or 15 hours. Flow cytometry was used to analyse cell cycle distribution using a FACS calibur instrument, and data was analysed using Cell Quest™ software. The representative histograms shown were not gated. The percentage of cells marked in each phase was calculated. Data represents an average of three experiments +/- one standard deviation.

### 3.4. Cell cycle-dependence of cisplatin and carboplatin toxicity

To investigate the cell cycle dependence of cisplatin and carboplatin toxicity, XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM). These doses were previously determined to be equitoxic by the XTT cell viability assay, in experiments using asynchronously growing XP30RO cells (Cruet-Hennequart et al., 2009). Following treatment of asynchronously growing XP30R0
cells with cisplatin for 24 hours, viability was reduced to 45% (Figure 3.4A) consistent with previous reports (Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009). TR30-2 cells were more resistant to cisplatin than XP30R0 cells (Figure 3.4A). Following carboplatin treatment viability of asynchronously growing XP30R0 cells reduced to 36% compared to 52% in TR30-2 cells. While under these conditions, cells were slightly more sensitive to 50 μM carboplatin than to 1.66 μM cisplatin but no statistically significant. The observed toxicity was in general agreement with previous studies using XP30RO cells (Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009) (Figure 3.4A). There was no statistically significant difference between XP30R0 and TR30-2 cells.

To investigate the cell cycle phase-dependence of cisplatin and carboplatin toxicity the viability of cells treated with cisplatin or carboplatin in the G1-, S- or M-phases was determined. Following cisplatin treatment, viability of XP30R0 cells treated in G1-phase was 35%, compared to 51% in TR30-2 cells (p<0.05; Figure 3.4). The viability of XP30R0 cells treated in S-phase was 15% compared to 43% in TR30-2 cells (p<0.005; Figure 3.4). When cells were treated in M-phase, viability was 45% in XP30RO cells compared to 55% in TR30-2 cells. Statistically significant differences were observed in the viability of XP30R0 cells and TR30-2 cells when the cells were largely in G1- or S-phase at the time of treatment with cisplatin (Figure 3.4B). Overall, XP30R0 cells treated with cisplatin in S-phase were more sensitive compared to G1- and M-phase cells. The biggest difference between XP30RO and TR30-2 cells was observed in cells that were treated in S-phase.

Following carboplatin treatment, the viability of XP30R0 cells treated in G1-phase was 30% compared to 45% in TR30-2 cells (p<0.05; Figure 3.4). The viability of XP30R0 cells treated in S-phase was 12%, compared to 34% in TR30-2 cells (p<0.005; Figure 3.4). When cells were treated in M-phase viability was 35% in XP30RO cells compared to 47% in TR30-2 cells (Figure 3.4). Again, as in the case of cisplatin treatment, these was a statistically significant difference in cell viability between XP30R0 and TR30-2 cells treated with carboplatin in the G1- or S-phase (Figure 3.4C), and XP30R0 cells treated with carboplatin in S-phase were sensitive than cells treated in the G1- and M-phases.
Overall, both XP30R0 and TR30-2 cells treated in S-phase were more sensitive to cisplatin and carboplatin compared to cells in G1- or M-phase at the time of treatment (p<0.005). The S-phase sensitivity occurred in both pol η-deficient and pol η-expressing cells, but the effect was more pronounced in XP30R0 cells, indicating a role for pol η in modulating the toxic effects of cisplatin and carboplatin in S-phase cells (Figure 3.4D and E).
Figure 3.4. Analysis of cell viability following treatment of cells at different phases of the cell cycle with either cisplatin or carboplatin. (A) Asynchronous populations of XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM) for 24 hours. The drugs were removed, and $5 \times 10^3$ cells were reseeded in 96-well plates and incubated for 4 days. Cell viability was determined using the XTT assay. B and D, viability of XP30R0 and TR30-2 cells in the G1-, S- or M-phase of the cell cycle treated with cisplatin for 24 hours. C and E, viability of XP30R0 and TR30-2 cells in the G1-, S- or M-phase of the cell cycle treated with carboplatin for 24 hours. Each data point represents a mean of three experiments, and error bars represent one standard deviation. Significant differences in cell viability between XP30R0 and TR30-2 cells treated at the G1-, S- and M-phase of the cell cycle were determined using Students t-test and Anova, and are shown by * (p<0.05) and ** (p<0.005).
Results

Summary

XP30R0 cells were more sensitive to cisplatin and carboplatin treatment than TR30-2 cells, and XP30R0 cells in S-phase at the time of treatment were more sensitive to cisplatin and carboplatin compared to cells in G1- or M-phase. The enhanced sensitivity of S-phase cells was stronger in polη-deficient XP30RO cells.
3.5. Characterisation of the effects of cisplatin and carboplatin on cell cycle progression and DNA damage responses in G1-phase cells

As outlined above, to obtain cells in enriched in G1-phase cells, following nocodazole arrest, mitotic cells were collected by shake-off, washed, reseeded and harvested 6 hours later. The experiments described in this section were performed on XP30R0 and TR30-2 cells treated with cisplatin and carboplatin when the cells were in G1-phase.

3.5.1. Effect of cisplatin and carboplatin on cell cycle progression in G1-phase cells lacking or expressing DNA pol η

XP30R0 and TR30-2 cells in G1-phase were treated with cisplatin or carboplatin to investigate the effect on cell cycle progression after treating cells in G1-phase. XP30R0 and TR30-2 cells were synchronised using nocodazole as described in Section 3.3.2. Mitotic cells collected through the shake-off method were reseeded. After 6 hours, G1-phase cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM), and harvested after 12, 24 and 36 hours. Cell cycle progression was analysed using flow cytometry, as shown in figure. 3.5.1A. Western blot analysis showed the absence of pol η in XP30R0 cells, and expression of pol η in TR30-2, up to 36 hours post-treatment (Figure 3.5.1B). The percentage of cells in each cell cycle phase was determined using Cell Quest™ and is shown graphically in figure 3.5.2A (cisplatin-treated cells) and figure 3.5.2B (carboplatin-treated cells). Both G2- and M-phase cells were included in the population of cells with 4N DNA content. The sub G1 population was gated and only the ungated cell population was used for calculating the percentage of cells in each phase of the cell cycle.

The major effects on cell cycle progression when XP30R0 cells in G1-phase were treated with cisplatin were (i) an increased percentage of cells in G1-phase 12 hours after treatment, compared to untreated cells. This is consistent with a delay in exiting G1-phase (Figure 3.5.1.1A, panel 1), and (ii) delayed progression through S-phase for up to 36 hours after exposure, shown by a statistically significant increase in the percentage of cells remaining in S-phase at 24 and 36 hours post-treatment (Figure 3.5.1.1A, panel 3). Consistent with arrest of cell cycle progression, and failure of cells
to complete the cell cycle and re-enter G1-phase, the percentage of cells in G1-phase was reduced at later times (24 and 36 hours) after cisplatin treatment (Figure 3.5.1.1A, panel 1). The effect of cisplatin on cell cycle progression in G1-phase TR30-2 cells that express pol η was broadly similar to that of pol η-deficient cells, in that at later times (24 and 36 hours) post-treatment, the percentage of cells in S-phase was increased compared to controls (Figure 3.5.1.1A, panel 3) consistent with cell arrest in S-phase. However, there was no statistically significant difference in the percentage of cells in G1-phase 12 hours post cisplatin in TR30-2 cells, unlike the case in XP30R0 cells.

The effect of carboplatin on G1-phase XP30R0 cells was generally comparable to that of cisplatin, in that exit from G1-phase was delayed, evidenced by an increased percentage of cells in G1-phase at 12 hours post-treatment (Figure 3.5.1.1B, panel 1), and arrest of cells in S-phase, shown by a significant increase in the percentage of cells remaining in S-phase. Thus, compared to untreated cells, 24 hours after cisplatin treatment, there was an 8-fold increase in the percentage of cells in S-phase and at 36 hours there was a 2.6-fold increase (Figure 3.5.1.1B, panel 3). In the case of carboplatin treatment, there was a difference in the response of XP30R0 and TR30-2 cells, in that there was no difference in the percentage in S-phase at 12 hours in TR30-2 cells (Figure 3.5.1.1B, panel 4), while a statistically significant difference was observed in XP30R0 cells (Figure 3.5.1.1B, panel 3).
Figure 3.5.1. Cell cycle distribution of XP30R0 and TR30-2 cells in G1-phase treated with cisplatin or carboplatin. (A) XP30R0 and TR30-2 cells in G1-phase were treated with cisplatin (1.66 μM) or carboplatin (50 μM). Cells were harvested at 0 (G1-phase cells), 12, 24 and 36 hours post-treatment. The cells were stained with propidium iodide and analysed by flow cytometry. The histogram profiles show the distribution of cells in different phases of the cell cycle, including mitotic shake-off cells (M). (B) Western blot analysis of pol η expression in XP30R0 and TR30-2 cells, without or with cisplatin treatment. Actin was used as a loading control.
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<table>
<thead>
<tr>
<th></th>
<th>XP30R0</th>
<th>Cisplatin</th>
<th>TR30-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Percentage of cells in G1</td>
<td>Percentage of cells in G1</td>
<td>Percentage of cells in G1</td>
</tr>
<tr>
<td></td>
<td><img src="image1" alt="Graph" /></td>
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<td><img src="image3" alt="Graph" /></td>
</tr>
<tr>
<td>2</td>
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<td>Percentage of cells in S</td>
<td>Percentage of cells in S</td>
</tr>
<tr>
<td></td>
<td><img src="image4" alt="Graph" /></td>
<td><img src="image5" alt="Graph" /></td>
<td><img src="image6" alt="Graph" /></td>
</tr>
<tr>
<td>3</td>
<td>Percentage of cells in G2+M</td>
<td>Percentage of cells in G2+M</td>
<td>Percentage of cells in G2+M</td>
</tr>
<tr>
<td></td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
<td><img src="image9" alt="Graph" /></td>
</tr>
</tbody>
</table>
Figure 3.5.1.1. Bar graphs showing percentage of XP30R0 and TR30-2 cells in each cell cycle phase, following treatment of G1-phase cells with cisplatin or carboplatin. Bar graphs shows the percentage of XP30R0 and TR30-2 cells in each phase of the cell cycle, in (A) control (untreated), and cisplatin-treated cells, and in (B) control and carboplatin-treated cells. Each data point represents a mean of three experiments; error bars represent one standard deviation. Statistically significant differences in the percentage of cells in G1- and S-phase XP30R0 and TR30-2 cells between control and post-cisplatin or carboplatin treatment, were determined using Student t-test, and are shown by * (p< 0.05) and ** (p< 0.005).
Results

Summary

Following treatment of G1-phase XP30R0 and TR30-2 cells with cisplatin and carboplatin, the strongest effect observed was prolonged arrest in S-phase, for up to 36 hours post-treatment. When cisplatin-treated G1-phase XP30R0 cells were compared to TR30-2 cells, the percentage of cells in G1-phase was slightly higher at 12 hours post-cisplatin and -carboplatin treatments in XP30R0 cells.

3.5.2. BrdU incorporation after cisplatin and carboplatin treatment of G1-phase cells lacking or expressing DNA pol η

BrdU is a thymidine analogue that can be incorporated into newly synthesised DNA instead of thymidine during replication in S-phase (Hyatt and Beebe, 1992). Anti-BrdU-specific antibodies are used to detect BrdU incorporation in cells that are actively replicating DNA (Hyatt and Beebe, 1992). To investigate the effect of treating G1-phase cells with cisplatin or carboplatin on DNA replication, XP30R0 and TR30-2 cells were treated with cisplatin or carboplatin and harvested after 0 hours (‘S-phase cells’), and after 12, 24 and 36 hours. Cells were pulse-labelled with BrdU one hour prior to harvesting at the respective time points. BrdU incorporation was analysed using flow cytometry (Figure 3.5.2A).

In untreated XP30R0 cells, there was an increase in the percentage of BrdU-positive cells from 10% to 35%, 12 hours after release from nocodazole arrest (Figure 3.5.2B, panel 1). This is consistent with entry of cells into S-phase, as shown above by propidium iodide staining and FACS analysis (Figure 3.5.1A and 3.5.1.1). Consistent with progress through S-phase, 24 hours after G1-phase, the percentage of BrdU-positive control cells decreased (Figure 3.5.2B, panel 1 and 3). Treatment with cisplatin or carboplatin did not change the percentage of BrdU-positive cells 12 hours post-treatment, although the distribution of labelled cells was shifted towards early S-phase cells (Figure 3.5.2B, panel 1 and 3). The major effects of cisplatin and carboplatin on BrdU incorporation in XP30R0 cells was that BrdU incorporation was sustained up to 24 hours following drug treatment, while at this time, control cells had exited S-phase (Figure 3.5.2B, panel 1 and 3). This is consistent with S-phase arrest, as shown by an increased percentage of cells in S-phase 24 hours after treatment.
(Figure 3.5.2B, panel 1 and 3). By 36 hours, control cells had returned to S-phase, reflected by an increase in the percentage of BrdU-positive cells, while in drug-treated cells, the percentage of BrdU-positive cells was greatly reduced, reflecting continued arrest of cells in S-phase, associated with inhibition of ongoing DNA replication (Figure 3.5.2B, panel 1 and 3).

In TR30-2 cells that express pol η, the pattern of BrdU incorporation was broadly similar. Control cells showed an increased in the percentage of BrdU cells at 12 hours (Figure 3.5.2B, panel 2 and 4), consistent with the majority of cells being in S-phase (Figure 3.5.2B, panel 2 and 4). However, following cisplatin and carboplatin treatment, the percentage of BrdU–positive cells increased at 24 hours relative to untreated cells, consistent with S-phase arrest in these cells (Figure 3.5.2B, panel 2 and 4). At 36 hours post-treatment, the difference between the percentage of BrdU-positive cells between control and cisplatin- or carboplatin-treated cells was less pronounced in TR30-2 than in XP30R0 cells (Figure 3.5.2B, panel 2 and 4). This may reflect ongoing DNA replication at late times post-exposure in pol η-expressing cells; however the basis of this difference requires further investigation.
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Figure 3.5.2. BrdU incorporation in XP30R0 and TR30-2 cells treated with cisplatin or carboplatin in G1-phase. (A) XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM) in G1-phase, and harvested at 12, 24 and 36 hours post-treatment. Cells were pulse-labelled with BrdU 1 hour prior to harvesting at the respective time-points. The cells were stained with propidium iodide and with FITC-labelled anti-BrdU antibody, and analysed by flow cytometry. Dual-labelling plots of BrdU-positive staining versus propidium iodide staining are shown. (B) Bar graphs show the percentage of BrdU-positive cells in control (untreated), and cisplatin- or carboplatin-treated XP30R0 and TR30-2 cells. Each data point represents a mean of three experiments; error bars represent one standard deviation. Significant differences in the percentage of BrdU-positive XP30R0 and TR30-2 cells post-cisplatin-or carboplatin treatment compared to control cells, determined using Student t-test, are shown by * (p< 0.05) ** (p< 0.005).

Summary

Following treatment with cisplatin or carboplatin in G1-phase, BrdU-positive XP30R0 and TR30-2 cells accumulated up to 24 hours post-treatment, when untreated cells were no longer strongly labelled. The percentage of BrdU-positive pol η-deficient XP30R0 cells was increased compared to the percentage of TR30-2 cells, consistent with a role for pol η in S-phase progression.
3.5.3. Expression of cyclin B and cyclin E after treatment of G1-phase XP30R0 and TR30-2 cells with cisplatin

To further characterise the effect of cisplatin on cell cycle progression, G1-phase XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM), and the levels of cyclin B and cyclin E were analysed by western blotting. Cyclin B and cyclin E play an important role in G2/M (Hyatt and Beebe, 1992) and G1/S (Sheaff et al., 1997) transitions, respectively. Cell extracts were prepared 12, 24 and 36 hours post-treatment, and the levels of cyclins B and E were analysed by SDS-PAGE and Western blotting. In the present study, only cyclin B and cyclin E expression was characterised (Cruet-Hennequart et al., 2009).

The levels of cyclin B and cyclin E varied between control XP30R0 and TR30-2 cells and cisplatin-treated cells, as determined using densitometric analysis of western blots. In both untreated XP30R0 cells and TR30-2 cells, cyclin E and cyclin B expression increased at 12 hours as cells progressed through S-phase and into G2/M (Figure 3.5.3 A and B). However, in cisplatin-treated G1-phase XP30R0 and TR30-2 cells, expression of both cyclin E and cyclin B was lower at 12 hours compared to control cells, consistent with delayed cell cycle progression (Figure 3.5.3 A and B). The peak of cyclin B expression in XP30R0 cells following cisplatin treatment was at 36 hours (Figure 3.5.3B, panel 1) while in the case of TR30-2 cells, expression was similar at 24 and 36 hours post-treatment (Figure 3.5.3B, panel 2).

Following cisplatin treatment, cyclin E expression in XP30R0 cells was highest at 24 and 36 hours post-treatment (Figure 3.5.3B, panel 3), while in the case of TR30-2 cells, the highest-level occurred at 36 hours (Figure 3.5.3B, panel 4). Pol η-dependence was observed in cisplatin-treated TR30-2 cells where cyclin B expression peaked at 24 hours (Figure 3.5.3B, panel 2), while in XP30R0 cells at 36 hours (Figure 3.5.3B, panel 1). In cisplatin-treated TR30-2 cells, cyclin E expression was highest at 36 hours (Figure 3.5.3B, panel 4), while in XP30R0 this occurred at 24 and 36 hours (Figure 3.5.3B, panel 3).

Overall, the major effect of cisplatin on cyclin B and cyclin E levels was to delay the timing of peak expression compared to untreated cells, in particular in pol η-deficient XP30RO cells (Cruet-Hennequart et al., 2009). This is consistent with delayed cell cycle progression as shown by flow cytometry in the previous section.
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Figure 3.5.3. Effect of cisplatin treatment on cyclin B and cyclin E expression.
(A) G1-phase XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) and harvested after 12, 24 and 36 hours. Cell extracts were analysed by SDS-PAGE and western blotting. Panels 1, 2 and 3 show western blots of cyclin B, cyclin E and actin respectively. Western blots are representative of three experiments. (B) Graph, calculated using densitometry analysis, represents expression of cyclin B in XP30R0 and TR30-2 cells treated with cisplatin (panel 1 and 2), and expression of cyclin E in XP30R0 and TR30-2 cells treated with cisplatin (panel 3 and 4). Cyclin band
intensities were normalised to the respective actin levels in the sample. The values are an average of data from three experiments, and error bars represent one standard deviation. There was no statistical significance observed between control and cisplatin-treated cells.

3.5.4. Expression of cyclin B and cyclin E after treatment of G1-phase XP30R0 and TR30-2 cells with carboplatin

XP30R0 and TR30-2 cells were treated with carboplatin (50 μM) and the expression of cyclins B and E was analysed. As was the case following cisplatin treatment, expression of cyclins B and E varied between control cells and carboplatin-treated cells in both XP30R0 and TR30-2 cells (Figure 3.10A).

In both control XP30R0 and TR30-2 cells, cyclin E and cyclin B expression increased at 12 hours as the cells progressed through S-phase and into G2/M (Figure 3.5.4 A and B). However, following treatment of G1-phase XP30R0 and TR30-2 cells with carboplatin, cyclin E and cyclin B expression was lower at 12 hours compared to control cells, consistent with delayed cell cycle progression (Figure 3.5.4A and B). In XP30R0 cells following carboplatin treatment, cyclin B expression peaked at 24 and 36 hours (Figure 3.5.4B, panel 1), while in TR30-2 cells the expression peaked at 24 hours but was reduced at 36 hours (Figure 3.5.4B, panel 2).

In both XP30R0 and TR30-2 cells following carboplatin treatment, cyclin E expression peaked at 36 hours (Figure 3.5.4B, panel 3 and 4). However, the level of cyclin E was considerably higher at the time of treatment (T0) in TR30-2 cells compared to XP30R0 cells (Figure. 3.5.4B). Overall, as in the case of cisplatin treatment, following treatment of G1-phase cells with carboplatin treatment, the peak of expression of cyclins E and B was delayed, consistent with cell cycle arrest, and this effect was more pronounced in polη-deficient cells.
Figure 3.5.4. Effect of carboplatin treatment on cyclin B and cyclin E levels. (A) G1-phase XP30R0 and TR30-2 cells were treated with carboplatin (50 μM) and harvested at 12, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of cyclin B, cyclin E and actin respectively. Western blots are representative of three experiments. (B) Graph, calculated using densitometry analysis, represents expression of cyclin B in XP30R0 and TR30-2 cells treated with carboplatin (panel 1 and 2), and expression of...
cycclin E in XP30R0 and TR30-2 treated with carboplatin (panel 3 and 4). Cycclin band intensities were normalised to the respective actin levels in the sample. The values are an average of data from three experiments, and error bars represent one standard deviation. There was no statistical significance observed between control and carboplatin-treated cells.

3.6. Activation of DNA damage responses

3.6.1. H2AX phosphorylation in cisplatin- and carboplatin-treated G1-phase XP30R0 cells

As shown above, cisplatin and carboplatin cause replication arrest, which can lead to replication fork collapse, thereby generating DNA strand breaks (Burma et al., 2001). In response to DNA strand breaks, histone H2AX is phosphorylated by ATM at serine 139, generating γH2AX (Kobayashi et al., 2009). To investigate cisplatin- or carboplatin-induced H2AX phosphorylation, pol η-deficient XP30R0 cells in G1-phase were treated with cisplatin or carboplatin, and harvested after 12, 18, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. In control XP30R0 cells (Figure 3.6.1A and B, panel 1, lanes 1-5) no phosphorylation of H2AX on serine 139 was detected. In cisplatin-treated cells, phosphorylation of H2AX occurred at 12 hours and the protein remained phosphorylated up to 36 hours post-treatment (Figure 3.6.1A, panel 1, lanes 6-9). In the case of carboplatin treatment, phosphorylation of H2AX on serine 139 was also detected at 12 hours, increased at 18 hours, and the protein remained phosphorylated for up to 36 hours (Figure 3.6.1B, panel 1, lanes 6-9). H2AX phosphorylation was only detected only in pol η-deficient XP30R0 cells.
Fig 3.6.1. H2AX phosphorylation in cisplatin and carboplatin-treated G1-phase XP30R0 cells. G1-phase XP30R0 cells were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 12, 18, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. The upper panel in A and B show H2AX phosphorylated at serine 139, detected using an anti-γH2AX antibody. Actin was used as a loading control. Western blots are representative of three independent experiments.

3.6.1.1 Nuclear staining for γH2AX in cisplatin- and carboplatin-treated G1-phase XP30R0 cells.

To further investigate cisplatin- and carboplatin-induced H2AX phosphorylation associated with cell cycle arrest, immunofluorescence staining for γH2AX was carried following treatment of G1-phase XP30R0 cells with cisplatin (1.66 μM) or carboplatin (50 μM). As shown by Western blotting, there was strong induction of H2AX phosphorylation in both cisplatin-and carboplatin-treated cells up to 36 hours post-treatment (Figure 3.6.1A and B). Consistent with this, in control cells, at 12 hours post mock-treatment, little γH2AX staining was detectable by
immunofluorescence, indicating that release from nocodazole does not generate significant levels of strand breaks. 24 and 36 hours post mock-treatment, 8% and 3% of cells were γH2AX-positive, respectively (Figure 3.6.1.1A and B, panel 1 and 2). In the case of cisplatin-and carboplatin-treated cells, 25% of the total cells counted were stained positively for γH2AX 12 hours post-treatment (p<0.0005 versus control), 35% were γH2AX-positive 24 hours post-treatment (p<0.0005 versus control), and 20% of the total cells counted were positive for γH2AX staining 36 hours post-treatment (p<0.0005 versus control) (Figure 3.6.1.1B, panel 1 and 2).

γH2AX staining was detected at 12 hours post-treatment consistent with the formation of cisplatin and carboplatin-induced DNA strand breaks, possibly due to the replication fork collapse as a result of arrest in S-phase. γH2AX staining was found to be increased at 24 hours and was still detectable at 36 hours post-treatment with cisplatin and carboplatin, consistent with continued arrest of cells in S-phase as shown by flow cytometry (Figure 3.5.1.1A and B, panel 3) (Cruet-Hennequart et al., 2008). The percentage of γH2AX-stained cells was found to be similar in cisplatin -and carboplatin-treated cells (Figure 3.6.1.1B, panel 1 and 2). All values in treated cells were significantly different from the corresponding untreated samples (p<0.0005).
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Figure 3.6.1.1. Nuclear γH2AX staining following treatment of G1-phase XP30R0 cells with cisplatin and carboplatin. (A) XP30R0 cells in G1-phase were treated with cisplatin or carboplatin. (B) Bar graph represents the percentage of cells positive for γH2AX staining post treatment with (1) cisplatin or (2) carboplatin. Cells were grown on glass coverslips in culture medium, and treated with cisplatin (1.66 μM) or carboplatin (50 μM) for 12, 24 and 36 hours. Cells were stained for H2AX phosphorylated at serine139 using a phosphospecific antibody, and detected using a FITC-labelled secondary antibody. DNA was counter-stained using DAPI. The total number of cells counted was 200. The number of cells positive for nuclear γH2AX staining was counted and expressed as a percentage of the total number of cells counted. Each data point represents an average of three experiments, and error bars represent one standard deviation. Significant differences between the percentage of γH2AX-positive control and drug-treated cells were determined using Students t-test, and are shown by *** (p< 0.0005).

3.6.2. Phosphorylation of RPA2 on serine 4/serine 8 in cisplatin- and carboplatin-treated G1-phase XP30R0 and TR30-2 cells

Cisplatin activates PIK kinase-dependent DNA damage responses, leading to phosphorylation of a number of substrates including RPA2 and Chk1 (Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009). In response to DNA damage, RPA2 is phosphorylated on N-terminal serines 4, 8 and 33 and on threonine 21 (Binz et al., 2004). Cisplatin-induced RPA2 phosphorylation on serine 4/serine 8 was enhanced in pol η-deficient XP30R0 cells compared to normal GM00637 cells expressing pol η (Cruet-Hennequart et al., 2008). To investigate the relationship between RPA2 phosphorylation and cell cycle phase at the time of treatment, cells in G1-phase were treated with cisplatin or carboplatin. The pol η-dependence of this
Results

response was investigated by comparison of RPA2 phosphorylation on serine 4/serine 8 between XP30R0 and TR30-2 cells. Cells in G1-phase were treated with cisplatin or carboplatin, and harvested 12, 24 or 36 hours later. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. RPA2 phosphorylated on serine 4/serine 8 in XP30R0 cells was strongly detected at 24 and 36 hours post-cisplatin and carboplatin treatment (Figure 3.6.2A and B, panel 2, lanes 6 and 7). The peak of carboplatin-induced RPA2 phosphorylation was later than that of cisplatin-induced RPA2 phosphorylation, consistent with reported data on platinum-induced RPA2 phosphorylation in asynchronously growing XP30RO cells (Cruet-Hennequart et al., 2009). In the case of TR30-2 cells, the level of RPA2 phosphorylation on serine 4/serine 8 was reduced compared to that in XP30R0 cells, 24 and 36 hours post-cisplatin and carboplatin treatment (Figure 3.6.2A and B, panels 2, lanes 13 and 14). Thus, while RPA2 serine 4/serine 8 phosphorylation was detected in both XP30R0 and TR30-2 cells at 24 and 36 hours post-treatment with both cisplatin and carboplatin, RPA2 phosphorylation was more strongly induced in pol η-deficient cells. This may be consistent with a role for RPA phosphorylation in repair of double strand breaks occurring as a result of replication fork collapse (Cruet-Hennequart et al., 2006) in cells arrested in S-phase (Figure 3.5.1.1A and B, panel 3). In cells lacking pol η, fork stalling at sites of lesions, and fork collapse are enhanced (Cruet-Hennequart et al., 2008).
3.6.2. Time-course of RPA2 phosphorylation in G1-phase XP30R0 and TR30-2 cells treated with cisplatin and carboplatin. XP30R0 and TR30-2 cells in G1-phase were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 12, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 shows Western blots of RPA2, RPA2 phosphorylated on serine 4/serine 8, and β-actin, respectively. Western blots are representative of three experiments.

3.6.2.1. Nuclear RPA2 serine 4/serine 8 staining in cisplatin- and carboplatin-treated G1-phase XP30R0 cells

To further investigate RPA2 phosphorylation in G1 phase XP30R0 cells following treatment with cisplatin (1.66 μM) or carboplatin (50 μM), immunofluorescence staining of RPA2 phosphorylated on serine 4/serine 8 was carried out. RPA2 phosphorylation on serine 4/serine 8 was detectable by immunofluorescence after treatment of G1-phase XP30R0 cells with cisplatin and carboplatin. In control cells at 12 hours post-mock treatment, there was no detectable staining of phosphorylated
serine 4/serine 8 on RPA2, whereas at 24 and 36 hours post-mock treatment about 5% cells stained positive for phosphorylated serine 4/serine 8 on RPA2 (Figure 3.6.2.1A and B). Phosphoserine 4/serine 8 staining was first detectable at 24 hours post-cisplatin treatment, and was sustained for up to 36 hours. About 20% of cells were positive for RPA2 phosphorylation by 36 hours (Figure 3.6.2.1B, panel 1). RPA2 phosphorylation post-carboplatin was delayed relative to cisplatin-induced RPA2 phosphorylation (Figure 3.6.2.1B, panel 3) with the peak of RPA2-positive cells occurring after 36 hours (Figure 3.6.2.1B, panel 2). This is consistent with Western blot data (Figure 3.6.2A and B) and with previous reports (Cruet-Hennequart et al., 2009). The basis of the difference in the timing of RPA2 phosphorylation after carboplatin compared to cisplatin is not clear, but may reflect differential use of specific repair pathways in response to carboplatin compared to cisplatin (Cruet-Hennequart et al., 2009). Overall, the immunofluorescence data supports the interpretation that RPA2 phosphorylation on serine 4/serine 8 is a relatively late event after cisplatin or carboplatin treatment, and is sustained for up to 36 hours.

The differences between the frequency of cisplatin- or carboplatin-treated RPA phosphoserine 4/serine 8-positive XP30R0 cells and control cells were statistically significant (Fig. 3.6.2.1.). A significant difference between the percentage of RPA phosphoserine 4/serine 8 positive cisplatin-treated and carboplatin-treated XP30R0 cells was also observed at 24 hours post-treatment (Fig. 3.6.2.1.).
### Results

<table>
<thead>
<tr>
<th></th>
<th>DAPI</th>
<th>Phosphoser4/ser8 RPA2</th>
<th>Merge</th>
</tr>
</thead>
<tbody>
<tr>
<td>T12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T12</td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
<td></td>
<td></td>
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<td></td>
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<td></td>
<td></td>
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<td></td>
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</tr>
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</tr>
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</tr>
<tr>
<td>T36</td>
<td></td>
<td></td>
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</tr>
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<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.6.2.1. Detection of nuclear serine4/serine8 phosphorylated RPA2 staining in XP30R0 cells. (A) XP30R0 cells in G1-phase were treated with cisplatin (1.66 μM) or carboplatin (50 μM). Cells were grown on glass coverslips in culture medium and treated with cisplatin or carboplatin for 12, 24 and 36 hours. Cells were stained for phosphoserine 4/serine 8 RPA2 using a phosphospecific antibody, and staining was detected using a FITC-labelled secondary antibody. DNA was counterstained using DAPI. (B) The bar graphs show the percentage of cells positive for RPA2 phosphorylated on serine 4/serine 8. The number of cells positive for nuclear phosphoserine 4/serine 8 RPA2 staining were counted and expressed as a percentage of the total number of cells counted. (1) Percentage of control or cisplatin-treated XP30R0 cells positive for nuclear phosphoserine 4/serine 8 RPA2 staining; (2) percentage of control and carboplatin-treated XP30R0 cells positive for phosphoserine 4/serine 8 RPA2 staining; (3) comparison of RPA2 phosphorylation in cisplatin- and carboplatin-treated XP30R0 cells. Each data point represents an average of three experiments, and error bars represent one standard deviation. Significant differences in phosphoserine 4/serine 8 RPA2 staining between control and drug-treated cells, and between cisplatin- and carboplatin-treated cells were determined using Students t-test, and are shown by * (p< 0.05) and ** (p< 0.005).
3.6.2.2. Effect of inhibition of PIK kinases or CDKs on cisplatin-and carboplatin-induced RPA2 hyperphosphorylation in G1-phase XP30R0 cells

PIK kinases including ATM, ATR and DNA-PK, are a family of serine/threonine protein kinases that phosphorylate downstream targets in response to DNA damage (Lempiainen and Halazonetis, 2009) (Section 1.8.2.1). ATR, is activated following damage-induced replication arrest while ATM and DNA-PK are activated by DNA strand breaks (Abraham, 2004). RPA2 is phosphorylated by CDKs on serine 23 and serine 29 (Stephan et al., 2009) during the normal cell cycle. Serine 23 phosphorylation occurs in S-phase while serine 29 phosphorylation may occur in M-phase (Stephan et al., 2009). In the case of phosphorylation of RPA2 on serine 4/serine 8, it is known that this is DNA-PK-dependent (Section 1.9.3). To investigate the roles of DNA-PK, ATM and CDKs in cisplatin- and carboplatin-induced RPA2 phosphorylation on serine 4/serine 8, XP30R0 cells were co-treated with cisplatin or carboplatin and with either NU7441, a small molecule inhibitor of DNA-PKcs; with KU55933, an inhibitor of ATM kinase (Veuger et al., 2003, Hickson et al., 2004, Cowell et al., 2005), or with roscovitine, an inhibitor of CDK1/2 (Anantha et al., 2007, Stephan et al., 2009). The IC$_{50}$ value for the inhibition of ATR kinase activity by NU7441 and KU55933 is greater than 100 μM (Veuger et al., 2003, Hickson et al., 2004, Cowell et al., 2005); at the dose of 10 μM used in the present study, ATR should not be inhibited by either NU7441 or KU55933. Phosphorylation of RPA2 on serine 4/serine 8 was detected in cells treated with cisplatin and carboplatin (Figure 3.6.2.2A and B, panel 1, lane 3, 6 and 9). When cells were co-treated with either cisplatin or carboplatin and with NU7441, damage-induced phosphorylation of RPA2 was reduced, consistent with previous reports that DNA-PK plays an important role in cisplatin-induced phosphorylation of RPA2 on serine 4/serine 8 (Cruet-Hennequart et al., 2009) (Figure 3.6.2.2A and B, panel 1, lane 2).

There was no reduction in RPA2 phosphorylation in cells treated with cisplatin or carboplatin and KU55933, compared to the corresponding cisplatin- or carboplatin-treated cells (Figure 3.6.2.2A, panel 1, lane 5 and 6), which indicates that ATM does not play a role in phosphorylation of cisplatin- or carboplatin-induced RPA2 on serine 4/serine 8, consistent with previous reports (Cruet-Hennequart et al., 2008). There was also a reduction in RPA2 phosphorylation when cisplatin- or carboplatin-treated cells were co-treated with roscovitine (Figure 3.6.2.2A, panel 1, lane 8 and 9),
indicating that inhibition of CDK1/2 by roscovitine also inhibited cisplatin- and carboplatin- induced RPA2 phosphorylation on serine 4/serine 8. While there is currently no evidence that CDKs directly phosphorylate RPA2 on serine 4/serine 8, this may be consistent with a requirement for phosphorylation of RPA2 on serine 23 or serine 29 before serine 4/serine 8 phosphorylation can occur (Olson et al., 2006, Anantha et al., 2008). In all cases following treatment with inhibitor alone (NU7441 or KU55933 or roscovitine) resulted in RPA2 phosphorylation.

### Figure 3.6.2.2. Effect of NU7441, KU55933 and roscovitine on cisplatin- and carboplatin-induced RPA2 phosphorylation in XP30R0 cells treated in G1-phase.

Western blots of XP30R0 cells treated in G1-phase with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) in the presence or absence of NU7441 (10 μM); KU55933 (10 μM), or roscovitine (15 μM), for 24 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 shows Western blots of RPA2 phosphorylated at serine 4/serine 8, RPA2 and β-actin respectively. Western blots are representative of three experiments.
3.6.3. The timing of cisplatin- and carboplatin-induced Chk1 and RPA2 phosphorylation in XP30R0 cells treated in G1-phase

DNA replication arrest results in the ATR-mediated phosphorylation of the checkpoint kinase, Chk1, as well as phosphorylation of RPA2 in a DNA-PK-dependent manner (Zhou and Elledge, 2000, Matsuoka et al., 2007). ATR-mediated phosphorylation of Chk1 on serine 317 regulates replication arrest and entry into mitosis (Matsuoka et al., 2007, Cimprich and Cortez, 2008). To compare the timing of Chk1 and RPA2 phosphorylation, pol η-deficient XP30R0 cells in G1-phase were treated with cisplatin (1.66 μM) or carboplatin (50 μM). Cells were harvested after 12, 18, 24 and 36 hours. Cell extracts were analysed by SDS-PAGE and Western blotting. In control XP30R0 cells (Figure 3.6.3A and B, panel 2, lanes 1-5), slight phosphorylation of Chk1 was detectable at 18 hours post-treatment (Figure 3.6.3A and B, panel 2, lane 3). In both cisplatin- and carboplatin-treated cells, phosphorylation of Chk1 was detected at 12 hours, increased at 18 hours and the protein remained phosphorylated for up to 24 hours (Figure 3.6.3A and B, panel 2, lane 6, 7 and 8). At 36 hours, Chk1 phosphorylation was strongly reduced (Figure 3.6.3A and B, panel 2, lane 9).

In control cells, no phosphorylation of RPA2 at serine 4/serine 8 was detected (Figure 3.6.3A and B, panel 3, lanes 1-5). In cisplatin-treated cells, phosphorylation of RPA2 at serine 4/serine 8 was not detected at 12 hours but was detectable at 18 hours and increased at 24 and 36 hours (Figure 3.6.3A, panel 3, lanes 6-9). In carboplatin-treated cells, phosphorylation of RPA2 at serine 4/serine 8 was not detected at 12 hours post-treatment but was detected at 18 hours, and increased at 24 and 36 hours (Figure 3.6.3B, panel 3, lanes 6-9).

Phosphorylation of Chk1 was an earlier event, and was detected at 12 hours post-treatment of G1-phase XP30R0 cells with both cisplatin and carboplatin, while RPA2 phosphorylation on serine 4/serine 8 was a later event and was detected at 18 hours post-treatment with both cisplatin and carboplatin. Thus, the peak of Chk1 phosphorylation at serine 317 clearly precedes the peak of RPA2 phosphorylation on serine 4/serine 8, and activation of the ATR-mediated Chk1 checkpoint precedes DNA-PK-dependent RPA2 phosphorylation. This is consistent with blockage of replication fork progression occurring in S-phase phase cells, which may result in
generation of strand breaks that activate RPA2 phosphorylation (Cruet-Hennequart et al., 2008).

Figure 3.6.3. Chk1 and RPA2 phosphorylation in cisplatin and carboplatin-treated G1-phase XP30R0 cells. G1-phase XP30R0 cells were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 12, 18, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of Chk1, Chk1 phosphorylated at serine 317, RPA2 phosphorylated at serine 4/serine 8, and β-actin, respectively. Western blots are representative of three experiments.
**Summary of effects of cisplatin and carboplatin on G1-phase cells.**

XP30R0 cells were more sensitive to cisplatin and carboplatin treatment, compared to TR30-2 cells. Cells treated in S-phase were more sensitive to cisplatin and carboplatin compared to cells treated in G1 and M-phase. Analysis of cell cycle progression showed that XP30R0 cells had a slight delay in exiting G1-phase following treatment compared to TR30-2 cells. Both XP30R0 and TR30-2 cells were strongly arrested in S-phase post-cisplatin and carboplatin-treatment, but the percentage of S-phase accumulation was significantly higher in XP30RO cells compared to TR30-2 cells, consistent with a role for pol η in cell cycle progression in S-phase. The expression of cyclin B and E was altered post treatment compared to the control cells in both XP30R0 and TR30-2 cells. In XP30R0 cells cisplatin- and carboplatin-induced RPA2 phosphorylated on serine 4/serine 8 was strongly detected at 24 and 36 hours, by both Western blotting and IF. In TR30-2 cells, the level of platinum-induced RPA2 phosphorylation on serine 4/serine 8 was reduced compared to XP30RO cells. RPA2 phosphorylation on serine 4/serine 8 was a late event, compared to phosphorylation of Chk1 on serine 317. Chk1 phosphorylation was detected 12 hours post-treatment of G1-phase XP30R0 cells, while RPA2 phosphorylation on serine 4/serine 8 was a later event peaking at 24 to 36 hours post-treatment. γH2AX staining was detected at all timepoints post-treatment with both cisplatin- and carboplatin. DNA-PK and CDK1/2 play an important role in cisplatin- and carboplatin-induced phosphorylation of RPA2 in G1-phase XP30R0 cells. On the other hand, ATM did not play a role in the phosphorylation of RPA2.
3.7. Characterisation of the effects of cisplatin and carboplatin on cell cycle progression and DNA damage responses in S-phase cells

As explained earlier (Section 3.3.2), to obtain cells enriched in S-phase cells, following nocodazole arrest, mitotic cells were collected by shake-off, washed, reseeded and harvested 12 hours later. The experiments described in this section were performed on XP30R0 and TR30-2 cells treated with cisplatin and carboplatin when in S-phase.

3.7.1. Effect of cisplatin and carboplatin on cell cycle progression in S-phase cells lacking or expressing DNA pol η

XP30R0 and TR30-2 cells in S-phase were treated with cisplatin or carboplatin to investigate the effect on cell cycle progression after treating S-phase cells with cisplatin and carboplatin. XP30R0 and TR30-2 cells were synchronised using nocodazole as described in Section 3.3. Mitotic cells were collected following shake-off and reseeded. 12 hours after release from nocodazole, cells in S-phase were treated with cisplatin (1.66 μM) or carboplatin (50 μM), and harvested after 0 (S-phase cells), 12, 24 and 36 hours. The absence of pol η expression in XP30R0 cells; expression of pol η in TR30-2 cells was confirmed by Western blotting. Cell cycle progression was analysed using flow cytometry (Figure 3.7.1A), and the percentage of cells in each cell cycle phase was determined using Cell Quest™ (Figure 3.7.1.1A and B). Both G2- and M-phase cells were included in the population of cells with 4N DNA content.

As shown in figure 3.7.1A, at T0, corresponding to 12 hours after release from nocodazole arrest, the majority of XP30R0 and TR30-2 cells were in S-phase, as determined using PI staining and flow cytometry. After a further 12 hours, cells were in G2- and M-phases. By 24 and 36 hours, cells had returned to a distribution typical of asynchronously growing XP30R0 and TR30-2 cells (Figure 3.7.1A, panel 1). The major effect of cisplatin on S-phase XP30R0 cells was induction of a strong delay in S-phase progression. The percentage of cells in S-phase increased compared to untreated cells, 12 hours after treatment. This increase was sustained for up to 36 hours post-treatment (Figure 3.7.1.1A, panel 3). The difference between the percentage of untreated and cisplatin-treated cells in S-phase was statistically
significant at 12, 24 and 36 hours post-treatment. Prolonged S-phase arrest and delayed cell cycle progression is supported by the fact that the percentage of cells in G1-phase was greatly reduced 36 hours after cisplatin-treatment (Figure 3.7.1.1A, panel 1), while the percentage of cells in G2+M-phases was increased significantly (Figure 3.7.1.1A, panel 5). Overall, the data indicates that cisplatin induces prolonged arrest in S-phase, with delayed progression through cell cycle, such that cells have not re-entered G1-phase by 36 hours (Figure 3.7.1.1A, panel 1).

When XP30R0 cells were treated with carboplatin, initially cell cycle progression was less strongly inhibited, compared to post cisplatin treatment (Figure 3.7.1A). 36 hours after carboplatin treatment, the percentage of cells in S-phase was significantly increased compared to control cells (Figure 3.7.1.1B, panel 3). This could indicate that S-phase arrest is more pronounced if cells re-enter S-phase during the second cell cycle following carboplatin exposure. In the case of TR30-2 cells, cisplatin and carboplatin had less dramatic effects on cell cycle progression. There was no significant difference between the percentage of control and cisplatin-treated (Figure 3.7.1.1A, compare panels 2 and 6) or carboplatin-treated cells (Figure 3.7.1.1B, compare panels 2 and 6), except in the percentage of cells in S-phase 36 hours post-treatment. At this time, there was a significant difference between the percentage of cells in S-phase in cisplatin-treated (Figure 3.7.1.1A, panel 4) and carboplatin-treated cells compared to untreated cells. Again, this may be indicative of arrest in S-phase during a second cell cycle (Figure 3.7.1.1B, panel 4). This effect was seen in other studies when cells were treated with O⁶ methylguanine leads to reduced replication rate in the second cell cycle (Mojas et al., 2007). Pol η may play a role in replication of damaged DNA generated upon exposure of S-phase cells in TR30-2 cells.
Results

Figure 3.7.1. Cell cycle distribution of XP30R0 and TR30-2 cells in S-phase treated with cisplatin or carboplatin. (A) XP30R0 and TR30-2 cells in S-phase were treated with cisplatin (1.66 μM) or carboplatin (50 μM). Cells were harvested at 0 (S-phase cells), 12, 24 and 36 hours post-treatment. The cells were stained with propidium iodide and analysed by flow cytometry. The histogram profiles show the distribution of cells in different phases of the cell cycle, including mitotic shake-off cells (M). (B) Western blot analysis of pol η expression in XP30RO and TR30-2 cells, without or with drug treatment. Actin was used a loading control.
Results
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Figure 3.7.1.1. Bar graphs showing percentage of XP30R0 and TR30-2 cells in each cell cycle phase, following treatment of S-phase cells with cisplatin or carboplatin. (A) Bar graphs shows the percentage of XP30R0 and TR30-2 cells in each phase of the cell cycle, (A) in control (untreated), and cisplatin-treated cells, and (B) in control and carboplatin-treated cells. Each data point represents a mean of three experiments; error bars represent one standard deviation. Statistically significant differences in the percentage of cells in S-phase in XP30R0 and TR30-2 cells between control and post-cisplatin or carboplatin treatment, were determined using Student t-test, and are shown by * (p< 0.05) and ** (p< 0.005).
Summary

Following treatment of S-phase XP30R0 cells with cisplatin, cells were strongly arrested in S-phase. Up to 24 hours following carboplatin treatment, S-phase arrest was less pronounced than following cisplatin treatment. However, at 36 hours post-treatment, cells strongly arrested in S-phase, possibly due to effects in cells undergoing a second round of replication. Cisplatin- and carboplatin-induced cell cycle arrest was reduced in TR30-2 cells expressing polη compared to the polη-deficient cell line, but cells arrested in S-phase, 36 hours post-treatment.

3.7.2. BrdU incorporation after cisplatin and carboplatin treatment at S-phase cells lacking or expressing DNA pol η

To investigate the effect on DNA replication of treating cells in S-phase with cisplatin or carboplatin, XP30R0 and TR30-2 cells were treated with cisplatin or carboplatin and harvested after 0 (S-phase cells), 12, 24 and 36 hours. Cells were pulse-labelled with BrdU one hour prior to harvesting at the respective timepoints. BrdU incorporation was analysed using flow cytometry (Figure 3.7.2A), and the percentage of cells incorporating BrdU was determined (Figure 3.7.2B).

In untreated XP30R0 cells the percentage of BrdU-positive cells decreased from 70% at the time of treatment to 30% after 12 hours (Figure 3.7.2B, panels 1 and 3), consistent with cells exiting S-phase and entering G2/M, as shown also using propidium iodide staining (Figure 3.7.1A). The major effects of cisplatin on BrdU incorporation in XP30R0 cells were a decrease in the overall level of BrdU incorporated, and an increase in the percentage of BrdU-positive cells 12, 24 and 36 hours following drug treatment. This is consistent with arrest of cells in S-phase, while control cells exit S-phase (Figure 3.7.2B, panel 1). The increased percentage of cells in S-phase is consistent with S-phase arrest (Figure 3.7.2B, panel 1). However, following treatment of S-phase XP30R0 cells with carboplatin, a statistically significant difference in the percentage of BrdU-positive cells between control and treated cells was only observed at 36 hours post-treatment (Figure 3.7.2B, panel 3). In TR30-2 cells expressing pol η, the pattern of BrdU incorporation was broadly similar. Control cells showed a high percentage of BrdU-positive cells at T0 (Figure
3.7.2B, panel 2 and 4), when the majority of cells were in S-phase, and 12 hours later the percentage of BrdU-positive cells decreased as cells exited S-phase (Figure 3.7.2B, panel 2 and 4). However, following cisplatin and carboplatin treatment, a statistically significant difference between the percentages of BrdU-positive cells in control and treated cells were only observed at 36 hours post-treatment. Thus, there was a difference between S-phase XP30R0 and TR30-2 cells treated with cisplatin (Figure 3.7.2B, panel 1 and 2), in that of the percentage of BrdU-positive cells was increased over controls by cisplatin treatment in XP30RO cells at 12, 24 and 36 hours post-treatment, but not in TR30-2 cells. This may reflect reduced S-phase arrest in pol η-expressing cells at the earlier timepoints, consistent with data from PI staining (Figure 3.7.1).
Results

Figure 3.7.2. BrdU incorporation in XP30R0 and TR30-2 cells treated with cisplatin or carboplatin in S-phase. (A) XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM) in S-phase, and harvested at 0, 12, 24 and 36 hours post-treatment. Cells were pulse-labelled with BrdU 1 hour prior to harvesting at the respective time-points. The cells were stained with propidium iodide and with FITC-labelled anti-BrdU antibody, and analysed by flow cytometry. Dual-labelling plots of BrdU-positive staining versus propidium iodide staining are shown. (B) Bar graphs show the percentage of BrdU-positive cells in control (untreated), and cisplatin- or carboplatin-treated XP30R0 and TR30-2 cells. Each data point represents a mean of three experiments; error bars represent one standard deviation. Significant differences in the percentage of BrdU-positive XP30R0 and TR30-2 cells post-cisplatin-or carboplatin treatment compared to control cells, determined using Student t-test, are shown by * (p< 0.05).

Summary

When S-phase XP30R0 cells were treated with cisplatin, the percentage of BrdU-positive cells was increased over control cells, between 12 and 36 hours post-exposure, indicative of arrest of cells in S-phase. Following carboplatin treatment, the percentage of BrdU-positive cells was statistically different from control values only at 36 hours post-treatment. The extent of arrest in S-phase was less in TR30-2
cells than in XP30RO cells, consistent with a role for pol η in ongoing DNA synthesis in S-phase.

3.7.3. Expression of cyclin B and cyclin E after treatment of S-phase XP30R0 and TR30-2 cells with cisplatin

To further characterise the effect of cisplatin on cell cycle progression, XP30R0 and TR30-2 cells, in S-phase were treated with cisplatin (1.66 μM), and the levels of cyclin B and cyclin E were analysed, by SDS-PAGE and western blotting, 12, 24 and 36 hours post-treatment. Levels of cyclin B and cyclin E varied between control cells and cisplatin-treated XP30R0 and TR30-2 cells, as determined using densitometric analysis of the western blots.

In untreated XP30R0 cells cyclin B expression was low, when cells were in S-phase (T0) and increased 24 and 36 hours later, as cells progressed through S-phase and into G2/M (Figure 3.7.3B, panel 1). Following treatment with cisplatin, cyclin B expression did not change significantly, as cells were arrested in S- and G2/M-phases (Figure 3.7.3B, panel 1). In untreated TR30-2 cells, cyclin B expression increased with time. Following cisplatin treatment cyclin B expression was lower at 36 hours compared to control cells, consistent with cells being arrested in S-phase (Figure 3.7.3B, panel 2).

In untreated XP30R0 cells, cyclin E expression decreased at 12 hours as cells exited S-phase, and increased at 24 and 36 hours, consistent with cell cycle progression. Following cisplatin treatment, cyclin E expression remained unaltered between 12 and 36 hours post-treatment, as cells were arrested in S-phase (Figure 3.7.3B, panel 3). In TR30-2 cells, following cisplatin treatment, cyclin E expression was slightly higher at 36 hours compared to 24 hours, consistent with S-phase arrest (Figure 3.7.3B, panel 4). Overall, the level of cyclin E in S-phase cells was generally higher in TR30-2 cells than in XP30RO cells; however, the basis of this difference was not investigated further.
Figure 3.7.3. Effect of cisplatin on cyclin B and cyclin E expression. (A) S-phase XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) and harvested after 0, 12, 24 and 36 hours. Cell extracts were analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of cyclin B, cyclin E and actin respectively. Cyclin B and cyclin E expression was compared between control and cisplatin-treated in both XP30R0 and TR30-2 cells. Western blots are representative of three experiments. (B) Graph, calculated using densitometry analysis, represents expression of cyclin B in XP30R0 and TR30-2 treated with cisplatin (panel 1 and 2)
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and cyclin E in XP30R0 and TR30-2 treated with cisplatin (panel 3 and 4) normalised to the respective actin levels in the sample. The values are an average of data from three experiments and error bars represent one standard deviation. There was no statistical significance observed between control and cisplatin-treated cells.

3.7.4. Expression of cyclin B and cyclin E after treatment of S-phase XP30R0 and TR30-2 cells with carboplatin

XP30R0 and TR30-2, cells were treated with carboplatin (50 μM) and the expression of cyclins B and E were analysed by Western blotting. Expression of cyclins B and E varied between the control cells and carboplatin-treated population in both XP30R0 and TR30-2 cells (Figure 3.20A), as determined by densitometric analysis of the Western blots.

In untreated XP30R0 cells, cyclin B expression was low when cells were in S-phase (T0) and increased at 24 and 36 hours as the cells progressed through the cell cycle (Figure 3.7.4B, panel 1). Following carboplatin treatment, cyclin B expression increased at 24 and 36 hours as the cells progressed through S-phase and into G2/M but decreased slightly at 36 hours (Figure 3.7.4B, panel 1). In untreated TR30-2 cells, cyclin B expression increased with time, while following carboplatin treatment, cyclin B expression decreased at 36 hours consistent with cells being arrested in S-phase (Figure 3.7.4B, panel 2). Cyclin E expression in XP30R0 control cells, decreased after 12 hours, as cells had exited S-phase, and increased at 24 and 36 hours consistent with ongoing cell cycle progression (Figure 3.7.4B, panel 3). Following carboplatin treatment, the level of cyclin E was lower at 24 and 36 hours post-treatment in XP30R0 cells, consistent with a delay in cell cycle progression in these cells (Figure 3.7.4B, panel 3 and 4).
Figure 3.9.4. Effect of carboplatin on cyclin B and cyclin E levels. (A) S-phase XP30R0 and TR30-2 cells were treated with carboplatin (50 μM) and harvested at 0, 12, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of cyclin B, cycin E and actin...
respectively. Cyclin B and cyclin E expression was compared between control and carboplatin-treated in XP30R0 and TR30-2 cells. Western blots are representative of three experiments. (B) Graph, calculated using densitometry analysis, represents expression of cyclin B in XP30R0 and TR30-2 treated with carboplatin (panel 1 and 2) and cyclin E in XP30R0 and TR30-2 treated with carboplatin (panel 3 and 4) normalised to the respective actin levels in the sample. The values are an average of data from three experiments and error bars represent one standard deviation. There was no statistical significance observed between control and carboplatin-treated cells.

3.8. Activation of DNA damage responses

3.8.1. H2AX phosphorylation in cisplatin- and carboplatin-treated S-phase XP30R0 cells

Histone H2AX is phosphorylated at serine 139 in response to DNA strand breaks, generating γH2AX (Rogakou et al., 1998, Kobayashi et al., 2009). To investigate H2AX phosphorylation in S-phase cells, pol η-deficient XP30R0 cells were released from nocodazole arrest for 12 hours and treated with cisplatin (1.66 μM) or carboplatin (50 μM). Cells in S-phase were treated with drug, and cell extracts were prepared 0, 12, 18, 24 and 36 hours later and analysed by SDS-PAGE and Western blotting. In control XP30R0 cells (Figure 3.8.1A and B, panel 1, lanes 1-5), no γH2AX was detectable by Western blotting. Following treatment of cells with cisplatin or carboplatin, H2AX phosphorylation was strongly induced by 12 hours and sustained for up to 36 hours post-treatment (Figure 3.8.1A and B, panel 1, lanes 6-9). The timing of γH2AX formation is consistent with induction of DNA strand breaks in S-phase cells as a result of prolonged replication arrest. A contribution of DNA repair, in particular ICL repair, can also not be ruled out.
3.8.1. H2AX phosphorylation in cisplatin- and carboplatin-treated S-phase XP30R0 cells. S-phase XP30R0 cells were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 0, 12, 18, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panel 1 shows Western blot of H2AX phosphorylated at serine 139 detected using anti-γH2AX antibody. Actin was used as a loading control. Western blots are representative of three experiments.

3.8.1.1. Nuclear staining for γH2AX in cisplatin- and carboplatin-treated S-phase XP30R0 cells

To further investigate γH2AX induction, immunofluorescence staining of γH2AX was carried out, following treatment of S-phase XP30R0 cells with cisplatin (1.66 μM) or carboplatin (50 μM). As shown by Western blotting, H2AX phosphorylation was induced in both cisplatin- and carboplatin-treated cells, up to 36 hours post-treatment (Figure 3.8.1A and B). However, Western blotting does not provide information on the fraction of cells showing γH2AX staining. To determine the percentage of cells that showed H2AX phosphorylation, all γH2AX stained cells were scored as γH2AX-positive, whether staining was in discrete foci or pan-nuclear. In control cells, 12 hours post mock-treatment, 3% of cells were γH2AX-positive, while 24 and 36 hours
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post mock-treatment, 5% and 2% cells were γH2AX positive, respectively (Figure 3.8.1.1B, panel 1 and 2). Thus the background of γH2AX-positive XP30RO cells in the S-phase population is low. Following cisplatin-treatment, 20% of cells were γH2AX-positive 12 hours post-treatment. 28% were γH2AX-positive 24 hours post-treatment (p<0.005 versus control), and 32% were γH2AX- positive 36 hours post-treatment (p<0.05 versus control) (Figure 3.8.1.1B, panel 1). Following carboplatin-treatment, there was an increase in γH2AX staining up to 36 hours. 14% of cells were γH2AX-positive 12 hours post-treatment, 23% were positive for γH2AX 24 hours post-treatment (p<0.005 versus control) and 28% were γH2AX-positive after 36 hours post-treatment (p<0.005 versus control) (Figure 3.8.1.1B, panel 2). Thus, the peak of cisplatin- and carboplatin-induced γH2AX staining was at 36 hours (Figure 3.8.1.1B). There were statistically significant differences between the percentage of γH2AX-positive cells in controls and cisplatin- or carboplatin-treated XP30R0 cells, at 24 and 36 hours post treatment.
<table>
<thead>
<tr>
<th></th>
<th>DAPI</th>
<th>γH2AX</th>
<th>Merge</th>
</tr>
</thead>
<tbody>
<tr>
<td>T12 Control</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T12 Cisplatin</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T12 Carboplatin</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T24 Control</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T24 Cisplatin</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T24 Carboplatin</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T36 Control</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T36 Cisplatin</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
<tr>
<td>T36 Carboplatin</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
<td>![Image](91x85 to 453x768)</td>
</tr>
</tbody>
</table>
Figure 3.8.1.1. Detection of nuclear γH2AX staining following treatment of S-phase XP30R0 cells with cisplatin and carboplatin. (A) XP30R0 cells were treated with cisplatin or carboplatin in S-phase. (B) Bar graph represents the percentage of cells positive for γH2AX staining post treatment with (1) cisplatin or (2) carboplatin compared to untreated cells. Cells were grown on glass coverslips in culture medium and treated with cisplatin (1.66 μM) or carboplatin (50 μM) for 12, 24 and 36 hours. Cells were stained for H2AX phosphorylated at serine 139 using a phosphospecific antibody, and detected using a FITC-labelled secondary antibody. DNA was counterstained using DAPI. The number of cells positive for nuclear γH2AX staining was counted and is expressed as a percentage of the total number of cells counted. Each data point represents an average of three experiments, and error bars represent one standard deviation. Significant differences in γH2AX staining between control and cisplatin- or carboplatin-treated cells were determined using Students t-test, and are shown by ** (p< 0.005).

3.8.2. Phosphorylation of RPA2 on serine 4/serine 8 in cisplatin and carboplatin-treated S-phase XP30R0 and TR30-2 cells

As shown earlier (Figure 3.6.2), the RPA2 subunit of RPA was strongly phosphorylated on serine4/serine8 in XP30R0 cells when the cells were treated in G1-phase and allowed to progress through the cell cycle. To further investigate the relationship between RPA2 phosphorylation and cell cycle phase at the time of drug exposure, cells in S-phase were treated with cisplatin or carboplatin. The pol η-dependence of this response was investigated by comparison of RPA2 phosphorylation on serine4/serine8 in XP30R0 and TR30-2 cells. Cells were treated at S-phase with cisplatin or carboplatin; 12, 24 and 36 hours later, cell extracts were prepared and analysed by SDS-PAGE and Western blotting. In untreated cells, little
RPA2 phosphorylation on serine4/serine8 was detectable. However, following cisplatin treatment, RPA2 phosphorylated on serine4/serine8 in XP30R0 cells was strongly detected at 24 hours and 36 hours post-treatment (Figure 3.8.2A, panel 2, lanes 6 and 7). Following carboplatin treatment RPA2 phosphorylated on serine4/serine8 was again detected at 24 hours, with an increased level detected at 36 hours post-treatment (Figure 3.8.2B, panel 2, lanes 6 and 7). In TR30-2 the timing of cisplatin and carboplatin-induced RPA2 phosphorylation on serine4/serine8 was similar to that in XP30RO cells; however, the levels were greatly reduced. (Figure 3.8.2B, panels 2, lanes 6, 7, 13 and 14). RPA2 phosphorylation was detected in XP30R0 cells 24 and 36 hours post-treatment with both cisplatin and carboplatin. However, the peak of carboplatin-induced RPA2 phosphorylation was later than that of cisplatin-induced phosphorylation.

RPA2 phosphorylation thus represents a late event in the response of S-phase cells to cisplatin or carboplatin-induced DNA damage, and corresponds to the time at which the majority of XP30R0 and TR30-2 cells are arrested in S-phase (Figure 3.7.1.1A and B). This may be consistent with a role for RPA phosphorylation in repair of double strand breaks occurring as a result of replication fork collapse in cells arrested in S-phase (Cruet-Hennequart et al., 2006, Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009).
3.8.2. Time-course of RPA2 phosphorylation in S-phase treated XP30R0 and TR30-2 cells treated with cisplatin and carboplatin.

XP30R0 and TR30-2 cells in S-phase were treated with (A) cisplatin (1.66 µM) or (B) carboplatin (50 µM) and harvested at 0, 12, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 shows Western blots of RPA2, RPA2 phosphorylated on serine4/serine8 and actin respectively. Western blots are representative of three experiments.

3.8.2.1. Nuclear RPA2 serine 4/serine 8 staining in cisplatin-and carboplatin-treated S-phase XP30R0

Immunofluorescence staining of phosphorylated RPA2 on serine4/serine8 was carried out following treatment of XP30R0 cells at S-phase with cisplatin (1.66 µM) or carboplatin (50 µM). As demonstrated by Western blotting there was strong induction of RPA2 phosphorylation of serine4/serine8 in both cisplatin- and carboplatin-treated XP30R0 cells, 24 and 36 hours post-treatment (Figure 3.8.2A and B). In post-mock
treated cells, there was low, background RPA2 phosphoserine 4/serine 8-positive cells, with 7% of cells staining positive 24 hours post-mock-treatment (Figure 3.8.2.1A and B). 12 hours post-cisplatin treatment, 15% of cells stained positive (Figure 3.8.2.1A), while following carboplatin treatment 16% of the cells stained positive (Figure 3.8.2.1B). Consistent with the late onset of RPA2 phosphorylation on serine4/serine8, shown by Western blotting data, at 24 and 36 hours post-cisplatin treatment, 29% of cells stained positive for RPA2 phosphorylated on serine4/serine8 (Figure 3.8.2.1A). Following carboplatin treatment about 26% (p<0.005 versus control) at 24 hours and 32% at 36 hours stained positive for RPA2 phosphorylated serine4/serine8 (Figure 3.8.2.1B). Statistically significant difference between the percentage of phosphorylated RPA2-positive cells in cisplatin- and carboplatin-treated XP30R0 cells and control cells were detected at 24 and 36 hours post-treatment.

Overall, this data confirms that RPA2 phosphorylation on serine4/serine8 is a late event, even when XP30RO cells are in S-phase when treated with cisplatin or carboplatin. Thus prolonged arrest or fork collapse may be required to generate RPA2 phosphorylation on serine4/serine8.
Results

3.8.2.1. Detection of nuclear staining of serine4/serine8 for phosphorylated RPA2 in S-phase-treated XP30R0 cells. (A) XP30R0 cells were treated in S-phase with cisplatin or carboplatin. Cells were grown on glass coverslips in culture medium and treated with cisplatin (1.66 μM) or carboplatin (50 μM) for 12, 24 and 36 hours. Cells were stained for RPA2 phosphorylated on serine4/serine8 using a phosphospecific antibody, and detected using a FITC-labelled secondary antibody. DNA was counter-stained using DAPI. (B) Bar graphs represent the percentage of cells positive for serine4/serine8 staining. The number of cells positive for nuclear phosphoserine4/serine8 RPA2 staining were counted, and expressed as a percentage of the total number of cells counted. (1) Percentage of XP30R0 cells positive for nuclear phosphoserine4/serine8 RPA2 staining in controls and cisplatin treated cells (2) Percentage of XP30R0 cells positive for nuclear phosphoserine4/serine8 RPA2 staining in controls and carboplatin treated cells. Each data point represents an average of three experiments, and error bars represent one standard deviation. Significant differences in serine4/serine8 RPA2 staining between the control and drug-treated cells were determined using Students t-test and are shown by ** (p< 0.005).

3.8.2.2. Effect of PIK kinase and CDK on cisplatin- and carboplatin-induced RPA2 hyperphosphorylation in S-phase XP30R0 cells

To investigate the roles of DNA-PK, ATM and CDKs in RPA2 phosphorylation, S-phase XP30R0 cells were co-treated with cisplatin or carboplatin and with either NU7441, a small molecule inhibitor of DNA-PKcs; with KU55933, an inhibitor of ATM kinase (Veuger et al., 2003, Hickson et al., 2004, Cowell et al., 2005) or with roscovitine, an inhibitor of CDK1/2 (Anantha et al., 2007, Stephan et al., 2009). Both cisplatin and carboplatin induced phosphorylation of RPA2 on serine4/serine8 (Figure 3.8.2A and B, panel 2, lane 6 and 7). When cells were treated with both cisplatin or
carboplatin and NU7441, 24 hours later phosphorylation of RPA2 was reduced (Figure 3.8.2.2A and B, panel 1, lane 2) consistent with previous reports that DNA-PK plays an important role in cisplatin-induced RPA2 phosphorylation on serine4/serine8 (Cruet-Hennequart et al., 2008).

There was no reduction in RPA2 phosphorylation on serine4/serine8 in cells co-treated with cisplatin or carboplatin and KU55933 compared to the corresponding cisplatin- or carboplatin-treated cells, which shows that ATM does not play a role in phosphorylation of RPA2 on serine4/serine8, consistent with previous report (Cruet-Hennequart et al., 2008) (Figure 3.8.2.2A, panel 1, lane 5 and 6). There was a reduction in RPA2 phosphorylation on serine4/serine8 when cells were co-treated with cisplatin or carboplatin and roscovitine (Figure 3.8.2.2A, panel 1, lane 8 and 9). As noted previously, this could be possibly due to a requirement of phosphorylation of RPA2 on serine 23 or serine 29 before it can be phosphorylated on serine4/serine8 (Olson et al., 2006, Anantha et al., 2007).
Results

Figure 3.8.2.2. Effect of NU7441, KU55933 and roscovitine on S-phase XP30R0 cells treated with cisplatin or carboplatin-induced RPA2 phosphorylation.

Western blots of S-phase XP30R0 cells treated with (A) cisplatin (1.66 µM) or (B) carboplatin (50 µM), in the presence or absence of NU7441 (10 µM); or KU55933 (10 µM) or roscovitine (15 µM) for 24 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 shows Western blots of RPA2 phosphorylated at serine4/serine8, RPA2 and actin respectively using anti-RPA2 serine4/serine8, anti-RPA2 and anti-β-actin antibodies. Western blots are representative of three experiments.

3.8.3. The timing of cisplatin- and carboplatin-induced Chk1 and RPA2 phosphorylation in XP30R0 cells treated in S-phase

Chk1 is phosphorylated by ATR in response to replication arrest, while RPA2 phosphorylation on serine4/serine8 is DNA-PK dependent (Zhou and Elledge, 2000, Matsuoka et al., 2007). To compare the timing of Chk1 and RPA2 phosphorylation following treatment of S-phase XP30R0 cells with cisplatin and carboplatin, cells in S-phase were treated with drug, harvested after 0, 12, 18, 24 and 36 hours, and
analysed by SDS-PAGE and Western blotting. In control XP30R0 cells slight phosphorylation of Chk1 was detectable 24 and 36 hours after mock-treatment (Figure 3.8.3A and B, panel 2, lanes 1-5). In both cisplatin- and carboplatin-treated cells, phosphorylation of Chk1 was detected at 12 hours and the protein remained phosphorylated for up to 24 hours (Figure 3.8.3A and B, panel 2, lane 6, 7 and 8). While Chk1 phosphorylation was slightly reduced by 36 hours following cisplatin treatment, there was no decrease at 36 hours following carboplatin treatment (Figure 3.8.3A and B, panel 2, lane 9).

In control cells, phosphorylation of RPA2 at serine4/serine8 was detected at T0, T12 and T18 (Figure 3.8.3A and B, panel 3, lanes 1-5). In cisplatin-treated cells, phosphorylation of RPA2 at serine4/serine8 was detected between 18 hours and 36 hours, with a peak at 24 hours, as described above (Figure 3.8.3A, panel 2, lanes 6-9). In carboplatin-treated cells phosphorylation of RPA2 at serine4/serine8 was delayed relative to cisplatin-treatment, and was not detectable until 24 hours after treatment (Figure 3.8.3B, panel 3, lanes 6-9). Overall, this demonstrates that cisplatin- and carboplatin-induced phosphorylation of Chk1 is an earlier event than phosphorylation of RPA2 on serine4/serine8, even when cells are in S-phase at the time of treatment. Thus the peak of Chk1 phosphorylation at serine 317 clearly precedes the peak of RPA2 phosphorylation on serine4/serine8, indicating that activation of the ATR-mediated Chk1 checkpoint precedes damage-induced RPA2 phosphorylation on serine4/serine8 in S-phase cells.
Figure 3.8.3. Chk1 and RPA2 phosphorylation in cisplatin and carboplatin-treated S-phase XP30R0 cells. S-phase XP30R0 cells were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 0, 12, 18, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of Chk1 phosphorylated at serine 317, RPA2 phosphorylated at serine4/serine8 and β-actin respectively. Western blots are representative of three experiments.

Summary of effects of cisplatin and carboplatin on S-phase cells

Following treatment S-phase XP30R0 cells with cisplatin, cells were arrested in S-phase immediately post-treatment. Following carboplatin treatment, the arrest was not as pronounced, but there was evidence that cells were arrested in S-phase at the second round of replication, 36 hours post treatment. Following treatment of TR30-2 cells expressing polε with cisplatin, cell cycle arrest was less than in polε-deficient
Results

XP30RO cells, but cells arrested 36 hours post-treatment. This indicates a role for pol η in cell cycle progression in S-phase cells treated with cisplatin in particular. The expression of cyclin B and E was altered post treatment compared to the control cells in both XP30R0 and TR30-2 cells. Following treatment of XP30R0 cells with cisplatin and carboplatin, H2AX was phosphorylated by 12 hours post-treatment, and the protein remained phosphorylated up to 36 hours post-treatment. In comparison to Chk1 phosphorylation on serine 317, RPA2 phosphorylation was a late event in both XP30R0 and TR30-2 cells, occurring at 24 and 36 hours post-treatment. The peak of cisplatin-induced RPA2 phosphorylation was at 24 hours post treatment while the peak of carboplatin-induced RPA2 phosphorylation was at 36 hours post-treatment. A role for DNA-PK and CDK1/2 in the RPA2 phosphorylation on serine4/serine8 in S-phase XP30R0 cells was identified, while ATM did not play a role in the RPA2 phosphorylation.
3.9. Characterisation of the effects of cisplatin and carboplatin on cell cycle progression and DNA damage responses in M-phase cells

3.9.1. Effect of cisplatin and carboplatin on cell cycle progression in M-phase cells lacking or expressing DNA pol η.

To investigate the effect of cisplatin and carboplatin on cell cycle progression in M-phase cells, XP30R0 and TR30-2 cells were synchronised using nocodazole (Section 3.3), collected using the shake-off method, and exposed to cisplatin (1.66 μM) or carboplatin (50 μM). Cells were either harvested immediately (T0; M-phase), or after 8, 12, 24 and 36 hours. Cell cycle progression was analysed using flow cytometry (Figure 3.9.1A), and the percentage of cells in each cell cycle phase was determined using Cell Quest™ (Figure 3.9.1.1, A and B). Pol η was expressed in TR30-2 cells, and not in XP30RO cells (Figure 3.9.1B).

The major effects on cell cycle progression when XP30R0 cells in M-phase were treated with cisplatin were an increase in the percentage of cells in G1-phase 12 hours after treatment, consistent with a delay in exiting G1-phase (Figure 3.9.1.1A, panel 1), and delayed progression through S-phase for up to 36 hours after exposure (Figure 3.9.1.1A, panel 3). Consistent with arrest of cell cycle progression, the percentage of cells in G1-phase was reduced at late times after cisplatin treatment (24 and 36 hours) (Figure 3.9.1.1A, panel 1), due to failure of cells to traverse the cell cycle and re-enter G1-phase. The effect of cisplatin on cell cycle progression in M-phase TR30-2 cells that express pol η was broadly similar to that of pol η-deficient cells, in that at later times (24 and 36 hours) post-treatment, the percentage of cells in S-phase was increased compared to controls (Figure 3.9.1.1A, panel 4), consistent with strong cell cycle arrest. However, 12 hours post-cisplatin treatment there was no statistically significant difference in the percentage of TR30-2 cells in S-phase, unlike the case in XP30R0 cells. Thus, a slight delay in exiting S-phase occurs in XP30RO cells but not in TR30-2 cells. The basis of this delay has not been investigated further, but could suggest a role for pol η in G1-phase, possibly in repair of adducts (Soria et al., 2009).

The effect of carboplatin on M-phase XP30R0 cells was generally comparable to that of cisplatin, in that exit from G1 was delayed, evidenced by an increased percentage of cells in G1 at 12 hours post-treatment (Figure 3.9.1.1B, panel 1). Cells were then
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arrested in S-phase, with a strong increase in the percentage of cells remaining in S-phase at 24 hours and 36 hours post-treatment, compared to untreated cells (Figure 3.9.1.1B, panel 3).

Figure 3.9.1 Histogram profiles showing cell cycle distribution of XP30R0 and TR30-2 cells treated with cisplatin or carboplatin in M-phase. (A) XP30R0 and TR30-2 cells in M-phase were treated with cisplatin (1.66 μM) or carboplatin (50 μM) and cells were harvested at 0 (M-phase cells), 12, 24 and 36 hours post-
Results

treatment. The cells were stained with propidium iodide and analysed by flow cytometry. The histogram profiles show the distribution of cells in different phases of the cell cycle. (B) Western blot showing pol η levels in TR30-2 cells across these timepoints.
Figure 3.9.1.1. Cell cycle distribution of XP30R0 and TR30-2 cells treated with cisplatin or carboplatin in M-phase. (A) XP30R0 and TR30-2 cells in M-phase shows the percentage of cells in each phase of the cell cycle, in control (untreated), and in cisplatin- or (B) carboplatin-treated XP30R0 and TR30-2 cells. Each data point represents a mean of three experiments; error bars represent one standard deviation. Significant differences in the percentage of cells in G1- and S-phase between control and treated XP30R0 and TR30-2 cells was, determined using Student t-test are shown by * (p< 0.05) and ** (p< 0.005).
Summary

Following treatment of M-phase XP30R0 and TR30-2 cells with cisplatin and carboplatin, cisplatin-treated XP30R0 cells showed a delay in exiting G1 phase; this effect was less pronounced in TR30-2 cells. This may indicate a role for pol η in G1-phase. At later times, 24 and 36 hours post treatment; XP30RO and TR30-2 cells were arrested in S-phase.

3.9.2. Determination of BrdU incorporation after cisplatin and carboplatin treatment in M-phase cells lacking or expressing DNA pol η

To investigate the effect on DNA replication of treating M-phase cells with cisplatin or carboplatin, XP30R0 and TR30-2 cells were treated with cisplatin or carboplatin and harvested after 8, 12, 24 and 36 hours. Cells were pulse-labelled with BrdU one hour prior to harvesting. BrdU incorporation was analysed by flow cytometry (Figure 3.9.2A), and the percentage of cells incorporating BrdU was determined (Figure 3.9.2B).

In untreated XP30R0 cells, there is an increase in the percentage of BrdU-positive cells from 5% to 70% 12 hours after release from nocodazole arrest (Figure 3.9.2B, panel 1 and 3). This is consistent with entry of the majority of cells into S-phase at this time as shown also by propidium iodide staining and FACS analysis (Figure 3.9.1.1A and B). Treatment with cisplatin or carboplatin decreased the percentage of BrdU-positive cells. The decrease was statistically significant in the case of cisplatin-treated cells (Figure 3.9.2B, panel 1 and 3). Consistent with progress through and exit from S-phase, 24 and 36 hours after nocodazole release, the percentage of BrdU-positive control cells decreased (Figure 3.9.2B, panel 1 and 3).

The major effects of cisplatin and carboplatin on BrdU incorporation in XP30R0 cells was that sustained BrdU incorporation was observed at 24 hours following drug treatment, while at this time control cells had exited S-phase (Figure 3.9.2B, panel 1 and 3). This is consistent with strong S-phase arrest, as shown by an increased percentage of cells in S-phase (Figure 3.9.1.1B). By 36 hours, control cells had returned to S-phase, reflected in an increase in percentage of BrdU-positive cells,
Results

while in drug-treated cells, the percentage of BrdU-positive cells was greatly reduced (Figure 3.9.2B, panel 1 and 3). This is consistent with arrest of cells in S-phase, associated with inhibition of ongoing DNA replication.

In TR30-2 cells expressing pol η, the pattern of BrdU incorporation was broadly similar. Control cells showed an increased in the percentage of BrdU-positive cells at 12 hours (Figure 3.9.2B, panel 2 and 4), consistent with the majority of cells being in S-phase 12 hours after nocodazole release (Figure 3.9.2B, panel 2 and 4). However, following cisplatin and carboplatin treatment, the percentage of BrdU-positive cells was increased at 24 hours relative to untreated cells, consistent with S-phase arrest in these cells (Figure 3.9.2B, panel 2 and 4). At 36 hours post-treatment, the difference between the percentage of BrdU-positive cells in control and cisplatin or carboplatin treated cells is less pronounced in TR30-2 than in XP30R0 cells (Figure 3.9.2B, panel 3, 4, 1 and 2), possibly reflecting ongoing replication in pol η-expressing cells. However, this effect was small and requires further investigation.
Results
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Figure 3.9.2. BrdU incorporation in XP30R0 and TR30-2 cells treated with cisplatin or carboplatin at M-phase. (A) XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM) in M-phase and harvested at 8, 12, 24 and 36 hours post-treatment. Cells were pulse-labelled with BrdU 1 hour prior to harvesting at the respective time points. The cells were stained with propidium iodide and with FITC labelled anti-BrdU antibody and analysed by flow cytometry. The dot blots show the distribution of BrdU-positive cells in S-phase of the cell cycle. (B) Bar graphs represent the percentage of BrdU-positive cells in control (untreated), and cisplatin or carboplatin treated XP30R0 and TR30-2 cells. Each data point represents a mean of three experiments; error bars represent one standard deviation. Significant differences in the percentage of BrdU-positive XP30R0 and TR30-2 cells post-cisplatin-or carboplatin treatment, determined using Student t-test, are shown by * (p<0.05) ** (p<0.005).

Summary

Compared to untreated cells, the percentage of BrdU-positive pol η-deficient XP30R0 cells was reduced at 12 hours, while the percentage of TR30-2 cells was similar to control cells. Following treatment of M-phase cells with cisplatin and carboplatin, both XP30R0 and TR30-2 cells accumulated in S-phase at 24 and 36 hours post-treatment, consistent with strong arrest in S-phase.
3.9.3. Expression of cyclin B and cyclin E after treatment of M-phase XP30R0 and TR30-2 cells with cisplatin

To further characterise the effects of cisplatin on cell cycle progression, M-phase XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM), and the levels of cyclin B and cyclin E were analysed by Western blotting at 12, 24 and 36 hours post-treatment. Cisplatin-treatment affected the levels of cyclin B and cyclin E in extracts of XP30R0 and TR30-2 cells, as determined by densitometric analysis of Western blots.

In control XP30R0 cells, cyclin B expression increased for up to 36 hours, as the cells progressed through S-phase and into G2/M-phase (Figure 3.9.3B, panel 1). Following treatment with cisplatin, cyclin B expression did not change between 24 and 36 hours post-treatment, as cells were arrested in S- and G2/M-phases (Figure 3.9.3B, panel 1). In control TR30-2 cells, cyclin B expression increased up to 24 hours, as the cells progressed through S-phase and into G2/M-phase (Figure 3.9.3B, panel 2). Following cisplatin treatment, there was little change in cyclin B expression compared to control cells (Figure 3.9.3B, panel 2).

In control XP30R0 cells, cyclin E expression decreased at 12 hours as cells progressed through S- and G2/M-phases, and increased at 24 and 36 hours consistent with cells progressing from G1-to S-phase (Figure 3.9.3B, panel 3). Cyclin E expression was lower at 24 and 36 hours compared to control cells, when cells were arrested at S- and G2/M-phases (Figure 3.9.3B, panel 3). In TR30-2 cells, cyclin E expression was generally higher than in XP30RO cells, and there was little change in the overall levels.
Figure 3.9.3. Effect of cisplatin on cyclin B and cyclin E expression. (A) M-phase XP30R0 and TR30-2 cells were treated with cisplatin (1.66 μM) and harvested after 12, 24 and 36 hours. Cell extracts were analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of cyclin B, cyclin E and actin respectively. Cyclin B and cyclin E expression was compared between controls and cisplatin-treated in both XP30R0 and TR30-2 cells. Western blots are representative of three experiments. (B) Graph, calculated using densitometry analysis, represents expression of cyclin B in XP30R0 and TR30-2 treated with cisplatin (panel 1 and 2) and cyclin E in XP30R0 and TR30-2 treated with cisplatin (panel 3 and 4) normalised to the respective actin levels in the sample. The values are an average of data from three
experiments and error bars represent one standard deviation. There was no statistical significance observed between control and cisplatin-treated cells.

3.9.4. Expression of cyclin B and cyclin E after treatment of M-phase XP30R0 and TR30-2 cells with carboplatin

XP30R0 and TR30-2 cells in M-phase were treated with carboplatin (50 μM) and the levels of cyclins B and E were analysed by Western blotting at 0, 12, 24 and 36 hours post-treatment. Cisplatin-treatment affected the levels of cyclin B and cyclin E in extracts of XP30R0 and TR30-2 cells, as determined by densitometric analysis of Western blots.

In control XP30R0 cells, cyclin B expression increased up to 36 hours after mock-treatment, as the cells progressed through S-phase and into G2/M (Figure 3.9.4B, panel 1). Following treatment with carboplatin, cyclin B expression did not change at 24 and 36 hours post-treatment, as cells were arrested in S- and G2/M-phase (Figure 3.9.4B, panel 1). In control TR30-2 cells, cyclin B expression also increased at 12 hours as the cells progressed through S-phase and into G2/M (Figure 3.9.4B, panel 2). Following carboplatin treatment, cyclin B expression was lower at later times compared to control cells (Figure 3.9.4B, panel 2).

In control XP30R0 cells cyclin E expression was lower at 12 hours as cells progressed through the S- and G2/M-phases, and increased at 24 and 36 hours consistent with cells progressing from G1- to S-phase (Figure 3.9.4B, panel 3). However, following carboplatin treatment, cyclin E expression increased at 12 hours compared to control cells, consistent with delayed cell cycle progression (Figure 3.9.4B, panel 3). In TR30-2 cells, cyclin E expression increased at 24 and 36 hours in control cells. Following carboplatin treatment, cyclin E expression decreased at 24 and 36 hours compared to control consistent with cells being arrested in S-and G2/M-phases (Figure 3.9.4B, panel 4).
Figure 3.9.4. Effect of carboplatin on cyclin B and cyclin E levels. (A) M-phase XP30R0 and TR30-2 cells were treated with carboplatin (50 μM) and harvested at 12, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of cyclin B, cyclin E and actin respectively. Cyclin B and cyclin E expression was compared between control and carboplatin-treated in XP30R0 and TR30-2 cells. Western blots are representative of three experiments. (B) Graph, calculated using densitometry analysis, represents expression of cyclin B in XP30R0 and TR30-2 treated with carboplatin (panel 1 and 2) and cyclin E in XP30R0 and TR30-2 treated with carboplatin (panel 3 and 4) normalised to the respective actin levels in the sample. The values are an average of
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data from three experiments and error bars represent one standard deviation. There was no statistical significance observed between control and carboplatin-treated cells.

3.10. Activation of DNA damage responses

3.10.1. H2AX phosphorylation in cisplatin- and carboplatin-treated M-phase XP30R0 cells

H2AX is phosphorylated by ATM at serine 139 generating γH2AX at sites of DNA strand breaks (Kobayashi et al., 2009). To investigate H2AX phosphorylation in M-phase cells, pol η-deficient XP30R0 cells were treated with cisplatin (1.66 μM) or carboplatin (50 μM). Cells in M-phase were treated with drug, harvested after 12, 18, 24 and 36 hours, and analysed by SDS-PAGE and Western blotting. In control XP30R0 cells (Figure 3.10.1A and B, panel 1, lanes 1-5), no phosphorylation of H2AX on serine 139 was detected. Thus, nocodazole arrest and release did not generate significant DNA damage in these cells. In cisplatin-treated cells, phosphorylation of H2AX was strongly induced at 12 hours. H2AX phosphorylation increased with time up to 36 hours post-treatment (Figure 3.10.1A, panel 1, lanes 6-9). In case of carboplatin treatment, γH2AX was also detectable at 12 hours post-treatment, and increased up to 36 hours post-treatment (Figure 3.10.1B, panel 1, lanes 6-9). Immunofluorescent studies were not carried out on M-phase cells because these cells failed to attach to the slides, an essential step to analyse these cells using immunofluorescence.
Figure 3.10.1 H2AX phosphorylation in cisplatin and carboplatin-treated M-phase XP30R0 cells. M-phase XP30R0 cells were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 12, 18, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panel 1 shows Western blot of H2AX phosphorylated at serine 139 using anti-H2AX phosphorylated at serine 139. Actin was used as a loading control. Western blots are representative of three experiments.

3.10.2. Phosphorylation of RPA2 on serine4/serine8 in cisplatin and carboplatin-treated M-phase XP30R0 and TR30-2 cells

To investigate the relationship between platinum-induced RPA2 phosphorylation and M-phase cells, XP30RO and TR30-2 cells in M-phase were treated with cisplatin or carboplatin, harvested 12, 24 and 36 hours later. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. The mitotic form of RPA2 was detected in mitotic cells (Fig. 3.10.2A and B, lanes 1 and 8). RPA2 phosphorylated on serine4/serine8 in XP30R0 cells was strongly detected at 24 and 36 hours post-cisplatin and carboplatin-treatment, peaking at 24 hours following cisplatin treatment, and at 36 hours following carboplatin treatment (Figure 3.10.2A and B, panel 2, lanes
6 and 7). In TR30-2 cells, the extent of serine4-serine8 RPA2 phosphorylation was reduced compared to XP30R0 cells, but the timing of phosphorylation was identical (Figure 3.10.2A and B, panels 2, lanes 6, 7, 13 and 14). Thus, RPA2 phosphorylation again is a late event in response to cisplatin or carboplatin, when cells in mitosis were treated with drug. The timing of RPA2 phosphorylation corresponds to the time at which the majority of XP30R0 and TR30-2 cells are arrested in S-phase (Figure 3.9.1.1A and B). As noted, this may be consistent with a role for RPA phosphorylation in repair of double strand breaks occurring as a result of replication fork collapse (Cruet-Hennequart et al., 2006, Cruet-Hennequart et al., 2008, Kobayashi et al., 2009) in cells arrested in S-phase.

![Figure 3.10.2](image)

Figure 3.10.2. Time-course of RPA2 phosphorylation in M-phase treated XP30R0 and TR30-2 cells with cisplatin and carboplatin. XP30R0 and TR30-2 cells in M-phase were treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) and harvested at 12, 24 and 36 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of RPA2; RPA2 phosphorylated on serine4-serine8 and actin using anti-RPA2, anti-RPA2
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serine4/serine8 and anti-β-actin antibodies respectively. Western blots are representative of three experiments.

3.10.2.1. Effect of PIK kinase and CDK inhibitors on cisplatin- and carboplatin-induced RPA2 hyperphosphorylation in M-phase XP30R0 cells

To investigate the roles of DNA-PK, ATM and CDK in RPA2 phosphorylation, M-phase XP30R0 cells are co-treated with cisplatin or carboplatin and with either NU7441, a small molecule inhibitor of DNA-PKcs or with KU55933, an inhibitor of ATM kinase (Veuger et al., 2003, Hickson et al., 2004, Cowell et al., 2005) or with roscovitine, an inhibitor of CDK1/2 (Anantha et al., 2007, Stephan et al., 2009) at M-phase. Cisplatin and carboplatin induced phosphorylation of RPA2 on serine4/serine8 (Figure 3.10.2.1A and B, panel 1, lane 3, 6 and 9) and (Figure 3.10.2.1A and B, panel 1, lane 2, 6 and 9). When cells were treated with cisplatin and NU7441 (Figure 3.10.2.1A and B, panel 1, lane 2) or carboplatin and NU7441 (Figure 3.10.2.1A and B, panel 1, lane 1) phosphorylation of RPA2 was reduced, consistent with data presented previously showing that NU7441 inhibited RPA phosphorylation on serine4/serine8 in G1- and S-phase cells, and with previous reports (Cruet-Hennequart et al., 2008).

There was no reduction in RPA2 phosphorylation on serine4/serine8 in cells treated with cisplatin or carboplatin and KU55933 (Figure 3.10.2.1A, panel 1, lane 5 and 6), demonstrating that ATM does not play a role in phosphorylation of RPA2 on serine4/serine8 (Cruet-Hennequart et al., 2008). Roscovitine inhibited cisplatin- and carboplatin-induced RPA2 phosphorylation (Figure 3.10.2.1A, panel 1, lane 8 and 9). The effect of roscovitine on RPA2 phosphorylation at serine4/serine8 was somewhat stronger in XP30R0 cells treated with carboplatin than those treated with cisplatin (Figure 3.10.2.1A and B, panel 1, lane 8 and 9). As noted previously, this may be consistent with a requirement for phosphorylation of RPA2 on serine 23 or serine 29 before the protein is phosphorylated on serine4/serine8 (Olson et al., 2006, Anantha et al., 2007).
Figure 3.10.2.1. Effect of NU7441, KU55933 and roscovitine on cisplatin- or carboplatin-induced RPA2 phosphorylation in M-phase treated XP30R0 cells. Western blots of M-phase treated XP30R0 cells treated with (A) cisplatin (1.66 μM) or (B) carboplatin (50 μM) in the presence or absence of NU7441 (10 μM) or KU55933 (10 μM) or roscovitine (15 μM) for 24 hours. Cell extracts were prepared and analysed by SDS-PAGE and Western blotting. Panels 1, 2 and 3 show Western blots of RPA2 phosphorylated at serine4/serine8, RPA2 and β-actin using anti-RPA2 ser 4/ser 8, anti-RPA2 and anti-β-actin antibodies respectively. Western blots are representative of three experiments.

3.10.3. The timing of cisplatin- and carboplatin-induced Chk1 and RPA2 phosphorylation in XP30R0 cells treated in M-phase

As noted above, in G1- and S-phase cells, Chk1 phosphorylation precedes RPA phosphorylation on serine 4/serine 8. The timing of Chk1 and RPA2 phosphorylation in M-phase XP30R0 cells treated with cisplatin (1.66 μM) and carboplatin (50 μM) was compared. Cells in M-phase were treated with drug, harvested after 12, 18, 24
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and 36 hours, and analysed by SDS-PAGE and Western blotting. In control XP30R0 cells (Figure 3.10.3A and B, panel 2, lanes 1-5) no phosphorylation of Chk1 was detectable (Figure 3.10.3A and B, panel 2, lane 3). In both cisplatin- and carboplatin-treated cells, phosphorylation of Chk1 was strongly detected 12 hours post-treatment, and the protein remained phosphorylated for up to 24 hours (Figure 3.10.3A and B, panel 2, lane 6, 7 and 8). At 36 hours following cisplatin and carboplatin treatment, Chk1 phosphorylation was reduced (Figure 3.10.3A and B, panel 2, lane 9). In control cells, slight phosphorylation of RPA2 at serine4/serine8 was detected at 24 hours (Figure 3.10.3A and B, panel 3, lanes 4). In cisplatin-treated cells, strong phosphorylation of RPA2 on serine4/serine8 was detectable 24 and 36 hours post-treatment (Figure 3.10.3A, panel 2, lanes 6-9). In carboplatin-treated cells phosphorylation of RPA2 at serine4/serine8 was also strongly detected from 24 to 36 hours post-treatment. (Figure 3.10.3B, panel 3, lanes 6-9). This data clearly shows that cisplatin and carboplatin-induced phosphorylation of Chk1 is an earlier event, while RPA2 phosphorylation on serine 4/serine 8 is a later event, in response to DNA damage in M-phase XP30RO cells.
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**Summary of effects of cisplatin and carboplatin on M-phase cells**

Following treatment of XP30R0 cells in M-phase with cisplatin and carboplatin, there was evidence for a delay in cells exiting G1-phase. Both XP30R0 and TR30-2 cells were arrested in S-phase at 24 and 36 hours post-treatment. The expression of cyclin B and E was altered post treatment compared to the control cells in both XP30R0 and TR30-2 cells. The percentage of γH2AX-positive cells was found to be similar in both...
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cisplatin- and carboplatin-treated cells. RPA2 phosphorylated on serine 4/serine 8 was strongly induced in XP30R0 cells at 24 and 36 hours post-cisplatin and carboplatin treatment. In TR30-2 cells, this response occurred at identical times but was greatly reduced in intensity. Platinum-induced Chk1 phosphorylation on serine 317 occurred earlier than phosphorylation of RPA2 on serine4/serine8 following treatment of M-phase cells with cisplatin and carboplatin. DNA-PK and CDK1/2 were found to play a role in cisplatin and carboplatin-induced phosphorylation of RPA2 on serine4/serine8.
3.11. Comparison of the effects of cisplatin and carboplatin treatment in different cell cycle phases

The main aim of the present study was to investigate whether cell cycle stage at the time of treatment affected the response of pol η-deficient and expressing human cells to cisplatin and carboplatin. The cells were first synchronised by nocodazole to obtain populations enriched in mitotic cells. After nocodazole washout, cells were allowed to progress through the cell cycle, and harvested at 6 and 12 hours to obtain cells in G1- and S-phases, respectively (Section 3.5). Cells enriched in G1-, S- and M-phases were treated with cisplatin or carboplatin and analysed for cell viability, cell cycle progression and key DNA damage responses. Here the results described above are compared, to identify similarities and differences in the response to cells treated with cisplatin or carboplatin at different cell cycle phases.

3.11.1. Cell viability following treatment in different phases

Asynchronous pol η-deficient XP30R0 cells were more sensitive to cisplatin or carboplatin treatment than pol η-expressing TR30-2 cells. When cells were treated at specific cell cycle stages, S-phase cells were more sensitive to cisplatin or carboplatin, compared to cells in G1- and M-phase at the time of treatment.

3.11.2. Analysis of cell cycle progression among cells treated in different phases

Cell cycle progression was affected when XP30R0 and TR30-2 cells were treated at different phases with cisplatin and carboplatin, as determined using flow cytometry. When G1-phase pol η-deficient XP30R0 cells were treated with cisplatin, there was a slight delay in exiting G1-phase, followed by a strong S-phase arrest in later time points. Following carboplatin treatment, a strong S-phase arrest was detected at later time points. In TR30-2 cells expressing pol η, strong S-phase arrest was detected at later time points, 24 and 36 hours post-treatment.

When S-phase XP30R0 cells were treated with cisplatin, cells were arrested in S-phase. Following carboplatin treatment, cell cycle arrest at early times was less
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pronounced than following cisplatin treatment, and there was evidence that cells were arrested in S-phase in the second round of replication. A similar observation was made in TR30-2 cells treated with either cisplatin or carboplatin.

When M-phase XP30R0 cells were treated with cisplatin or carboplatin, there was evidence for a delay in cells exiting G1-phase, followed by a strong S-phase arrest at later times. In TR30-2 cells, a strong S-phase arrest was detected at later times following drug treatment.

3.11.3. Analysis of key DNA damage responses in cells treated in different phases.

A number of cisplatin- and carboplatin-induced PIK kinase-mediated DNA damage responses were examined, including phosphorylation of H2AX, Chk1 and RPA2 phosphorylation.

H2AX phosphorylation on serine 139 was induced following cisplatin and carboplatin treatment of XP30R0 cells in G1-, S- and M-phases. Chk1 phosphorylation on serine 317 was also detected in both cisplatin- or carboplatin-treated XP30R0 cells in G1-, S- and M-phases treated cells. RPA2 phosphorylation on serine4/serine8 was induced by cisplatin and carboplatin, but this response was always a late event, irrespective of what phase the cells were in at the time of treatment. Thus, RPA2 phosphorylation on serine4/serine8 peaked between 24 and 36 hours post treatment. By comparing the timing of Chk1 phosphorylation and RPA2 phosphorylation, it was shown that Chk1 phosphorylation was an earlier event and the RPA2 phosphorylation was a late event in G1-, S- and M-phase cells treated with cisplatin or carboplatin. This is consistent with activation of the ATR-mediated S-phase checkpoint preceding induction of RPA phosphorylation.

Consistent with a role for replication-arrest induced strand breaks being required for RPA2 phosphorylation on serine4/serine8, this event usually occurred later than H2AX phosphorylation, a marker of strand breaks, and the intensity of RPA2 phosphorylation was enhanced in XP30R0 cells lacking polη, where replication arrest is enhanced (Cruet-Hennequart et al., 2008; 2009). NU7441 or roscovitine inhibited
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RPA2 phosphorylation, independent of what cell cycle stage the cells were in at the time of cisplatin or carboplatin treatment.
Chapter 4: Discussion
A better understanding of the effects of platinum-based chemotherapeutic drugs, including cisplatin and carboplatin, on cell cycle progression and DNA damage responses is important to improve cancer treatment approaches. Cisplatin and carboplatin form DNA adducts which result in the blockage of replication fork progression, as replicative polymerases such as polymerase $\alpha$, $\delta$ and $\varepsilon$ cannot bypass the resulting structurally altered bases (Lehmann, 2002). Translesion synthesis polymerase including DNA polymerase $\eta$ (pol $\eta$), have a more open active site to accommodate these DNA adducts, allowing replication to occur at sites of DNA damage (Biertumpfel et al., Alt et al., 2007). Pol $\eta$ can bypass cisplatin-induced intrastrand crosslinks in DNA (Kartalou and Essigmann, 2001a, b, Chaney et al., 2005) and may also play a role in the bypass step during repair of interstrand crosslinks (Niedernhofer et al., 2004, Kawamoto et al., 2005, McIlwraith et al., 2005). These steps may decrease the cytotoxicity of platinum-based chemotherapeutic drugs (Kelland, 2007b). Thus, one of the approaches to increase the efficiency of platinum-based chemotherapeutic drugs may be through inhibition of pol $\eta$-mediated translesion synthesis. Previous studies have shown that pol $\eta$-deficient human cells are more sensitive to cisplatin than normal cells, and the increased sensitivity can be attributed to the lack of pol $\eta$ (Bassett et al., 2004, Albertella et al., 2005b, Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009). To investigate the relationship between pol $\eta$ and the response of human cells to platinum-induced DNA damage, the present study investigated the cell cycle dependence of cisplatin- and carboplatin-induced cytotoxicity and cell cycle arrest, in human pol $\eta$-deficient XP30R0 cells and TR30-2 expressing pol $\eta$ treated with drug at different cell cycle phases. To further characterise the effect of cisplatin and carboplatin exposure at different phases of the cell cycle, PIK kinase-activated DNA damage responses, including phosphorylation of Chk1, H2AX and RPA2, were characterised in the pol $\eta$-deficient cell line XP30RO.

To investigate the effect of treating cells in different phases of the cell cycle with platinum-based drugs, cells were initially enriched in mitosis using the mitotic inhibitor, nocodazole (Nusse and Egner, 1984, Kung et al., 1990, Stephan et al., 2009). Exposure to 0.1 $\mu$M nocodazole strongly arrested both XP30R0 and TR30-2 cells in mitosis, while resulting cell death was reduced compared to exposure to
higher doses of nocodazole. The yield of mitotic cells, collected using the shake-off method from nocodazole-arrested cells, was about 4.5-fold higher compared to the yield of mitotic cells collected by shake-off from an asynchronous population. Cell cycle progression was analysed to determine whether nocodazole affected subsequent progression of cells through the cell cycle. When compared with cells collected by shake-off from asynchronously growing cultures, it was found that cell cycle progression was not significantly different in the cells released from nocodazole arrest. Using flow cytometry, it was determined that when M-phase cells were reseeded after removing nocodazole, and harvested at 6 and 12 hours post-reseeding, cells were enriched in G1- and S-phase cells, respectively. While all cells had not exited mitosis six hours after re-seeding, this procedure generated enriched populations for further studies. Other synchronisation methods were not used in the present study, as it was found that XP30R0 cells could not be synchronised with double-thymidine block (data not shown), and that the large initial population of cells required to obtain synchronised cells using elutriation made this approach impractical, for the adherent cell lines used here.

Pol η-deficient XP30R0 fibroblasts are known to be more sensitive to UVC-induced DNA damage compared to normal fibroblasts (Yamada et al., 1997, Stary et al., 2003, Bassett et al., 2004). Pol η-deficient cells are more sensitive to cisplatin and related drugs compared to cells expressing pol η (Albertella et al., 2005a, Chen et al., 2006, Cruet-Hennequart et al., 2008). The toxicity of cisplatin and carboplatin towards XP30R0 and TR30-2 cells was determined using the XTT cell viability assay. Asynchronously growing pol η-deficient XP30R0 cells were more sensitive to cisplatin and carboplatin compared to TR30-2 cells that express pol η, consistent with previous reports. In addition to a role for pol η in cisplatin resistance, depletion of other polymerases, including REV1, REV3, or REV7 rendered HeLa cells hypersensitive to cisplatin-induced cytotoxicity (Hicks et al., 2010). In another study, in Fanc-G deficient mice (Krijger et al., 2010) we found to be highly sensitive to killing by cisplatin (Nojima et al., 2005). Other repair genes, such as ERCC1 also contribute to resistance of cells to cisplatin (Lee et al., 1993).
When cell viability was investigated in synchronised XP30R0 and TR30-2 cells treated with cisplatin or carboplatin in the G1-, S- or M-phases, cell cycle phase-dependence was observed, in particular in XP30R0 cells. Cells in S-phase were more sensitive to both cisplatin and carboplatin, compared to cells in G1- or M-phases at the time of treatment. The major difference observed was in S-phase cells, where there was an almost 3-fold reduction in viability in XP30R0 cells compared to TR30-2 cells. This indicates that pol η-mediated bypass of platinum-induced intrastrand crosslinks during replication in cells in S-phase may protect cells from the cytotoxic effects. In a study, by Mueller et al (2006), testicular germ cell tumour cells were synchronised by serum starvation, and treated with cisplatin in different phases. It was found that cells arrested in G2/M were most sensitive to cisplatin, as determined using flow cytometry, and PARP cleavage (Mueller et al., 2006). The present results identify a role for pol η in protecting cells in S-phase from cisplatin toxicity.

Pol η inserts the correct nucleotides opposite UV radiation-induced thymine-thymine dimers (Kannouche et al., 2004, Lehmann et al., 2007), and can also carry out bypass of cisplatin-induced guanine-guanine intrastrand crosslinks (Biertumpfel et al., Chaney et al., 2005, Alt et al., 2007). In the absence of pol η, increased cell cycle arrest is observed following cisplatin treatment (Cruet-Hennequart et al., 2008).

However, the effect of pol η expression on cell cycle progression has not been examined in synchronised cells. In the present study, XP30R0 and TR30-2 cells in different cell cycle phases were treated with cisplatin or carboplatin, and cell cycle progression was characterised. When G1-phase XP30R0 cells were treated with cisplatin or carboplatin, the percentage of G1-phase XP30R0 cells increased at 12 hours post-cisplatin or carboplatin. However, there was no statistically significant increase in TR30-2 G1-phase cells at 12 hours post-treatment. While this provides some evidence for cisplatin-induced G1 checkpoint activation particularly in XP30RO cells, this effect was not as strong in pol η-expressing TR30-2 cells. The lack of functional p53 in SV40-transformed XP30RO cells might contribute to the p53 independent G1 checkpoint response in these cells (Cleaver, 2000, Cleaver et al., 2002, Limoli et al., 2002, Cleaver, 2004).
The major effect of exposure of G1-phase cells to cisplatin or carboplatin was arrest of cell cycle progression in S-phase, indicating not all DNA damage was removed before the cells enter S-phase. The percentage of cells in S-phase increased at 24 and 36 hours post-treatment, indicating that XP30R0 cells have difficulty in progressing through S-phase. Reduced BrdU incorporation and increased cyclin B expression, 24 and 36 hours after drug treatment is consistent with cell cycle arrest in S- and G2-phases. This is consistent with previously published data on asynchronous XP30RO cells treated with platinum-based drugs (Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009), or UV-C radiation (Cruet-Hennequart et al., 2006). The percentage of cells in G1-phase in both XP30R0 and TR30-2 cells at 24 and 36 hours post-treatment was reduced, due to the failure of the cells to traverse the cell cycle and re-enter G1-phase.

When S-phase XP30R0 cells were treated with cisplatin, the percentage of cells in S-phase was arrested up to 36 hours post-treatment. At this time, the percentage of cells in G1 was low, while the percentage in G2+M remained high. This indicates a strong and prolonged S-phase arrest, with delayed progression through the cell cycle, suggesting that cells have not re-entered G1-phase by 36 hours post-cisplatin treatment. S-phase arrest was consistent with increased BrdU staining compared to untreated cells. Cyclin B levels in the cisplatin-treated XP30R0 cells remained the same. In carboplatin-treated cells, cell cycle progression was comparable to that of the controls, and was also less strongly inhibited in comparison to cisplatin-treated cells. However, the percentage of S-phase cells increased at 36 hours following carboplatin-treatment, consistent with an increased percentage of BrdU-positive cells at this time. This late arrest may indicate that cells arrest in S-phase during the second cell cycle.

One possibility could be due to the slower formation of carboplatin-adducts than cisplatin-induced adducts (Knox et al., 1986), because carboplatin has a more stable leaving group than cisplatin (Harrap, 1985). Thus one interpretation could be that, while some DNA damage clearly has occurred as shown by activation of Chk1 phosphorylation, when cells in S-phase are treated with carboplatin, not enough adducts have formed in the DNA to strongly arrest replication before the cells exit S-phase. After the cells exit S-phase, increased numbers of carboplatin adducts are formed so that, when cells re-enter S-phase in the second round of replication cells are arrested in S-phase. This interpretation is supported by the study by Mojas et al.
(2007), in which mammalian MMR-proficient 293T Lα+ cells were treated with the methylating agent N-methyl-N'-nitro-N-nitrosoguanidine (MNNG). It was found that replication fork progression was unaffected in the first round of replication, but caused G2 arrest in the second round of replication (Mojas et al., 2007). To confirm that the timing of carboplatin adduct formation contributed to the effects observed in the present study, the level of carboplatin-adducts formed over time in DNA would need to be measured (Hah et al., 2006, Thomas et al., 2006).

In the case of S-phase TR30-2 cells treated with either cisplatin or carboplatin, no significant difference was observed between control and treated cells, except that there was an increase in the percentage of S-phase cells at 36 hours post-treatment. The percentage of BrdU-positive cells also increased at 36 hours post-treatment. Again, this suggests that arrest may occur in the second round of replication; however this was not investigated further. Cyclin B expression increased at 24 hours post-carboplatin treatment as the cells progressed through the cell cycle similar to control cells, whereas cyclin B decreased at 36 hours, consistent with arrest in S-phase at this time. The main difference between XP30R0 and TR30-2 cells treated in S-phase was that pol η-deficient cells accumulated in S-phase 12 and 24 hours after cisplatin treatment, while this did not occur in TR30-2 cells indicating a role for pol η in allowing replication of DNA with cisplatin-induced damage. In the case of carboplatin treatment, both XP30R0 and TR30-2 cells arrested in S-phase 36 hours post-treatment. This late arrest may be related to the level or type of adducts formed by carboplatin as outlined above.

When M-phase XP30R0 cells were treated with cisplatin and carboplatin, compared to control cells, the percentage of cells in G1-phase increased, while the percentage of S-phase cells decreased at 12 hours post treatment. This indicates a delay in cells exiting G1-phase, preventing the progression of cells into S-phase. Cyclin E expression was found to be decreased at 12 hours in particular in cisplatin-treated cells, and to a lesser extent in carboplatin-treated cells. This is consistent with reduced numbers of cells in early S-phase, possibly due to the delay in exiting G1. There was an increase in the percentage of S-phase cells at 24 and 36 hours post-cisplatin and carboplatin-treatment, indicating a strong S-phase arrest. This was consistent with the decreased BrdU incorporation post-cisplatin and carboplatin-treatment. Cyclin B
expression did not change in XP30R0 cells, 24 and 36 hours post-treatment with cisplatin and carboplatin, as cells were arrested in S-phase. In the case of TR30-2 cells treated with cisplatin or carboplatin, the percentage of cells in S-phase was increased at 12 hours post-treatment, compared to XP30R0 cells. The cells were arrested in S-phase consistent with reduced BrdU incorporation with statistically significant differences observed between the control cells and cisplatin-or carboplatin-treated cells.

As noted, the main difference between cell cycle progression following treatment of pol η-deficient XP30R0 cells and pol η-expressing TR30-2 cells treated with cisplatin and carboplatin in M-phase, was a decrease in the percentage of cells in S-phase at 12 hours in XP30R0 cells compared to TR30-2 cells. XP30R0 cells appear to exit G1 more slowly compared to TR30-2 cells. The basis of this effect has not been elucidated, but there is some evidence that pol η may have effects outside of S-phase.

For example, when polη reconstituted XPV cells were treated with UV, REV1 and pol η foci were induced in both S-phase and G1-phase cells, suggesting that pol η may function both during and outside S-phase (Akagi et al., 2009). However, both XP30R0 and TR30-2 cells showed an increased percentage of cells in S-phase at 24 and 36 hours post-treatment, suggesting strong S-phase arrest independent of pol η, when cells exit G1-phase.

In the present study, both XP30R0 and TR30-2 cells were found to exit mitosis following cisplatin or carboplatin treatment. In contrast another study by Stephan et al (2009) showed that when mitotically-arrested HeLa cells were treated with IR, exit from mitosis was delayed (Stephan et al., 2009). Whether this reflects differences in the cell line, or in the type of damage remains to be determined.

Arrest of cells upon entry into S-phase was found to be a common outcome of exposure of cells to cisplatin. This is generally consistent with other reports. In a recent study (Ubezio et al., 2009) in which cells were synchronised using centrifugal elutriation, it was found that following treatment of cells at different phases of the cell cycle with 10 μM cisplatin, cells in S- and G2-phases were arrested, consistent with the results from the present study. In asynchronously growing mouse leukaemia L1210/0 cells, cisplatin induced G2-phase arrest (Sorenson et al., 1990, Ohmori et al.,
In xenografted head and neck carcinoma, accumulation of cells in S-phase and G2/M-phase was detected following cisplatin treatment (Jackel and Kopf-Maier, 1991). The present study provides evidence that the absence of pol ε expression results in a reduced ability to overcome cisplatin-induced S-phase arrest, consistent with a role for pol ε in translesion synthesis past cisplatin, carboplatin and oxaliplatin adducts (Albertella et al., 2005a).

Both cisplatin and carboplatin affected cyclin E and B expression. While changes in cyclin levels are likely to affect CDK activity, kinase activity would need to be directly analysed in cells treated with platinum-based drugs. Deregulation of cyclin E in an ovarian cancer cell line increased cyclin E-associated kinase activity, and sensitised tumour cells to cisplatin (Bedrosian et al., 2004). Increased cyclin E-associated kinase activity is an important predictive marker of the response of patients to platinum-based therapy. Cyclin E protein levels are a significant predictor for preventing recurrence of cancer (Bedrosian et al., 2007). Other cyclins, including cyclin D, may also play an important role in predicting cisplatin sensitivity in cancer treatment. For example, a study by Akervall et al (2004) showed that overexpression of cyclin D is associated with increased sensitivity to cisplatin in squamous cell carcinoma of the head and neck (Akervall et al., 2004).

Cisplatin- and carboplatin-induced DNA damage activates PIK kinases, resulting in phosphorylation of numerous PIK kinase substrates, including phosphorylation of the damage-response proteins Chk1, H2AX and RPA2 (Kastan and Lim, 2000, Abraham, 2001, Shiloh, 2006, Douglas et al., 2007, Cruet-Hennequart et al., 2009). To further characterise the effect of cisplatin and carboplatin treatment at different phases of the cell cycle in pol ε-deficient cells, phosphorylation of Chk1, H2AX and RPA2 was investigated. In response to DNA damage, histone H2AX is phosphorylated by ATM at serine 139, generating γH2AX (Rogakou et al., 1998), an early marker of DNA strand breaks. Although cisplatin does not cause double strand breaks directly, cisplatin induces H2AX phosphorylation in UV41 and irs3 cell lines (Olive and Banath, 2009). It is proposed that cisplatin-induced H2AX phosphorylation in S-phase cells results from replication fork arrest at adducts formed by cisplatin, resulting in fork collapse and double-strand break formation (Olive and Banath, 2009). Dephosphorylation of H2AX by the protein phosphatases PP4 and PP2A also
plays a role in the DNA damage response (Douglas et al., Chowdhury et al., 2008, Nakada et al., 2008). In the present study, phosphorylation of H2AX on ser 139 was detected in XP30R0 cells treated with cisplatin and carboplatin in all phases of the cell cycle. Following treatment of G1-phase XP30R0 cells, cisplatin-induced γH2AX was detected at 24 and 36 hours post-treatment, consistent with the time cells were arrested in S-phase. Following carboplatin-treatment, strong γH2AX was detected 36 hours. In S-phase XP30R0 cells treated with cisplatin, strong γH2AX formation was detected at 24 and 36 hours post-treatment, again consistent with cells being arrested in S-phase. In carboplatin-treated cells phosphorylation of H2AX was sustained until 36 hours. Following exposure of M-phase XP30RO cells to cisplatin or carboplatin, γH2AX was detected at all time points examined. γH2AX immunofluorescence confirmed the data obtained by Western blotting for γH2AX, in that γH2AX-positive cells were detected following treatment of G1- and S-phase XP30R0 cells with cisplatin or carboplatin. The peak of γH2AX staining was observed 24 hours following cisplatin treatment, but at 36 hours following carboplatin treatment. Whether the platinum-induced γH2AX in XP30RO cells results from replication arrest at interstrand or intrastrand crosslinks, or from ICL repair remains to be determined. In one study, it was found that cisplatin-induced γH2AX was replication-dependent and not repair-dependent, as cisplatin induced H2AX phosphorylation in the repair-deficient CHO cell line UV41 (Olive and Banath, 2009). H2AX phosphorylation is S-phase dependent, as when the replication fork encounters cisplatin-induced ICLs, strand breaks can result (Clingen et al., 2008). While ICLs are repaired during S-phase using a pathway requiring the ERCC1-XPF endonuclease followed by homologous recombination, γH2AX can be generated even in ERCC1-XPF-defective CHO cells (Clingen et al., 2008).

Cisplatin-induced intrastrand crosslinks can also induce H2AX phosphorylation due to replication arrest, resulting in fork collapse and generation of DSBs (Kobayashi et al., 2009). Thus, γH2AX acts as a marker for cisplatin-induced DNA damage (Clingen et al., 2008). In a study by Mogi et al (2007), γH2AX foci were numerous and intense in XPV fibroblast cells lacking pol η, following psoralen-crosslink formation, suggesting that pol η normally plays an important role in reducing formation of γH2AX (Mogi et al., 2008). In a study by Marti et al (2006), UV
radiation induced phosphorylation of H2AX in NER-deficient cells was found to occur in all phases of the cell cycle, but was highest in S-phase, and decreased in G1 phase cells (Marti et al., 2006). Formation of cisplatin-induced γH2AX foci may also be a useful indicator of cisplatin-induced cell death (Olive and Banath, 2009).

Checkpoint kinase 1 (Chk1) is phosphorylated by ATR on serine 317 following exposure to both cisplatin and carboplatin (Zhao and Piwnica-Worms, 2001, Sorensen et al., 2005, Kulkarni and Das, 2008). Chk1 activity regulates replication arrest and entry into mitosis (Cimprich and Cortez, 2008). Since Chk1 is an ATR substrate, while RPA2 phosphorylation on serine 4/serine 8 is DNA-PK-dependent, the timing of these events gives an insight into the relationship between checkpoint activation and DNA strand break formation. To understand the relationship between the timing of phosphorylation of the PIKK substrates Chk1 and RPA2, following treatment of XP30R0 cells in different cell cycle phases with cisplatin or carboplatin, Chk1 phosphorylation on serine 317 and RPA2 phosphorylation on serine 4/serine 8 was investigated. In both cisplatin- and carboplatin-treated XP30R0 cells, Chk1 phosphorylation was an earlier event and was detected at 12 hours post-treatment. Activation of Chk1 was consistent with the onset of S-phase arrest, as determined by flow cytometry. In a study by Lewis et al (2009), following cisplatin treatment of GM847/kdATR and GK41 fibroblast cells, ATR-dependent S-phase arrest was induced, consistent with activation of an intra-S-phase checkpoint mediated by Chk1 (Lewis et al., 2009). In addition, Chk1 interacts with Rad51 and is phosphorylated in a Chk1-dependent manner thereby, plays an important role in homologous recombination repair in cells treated with hydroxyurea (Sorensen et al., 2005).

In contrast to Chk1 phosphorylation, in all cases RPA2 phosphorylation on serine 4/serine 8 was a later event, and was detected at 18 hours post-treatment. RPA is a trimeric single stranded DNA binding protein (Binz et al., 2004). RPA2, the 32kDa subunit of RPA, is phosphorylated at a number of sites in the N-terminal region in both a cell cycle-dependent and a DNA damage-dependent manner (Liu and Weaver, 1993, Carty et al., 1994, Niu et al., 1997, Oakley et al., 2001, Oakley et al., 2003, Olson et al., 2006, Anantha et al., 2008). RPA2 is phosphorylated at serine 33, threonine 21 and serine 4/serine 8 following DNA damage (Liu and Weaver, 1993, Carty et al., 1994, Oakley et al., 2003, Patrick et al., 2005, Olson et al., 2006, Anantha
In the present study, phosphorylation of RPA2 at serine 4/serine 8 was investigated following treatment of XP30R0 and TR30-2 cells with cisplatin and carboplatin in the G1-, S- and M-phases of the cell cycle. When XP30R0 and TR30-2 cells were treated in different stages of the cell cycle, RPA2 phosphorylation was detected at 24 and 36 hours post-treatment. However, RPA2 phosphorylation was much more strongly induced in pol η-deficient XP30R0 cells compared to pol η-proficient TR30-2 and was the biggest different between XP30R0 and TR30-2 cells. The major difference between cisplatin- and carboplatin-induced RPA2 phosphorylation was that the peak of carboplatin-induced RPA2 phosphorylation in XP30R0 cells was detected later, at 36 hours post-treatment, than cisplatin-induced RPA2 phosphorylation, which peaked at 24 hours post-treatment. By comparing cell cycle progression of both XP30R0 and TR30-2 cells following treatment, the induction of RPA2 phosphorylation corresponded to when cells had accumulated in S-phase. The functional role of DNA damage-induced RPA2 phosphorylation on serine 4/serine 8 is not completely clear, but recent evidence indicates that it may play a role in regulating RPA function in homologous recombination (Shi et al., Sleeth et al., 2007, Sugiyama and Kantake, 2009). This would be consistent with the delayed onset of RPA2 serine 4/serine 8 phosphorylation, and it being associated with prolonged arrest in S-phase, which may generate strand breaks, a target for repair by HR (Cruet-Hennequart et al., 2009).

The results of immunofluorescence carried out to detect nuclear phosphorylated RPA2 staining, were consistent with the western blotting data. RPA2 phosphoserine 4/serine 8-positive cells following cisplatin or carboplatin treatment was detected at 24 and 36 hours post-treatment of G1- and S-phase XP30R0 cells, with increased phosphorylation at 24 hours post-cisplatin and stronger phosphorylation at 36 hours post-carboplatin treatment. Since Western blot analysis showed that phosphorylation of RPA2 on serine 4/serine 8 was weakly induced in TR30-2 cells treated with cisplatin or carboplatin, immunofluorescence assay was not performed in these cells. The delay in RPA2 phosphorylation following carboplatin treatment compared to cisplatin treatment could be due to differences in the rates of adduct formation or repair, affecting the extent of replication arrest in the cells (Kelland, 2007a).
ATR is activated following DNA damage such as replication arrest, while ATM and DNA-PK following DNA strand breaks (Durocher and Jackson, 2001, Abraham, 2004, Bakkenist and Kastan, 2004, Harper and Elledge, 2007, Branzei and Foiani, 2008, Cinrich and Cortez, 2008). Cisplatin- and carboplatin-induced phosphorylation of RPA2 at serine 4/serine 8 requires DNA-PK (Cruet-Hennequart et al., 2008, Cruet-Hennequart et al., 2009). Although serine 4 and serine 8 are not located in the consensus S/TQ sites for phosphorylation by PIKKs (Zernik-Kobak et al., 1997), DNA-PK can phosphorylate serines and threonines that are located outside of PIKK consensus site in the DNA repair proteins, Artemis (Ma et al., 2005) and XRCC4 (Yu et al., 2003). DNA-PK may phosphorylate serine or threonine residues that are followed by a hydrophobic residue (Meek et al., 2004, Patrick et al., 2005). In the present study, small molecule inhibitors of ATM, DNA-PK and CDK1/2 were used to investigate the kinase dependence of RPA phosphorylation on serine 4/serine 8. The effects of the inhibitors on RPA2 serine 4/serine 8 phosphorylation were independent of which phase the cells were in at the time of treatment, supporting the conclusion that RPA2 phosphorylation occurs in cells arrested in S-phase. When XP30R0 cells were treated with cisplatin or carboplatin and co-treated with NU7441, a small molecule inhibitor of DNA-PK, RPA2 phosphorylation on serine 4/serine 8 significantly decreased. In contrast, co-treatment with the ATM inhibitor, KU55933, did not affect RPA2 phosphorylation on serine 4/serine 8, indicating that ATM does not play a role in RPA2 phosphorylation on serine 4/serine 8 (Cruet-Hennequart et al., 2008). Roscovitine, an inhibitor of CDK1/2, inhibited RPA2 phosphorylation on serine 4/serine 8 was also significantly decreased. RPA2 is phosphorylated by CDKs on serine 23 and serine 29 during the normal cell cycle. Serine 23 phosphorylation occurs in S-phase cells, while serine 29 phosphorylation occurs in M-phase (Oakley et al., 2003, Anantha et al., 2007, Stephan et al., 2009). Currently there is no evidence that CDKs directly phosphorylate RPA2 on serine 4/serine 8. However, this may be consistent with a requirement for phosphorylation of RPA2 on serine 23 or serine 29, before the protein can be phosphorylated on serine 4/serine 8 (Olson et al., 2006, Anantha et al., 2007).
Following treatment of cells in different phases of cell cycle, with cisplatin and carboplatin, cells in S-phase were more sensitive compared to other phases and S-phase arrest was seen in cells treated in different phases of the cell cycle. This showed that the maximum effect of cisplatin and carboplatin treatment was obtained in S-phase cells.
Chapter 5: Conclusions and future directions
In the present study, a number of DNA damage responses have been characterised following treatment of pol η-deficient and pol η-expressing cells in different phases of the cell cycle with cisplatin or carboplatin. The main effect of drug treatment was strong S-phase arrest, which could be sustained for up to 36 hours post-treatment in both pol η-deficient and pol η-expressing cells. Further investigation of cellular responses at times post-36 hours is required to determine whether cells undergo cell death or continue replication in the presence of damage. One method to study the effect of continued replication on genomic stability is by scoring cells for sister chromatid exchanges (SCEs) and other chromosomal aberrations (Korkola and Gray, 2010).

Following treatment with cisplatin and carboplatin, cell cycle progression is affected due to the formation of intrastrand and interstrand crosslinks in DNA. Comparison of the formation and repair of cisplatin- and carboplatin-induced adducts to oxaliplatin-induced adducts could also be useful, as oxaliplatin-induced adducts have a different structure. The measurement of the level of adducts formed post-treatment and the rate of adduct repair could provide an insight into the mode of action of these drugs in cells in each cell cycle phase. Intrastrand crosslinks can be measured using high performance liquid chromatography along with mass spectrometric detection methods (Harrington et al., 2010). Interstrand adducts can also be detected by single cell gel electrophoresis (‘comet assay’) method. This would provide a better understanding of the relationship between cisplatin and carboplatin-induced crosslink formation, cell cycle arrest and activation of the DNA damage response.

In the present study, cells in G1-, S- and M-phases of the cell cycle were treated with cisplatin and carboplatin. To extend this study, cells could also be enriched in G2-phase of the cell cycle using, for example, elutriation or longer release from nocodazole and then treated with cisplatin or carboplatin to understand the effects of platinum-based drugs on cell cycle progression following treatment of cells in G2 phase. Phosphorylation of various DNA damage response proteins including γ-H2AX, Chk1 and RPA2 could be studied using immunofluorescence analysis of G2- and M-phase cells.

In the present study, it was shown that phosphorylation of RPA2 on serine4/serine8 was greatly increased in pol η-deficient cells (XP30R0) compared to TR30-2 cells.
expressing pol η. Although phosphorylation of RPA2 on serine4/serine8 is associated with cisplatin or carboplatin treatment, the exact role of this phosphorylation event in the DNA damage response is still not fully understood. This could be further investigated by blocking damage-induced RPA2 phosphorylation by inhibiting the kinase responsible for phosphorylation, in this case the DNA-PK, by using a small molecule inhibitor (Leahy et al., 2004). Inhibition of the activity of phosphorylated RPA2, for example, in protein-protein interactions, is another possible approach. However, further investigation is required to identify inhibitors of phosphor RPA2 interactions. DNA damage-induced RPA2 phosphorylation on other sites such as serine 33 and threonine 21 also require further investigation. Since, RPA2 phosphorylation on serine4/serine8 was strongly and specifically induced by cisplatin and carboplatin treatment particularly in pol η-deficient cells, it might also be of interest to investigate whether this phosphorylation event would be a useful marker of the response to cisplatin in cells from cancer patients (Manthey et al., 2010).

The relevance of the present study to the treatment of cancer patients with platinum-based chemotherapeutic drugs such as cisplatin derives from the observation that treating cells at a specific phase of the cell cycle increases the toxicity of the drug. In particular, it was found that cells in S phase were more sensitive to cisplatin and carboplatin. One approach might be to use these drugs in combination with antimetabolites such as hydroxyurea, which arrests cells in S-phase. This could increase the toxicity of cisplatin and improve the efficacy of platinum-based chemotherapeutic drugs in the treatment of cancers. Another aspect is the identification of cellular pathways that could be targeted to increase the efficacy of platinum-based drugs. Following cisplatin and carboplatin treatment, a number of downstream proteins in the DNA damage response are activated through a signalling cascade to induce an appropriate cellular response. In the present study, pol η, a translesion synthesis polymerase which efficiently bypasses platinum-induced DNA adducts, was shown to be important in determining the sensitivity of human cells to these drugs. Inhibiting pol η is one potential approach that might reduce the capacity of cells to tolerate platinum-induced DNA adducts. The ssDNA binding protein RPA was strongly phosphorylated on the RPA2 subunit in response to cisplatin and carboplatin. Thus, one of the approaches to improve the efficacy of platinum-based drugs could be by inhibiting the phosphorylation of RPA2, which could prevent
Conclusions and future directions

recruitment of repair proteins, possibly increasing the toxicity of these agents. Overall, the present work has identified key cellular pathways that could potentially be targeted in the future to improve the clinical efficacy of platinum-based drugs.
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