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Introduction

Irreducibility testing. By a linear group over a field $K$, we mean a subgroup $G$ of the general linear group $\text{GL}(V)$ of a finite-dimensional vector space $V$ over $K$. Given $G$, one of the most fundamental computational tasks is to decide if $G$ fixes a proper subspace $U$ of $V$. We then say that $G$ is reducible. If no such subspace exists and if $V \neq 0$, then $G$ is irreducible. In addition to deciding irreducibility, if $G$ is found to be reducible, then we want to construct an invariant subspace $U$ as above. We refer to these combined tasks as irreducibility testing of $G$. We sometimes also use the term “constructive irreducibility testing” to emphasise the difference from the decision problem, which merely asks if $G$ is irreducible or not.

The Meataxe. If the underlying field $K$ is finite, then irreducibility of $G$ can be tested effectively using the MEATAXE Las Vegas algorithm [39, §7.4]. Nowadays, the term “MEATAXE” usually refers to variations of the Holt-Rees extension [41] of Parker’s original method [62]. The MEATAXE was originally developed as a tool for the construction of representations of finite (simple) groups. For example, it featured prominently in Norton’s construction of the sporadic simple group $J_4$ [60]; see [61] for similar applications. Beyond the successes of the MEATAXE in the construction of representations, it became a starting point and major ingredient of the “Matrix Group Recognition Project” which is concerned with the development of algorithms for linear groups over finite fields; see [61] for a survey of achievements.

Related work: irreducibility testing over infinite fields. For an infinite ground field $K$, the basic techniques underpinning the MEATAXE may still be applied but they will in general not succeed to decide irreducibility of $G$ [37]. Possible applications of MEATAXE techniques in characteristic zero have been investigated by Parker [63], Holt [37, §3], and Glasby [35]. Using a different approach, Plesken and Souvignier [67] developed tools for irreducibility testing over the rationals that can be applied in some special cases. In short, so far, most of the work on irreducibility testing over infinite fields has been aimed at providing practical tools that may or may not be applicable in specific situations.

Regarding more systematic approaches, progress has recently been made on irreducibility testing of finite linear groups over fields of characteristic zero. Nebe and Steel [58] obtained a practical algorithm for deciding irreducibility of a finite linear group over the rationals. Their method is based on computations in algebras. An

\footnotesize
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algorithm for irreducibility testing of finite linear groups over the rationals based on
their approach has been included in Magma V2.16 [7]. We finally note that Souvignier [83] developed heuristics for finding invariant subspaces for reducible finite linear
groups over the rationals based on techniques surrounding the Nebe-Steel-algorithm.

**Related work: computing with nilpotent linear groups.** Nilpotent linear groups
have already been shown to be well-suited for computations [21] [22]. We note that
nilpotency and finiteness of linear groups can be tested effectively over many fields,
including number fields and rational function fields over these [21] [22]. For a recent
survey of algorithms for linear groups over infinite domains, see [18]. In [21], Detinko
and Flannery developed an algorithm which simultaneously tests irreducibility and
primitivity (see below for a definition) of nilpotent linear groups over finite fields.
Their work has been the starting point of the results described in this thesis.

**Results: irreducibility testing.** One of the main contributions of this thesis is an
algorithm for constructive irreducibility testing of arbitrary finite nilpotent linear
groups defined over a range of fields of characteristic zero, including number fields
and rational function fields over number fields. A description of this algorithm has
been previously published in [74]. An implementation is publicly available in the
MAGMA package finn [76]. Since MAGMA V2.17, most of the functionality provided
by finn has been included in MAGMA itself.

In addition to the above, in this thesis, we also develop an algorithm for deciding
(non-constructively, in general) irreducibility of infinite finitely generated nilpotent
linear groups over number fields.

**Primitivity testing.** Let \( G \leq \mathsf{GL}(V) \) be an irreducible linear group over a field
\( K \). If there exists a non-trivial decomposition \( V = U_1 \oplus \cdots \oplus U_r \) of vector spaces
such that \( G \) permutes the \( U_i \), then \( G \) is imprimitive; otherwise, \( G \) is primitive.
A common strategy in the theory of linear groups is to first reduce problems to
irreducible and then to primitive groups. Given an irreducible group \( G \), consider
the task of algorithmically deciding whether \( G \) is primitive. Similar to the case of
irreducibility testing above, if \( G \) is found to be imprimitive, then we also want to
construct a decomposition \( V = U_1 \oplus \cdots \oplus U_r \) which is permuted by \( G \). We refer to
these combined tasks as (constructive) primitivity testing of \( G \).

**Results: primitivity testing.** Our algorithm for irreducibility testing of a finite
nilpotent linear group \( G \) is largely based on elementary group theory. As a con-
sequence, it also provides us with insight into the structure of \( G \). By exploiting
this, we obtain an algorithm for constructive primitivity testing of irreducible finite
nilpotent linear groups over the same family of fields as above. This research has
been described in [75]; an implementation is again available in finn and included in
recent versions of MAGMA. We note that while primitivity of linear groups over
finite fields can be tested using a method of Holt et al. [40], the author is not aware of any other work on primitivity testing over infinite fields.

**Other results.** In addition to the development of the algorithms outlined above, this thesis also contains purely theoretical structural results. Most importantly, as a by-product of our computational work, we investigate the structure of primitive finite nilpotent linear groups over number fields. In particular, in the case of a cyclotomic ground field $K$, we determine an explicit class $\mathfrak{S}$ of pairwise non-isomorphic abstract finite nilpotent groups such that:

(i) For each $G \in \mathfrak{S}$, there is a primitive linear group $G(K)$ over $K$ with $G \cong G(K)$.

(ii) If $H$ is a primitive finite nilpotent linear group over $K$, then there exists a unique $G \in \mathfrak{S}$ such that $H$ and $G(K)$ are similar, i.e. represented by conjugate matrix groups over $K$.

**Strategies for irreducibility and primitivity testing**

We now sketch the strategies that underly our algorithms for irreducibility and primitivity testing; details will be provided in Parts I–II. To avoid technical issues, in this overview, we assume that $K$ is a number field. As we indicated above, for irreducibility and primitivity testing of finite nilpotent linear groups, we can actually handle a considerably larger class of ground fields.

Let $G \leqslant \text{GL}(V)$ be a finite nilpotent group, where $V \neq 0$ is a finite-dimensional vector space over $K$. We want to test irreducibility and (if $G$ is found to be irreducible) primitivity of $G$. The case of abelian groups is easily treated, so we may assume that $G$ is non-abelian. We then proceed using the following two steps. First, we can either construct a non-cyclic abelian normal subgroup of $G$ or we can prove that no such subgroup exists. In the second step, we distinguish two cases:

(i) If we found a non-cyclic abelian normal subgroup of $G$, then $G$ cannot be primitive (but it might be reducible). In this situation, we can either prove reducibility of $G$ or we can construct a subgroup $H < G$ and a subspace $U < V$ such that $G$ acts irreducibly on $V$ if and only if $H$ acts irreducibly on $U$. We then replace $G$ by the image of $H$ in $\text{GL}(U)$ and $V$ by $U$ and start again.

(ii) If all the abelian normal subgroups of $G$ are cyclic, then we can test irreducibility and primitivity of $G$ directly. This step heavily depends on the known classification of abstract finite nilpotent groups all of whose abelian normal subgroups are cyclic.

The above strategy is due to Detinko and Flannery [21 §3] who employed a variation to test irreducibility and primitivity of nilpotent linear groups over finite fields [21 Alg. 7]. However, we use different methods to perform the tasks involved. For
instance, our method for locating non-cyclic abelian normal subgroups is considerably simpler, and it will succeed whenever such a subgroup exists. We also note that the case of characteristic zero often differs drastically from the corresponding situation over finite fields.

Now let \( G \leq \text{GL}(V) \) be a possibly infinite but finitely generated nilpotent group. Disregarding some easy special cases, we can use the following variation of the above strategy to decide irreducibility of \( G \). We can either (a) construct an inhomogeneous abelian normal subgroup of \( G \) or (b) we can construct a maximal abelian normal subgroup of \( G \) which is homogeneous. (An abelian group \( A \leq \text{GL}(V) \) is called homogeneous if the \( K \)-algebra it generates is a field.) In case (a), we can proceed similar to case (i) from above, thus either proving reducibility of \( G \) or reducing to smaller dimension. In case (b), the \( K \)-algebra generated by \( G \) is in an explicit way a “crossed product” and we can use algorithms from computational number theory \[31\] and group cohomology \[38\] to decide irreducibility of \( G \) non-constructively.

Overview of the thesis

Part I: Computing with nilpotent linear groups

The first two chapters collect background material on linear groups (nilpotent and otherwise) and algebras. In Chapter 3, we consider congruence homomorphisms; the results given there are largely known from [22] but our approach is different. Our techniques for computing with abelian normal subgroups of nilpotent linear groups are described in Chapter 4. In Chapter 5, the first main result of this thesis is obtained, namely an algorithm for deciding irreducibility of nilpotent linear groups over number fields. The final Chapter 6 of Part I contains a structural analysis of a class of “exceptional groups” that we encountered in Chapter 5.

Part II: Irreducibility and primitivity testing of finite nilpotent linear groups

In Part II, we develop our algorithms for irreducibility and primitivity testing of finite nilpotent linear groups. This part is essentially a combined version of the papers [74, 75]. We first consider finite nilpotent groups all of whose abelian normal subgroups are cyclic (Chapter 7). Then we develop methods for irreducibility (Chapter 8) and primitivity testing (Chapter 10) for linear groups of this form. Between these two chapters, in Chapter 9, we study the equation \( x^2 + y^2 = -1 \) which arises naturally. Finally, in Chapter 11, we state our main algorithms and comment on our implementation in the MAGMA-package finn.

Part III: The structure of primitive finite nilpotent linear groups

In Chapter 12, we show that if \( G \) is a finite nilpotent group all of whose abelian normal subgroups are cyclic and if \( K \) is a number field, then there is an essentially
unique irreducible linear group $G(K)$ over $K$ with $G \cong G(K)$. In particular, it follows that isomorphic primitive finite nilpotent linear groups over $K$ are similar. After introducing some technical tools in Chapter 13, in the final Chapter 14 we investigate primitivity of $G(K)$ for fixed $K$ and varying $G$.
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Part I.

Computing with nilpotent linear groups
1. Basic facts on irreducibility and primitivity of linear groups

We recall some largely well-known facts on linear groups and algebras and establish notation. Unless otherwise indicated, throughout this thesis, let $K$ be an arbitrary field and $V \neq 0$ be a finite-dimensional $K$-vector space. In computational settings, we tacitly assume that we are given algorithms for the basic field operations in $K$ and for testing equality of elements of $K$.

1.1. Basics on rings, modules, and algebras

The results mentioned in this section are folklore; see [14, Ch. 4–5] or [53, §§28–29].

For us, rings are unital and ring homomorphisms preserve identities. In particular, if $S$ is a subring of the ring $R$, then $S$ contains the identity of $R$ so that the inclusion $S \hookrightarrow R$ is a ring homomorphism.

Unless otherwise specified, when we speak of vector spaces we mean left vector spaces while modules refer to right modules. We denote the ring of endomorphisms of a module $M$ by $\text{End}(M)$. If $\mathcal{D}$ is a division ring, and $W$ is a $\mathcal{D}$-vector space, then we regard $W$ as a $(\mathcal{D}, \text{End}(W))$-bimodule. Note that if $W \cong \mathcal{D}^e$ (the left $\mathcal{D}$-space of row vectors of length $e$ over $\mathcal{D}$), then $\text{End}(W) \cong M_e(\mathcal{D})$ (the ring of $e \times e$ matrices over $\mathcal{D}$). Here, $M_e(\mathcal{D})$ acts by right-multiplication on $\mathcal{D}^e$. We write $|W : \mathcal{D}|$ for the dimension of $W$ over $\mathcal{D}$.

Let $R$ be a ring and let $M$ be an $R$-module. If $S \subset M$ is a not necessarily proper subset of $M$, then we write $SR$ for the $R$-submodule of $M$ generated by $S$. If $M$ does not have any proper submodules and $M \neq 0$, then $M$ is irreducible. If $M$ is a direct sum of irreducible submodules, then $M$ is completely reducible. By Schur’s lemma, if $M$ is irreducible, then $\text{End}(M)$ is a division ring. Conversely, if $M$ is completely reducible and $\text{End}(M)$ is a division ring, then $M$ is irreducible.

If $M = \sum_{i \in I} M_i$ for irreducible submodules $M_i \leq M$, then there exists $J \subset I$ such that $M = \bigoplus_{j \in J} M_j$; in particular, $M$ is then completely reducible. If $M$ is a direct sum of isomorphic irreducible $R$-modules, then $M$ is homogeneous. Let $M$ be completely reducible and let $(W_i)_{i \in I}$ be representatives of the isomorphism classes of irreducible submodules of $M$. Define $U_i$ to be the sum of all submodules of $M$ that are isomorphic to $W_i$. Then each $U_i$ is a maximal homogeneous submodule called a homogeneous component of $M$ and $M = \bigoplus_{i \in I} U_i$ is the homogeneous decomposition of $M$.

Let $R$ be a ring. If $R$ is completely reducible when regarded as a right $R$-module, then $R$ is semisimple; this is equivalent to $R$ being completely reducible as a left
1. Basic facts on irreducibility and primitivity of linear groups

Let $R$ be a ring and let $K$ be a subring of $R$ which is a field. Let $x \in R$ commute with all elements of $K$. We obtain a natural homomorphism $K[x] \to R, \sum_i a_i x^i \mapsto \sum_i a_i x^i \ (a_i \in K, \text{almost all } a_i = 0)$. If the kernel of this homomorphism is non-trivial, then it is generated by a unique monic polynomial $\text{mpol}_K(x)$ called the minimal polynomial of $x$ over $K$. Note that $\text{mpol}_K(x)$ is defined if and only if the subring $K[x]$ of $R$ generated by $K$ and $x$ is finite-dimensional over $K$.

By an algebra over a field $K$ we mean a $K$-vector space $A$ endowed with a $K$-bilinear multiplication which turns $A$ into a ring. Unless explicitly stated otherwise, we write “algebra” for “finite-dimensional algebra”. As rings, simple algebras are semisimple. If $A \neq 0$, then we identify $K$ with the central subalgebra $K \cdot 1_A$ of $A$, where $1_A$ is the identity of $A$. If $a_1, \ldots, a_r$ are commuting elements of $A$, then we write $K[a_1, \ldots, a_r]$ for the subalgebra generated by these elements.

Let $A$ be a $K$-algebra. The radical $\text{rad}(A)$ of $A$ is the intersection of all maximal right ideals of $A$; again, “right” can be replaced by “left” here. The algebra $A$ is semisimple if and only if $\text{rad}(A) = 0$. An alternative characterisation of $\text{rad}(A)$ is as follows: $\text{rad}(A)$ is the sum of all nilpotent ideals of $A$ and $\text{rad}(A)$ is itself a nilpotent ideal. If $A$ is commutative, then $\text{rad}(A)$ is the set of nilpotent elements in $A$. In particular, subalgebras of semisimple commutative $K$-algebras are again semisimple.

1.2. Wedderburn theory

1.1 Proposition ([53, 29.F2]). Let $A \neq 0$ be a semisimple algebra. Then $A$ is simple if and only if all irreducible $A$-modules are isomorphic.

While the following is well-known, the author has not been able to locate a reference for the exact version given here.

1.2 Proposition. Let $A$ be a subalgebra of $\text{End}(V)$.

(i) $A$ is semisimple if and only if $V$ is a completely reducible $A$-module.

(ii) $A$ is simple if and only if $V$ is a homogeneous $A$-module.

Proof. By [53 Thm 14.3], if $V$ is a completely reducible (resp. irreducible) $A$-module, then $A$ is semisimple (resp. simple). If $V$ is a homogeneous $A$-module, then $A$ acts faithfully on any irreducible $A$-submodule $U$ of $V$. We may then regard $A$ as a subalgebra of $\text{End}(U)$ so that $A$ is simple. This concludes the proof of the “if” parts. The “only if” parts follow from the preceding proposition and the fact that modules of semisimple algebras are completely reducible.

1.3 Theorem ([53 Thm 29.1]).
1.3. Irreducibility and primitivity of linear groups

(i) Let $A$ be a semisimple algebra. Then $A$ has only finitely many minimal 2-sided ideals, say $A_1, \ldots, A_r$. Moreover, each $A_i$ is a simple algebra, and $A = A_1 \oplus \cdots \oplus A_r$.

(ii) If $B_1, \ldots, B_s$ are simple $K$-algebras, then $B = B_1 \oplus \cdots \oplus B_s$ is semisimple and the $B_i$ are precisely the minimal 2-sided ideals of $B$.

The ideals $A_i$ in (i) are the **Wedderburn components** of $A$ and $A = A_1 \oplus \cdots \oplus A_r$ is the **Wedderburn decomposition** of $A$.

1.4 Proposition ([18, Thm XVII.4.3]). Let $A \neq 0$ be a semisimple algebra. Then the Wedderburn components of $A$ are precisely the homogeneous components of $A$ as a right $A$-module.

1.5 Proposition ([18, Thm XVII.4.4]). Let $A$ be a semisimple algebra and $V \neq 0$ be an $A$-module. Let $A = A_1 \oplus \cdots \oplus A_r$ be the Wedderburn decomposition of $A$. Then $V = V \cdot A_1 \oplus \cdots \oplus V \cdot A_r$ and each $V \cdot A_i$ is the sum of all irreducible submodules of $V$ that are isomorphic to an irreducible $A_i$-submodule of $A_i$. Hence, the homogeneous components of $V$ are precisely those submodules $V \cdot A_i$ which are non-zero.

1.6 Corollary. Let $A$ be a semisimple subalgebra of $\text{End}(V)$. Then the homogeneous components of $V$ as an $A$-module are $\text{End}_A(V)$-submodules of $V$. ♦

1.7 Theorem (Wedderburn; [53, Thm 29.5]). A $K$-algebra $A$ is simple if and only if it is isomorphic to $M_e(D)$ for some $e \geq 1$ and a $K$-division algebra $D$. In this case, $e$ is unique and $D$ is unique up to isomorphism.

The essentially unique irreducible module of a simple algebra $M_e(D)$ as in Wedderburn’s theorem is easily described.

1.8 Proposition. Let $D$ be a $K$-division algebra and $e \geq 1$. Then $D^e$ is an irreducible $M_e(D)$-module.

*Proof.* We may naturally regard $M_e(D)$ as the endomorphism ring of the left $D$-vector space $D^e$. Now apply [53, 28.F8]. ♦

Let $D$ be a $K$-division algebra and $A \cong M_e(D)$. Then $|D : Z(D)| = m^2$ for an integer $m \geq 1$ (see [53, 29.F7]) called the **index** of $A$; we write $\text{index}(A) = m$.

1.9 Corollary. If $A$ is a simple $K$-algebra, then the $K$-dimension of the irreducible $A$-module is $\text{index}(A) \cdot \sqrt{|A : K| \cdot |Z(A) : K|}$.

1.3. Irreducibility and primitivity of linear groups

Recall that by a **linear group** over $K$, we mean a subgroup $G$ of the automorphism group $\text{GL}(V)$ of a finite-dimensional vector space over $K$. The **degree** of $G$ is the dimension $|V : K|$. The group $G$ generates a subalgebra $K[G]$ of $\text{End}(V)$ which we call the **enveloping algebra** of $G$. Note that $K[G]$ consists precisely of the $K$-linear
1. Basic facts on irreducibility and primitivity of linear groups

combinations of elements of $G$. We say that $G$ is completely reducible, homogeneous, or irreducible according to whether $V$ has the property in question as a $K[G]$-module. If $G$ is completely reducible, then the homogeneous decomposition and the homogeneous components of $G$ are understood accordingly. By Maschke’s theorem (cf. [87, Cor. 1.6]), finite linear groups in characteristic zero are completely reducible.

If $L/K$ is a finite field extension and $H \leq \text{GL}(W)$ for a finite-dimensional $L$-space $W$, then by restricting scalars, we may naturally regard $H$ as a $K$-linear group of degree $|W : K| = |W : L||L : K|$ (see [13 Prop. 7.1.2]). Since $K[H] \subset L[H]$, we see that if $H$ is irreducible over $K$, then it is also irreducible over $L$.

A system of imprimitivity for $G \leq \text{GL}(V)$ is a set $\mathcal{U} = \{U_1, \ldots, U_r\}$ of non-zero subspaces $U_i \leq V$ such that

(i) $V = U_1 \oplus \cdots \oplus U_r$, and

(ii) $G$ permutes $\mathcal{U}$ in its natural action on subspaces.

We will usually exclude the trivial system of imprimitivity $\{V\}$. A non-trivial subspace $0 < U < V$ which belongs to some system of imprimitivity for $G$ is called a block for $G$. A block stabiliser for $G$ is a subgroup of the form $\text{Stab}_G(U)$ for some block $U$ for $G$. Suppose that $G$ is irreducible. If $G$ admits a non-trivial system of imprimitivity, then $G$ is imprimitive; otherwise, $G$ is primitive. Note that we only apply these notions to irreducible groups.

Two linear groups $G \leq \text{GL}(V)$ and $H \leq \text{GL}(W)$ over the same field $K$ are similar if there exists a vector space isomorphism $V \xrightarrow{\theta} W$ such that $g \mapsto \theta^{-1}g\theta$ maps $G$ onto $H$.

By identifying $\text{GL}_d(K) = \text{GL}(K^d)$ with respect to the standard basis of $K^d$, all of the preceding notions can be naturally rephrased in terms of a matrix group over $K$, i.e. a subgroup of some $\text{GL}_d(K)$. In particular, $G \leq \text{GL}_d(K)$ and $H \leq \text{GL}_e(K)$ are similar if and only if $d = e$ and $H = x^{-1}Gx$ for some $x \in \text{GL}_d(K)$.

1.4. Clifford’s theorem

For our purposes, Clifford’s theorem provides us with both completely reducible linear groups and systems of imprimitivity.

1.10 Theorem (Clifford). Let $G \leq \text{GL}(V)$ be completely reducible and $N \triangleleft G$. Then $N$ is completely reducible and the homogeneous components for $N$ constitute a system of imprimitivity for $G$.

Proof. See [68, 8.1.3] for a proof in the case that $G$ is irreducible; the completely reducible case then follows immediately. ♦

The following can essentially be found in [73, p. 243].
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1.11 Lemma. Let $G \leq GL(V)$ and let $\mathcal{U}$ be a system of imprimitivity for $G$. Suppose that each element of $\mathcal{U}$ is an $\text{End}_{K[G]}(V)$-submodule of $V$. Let $U \in \mathcal{U}$ and $H = \text{Stab}_G(U)$. If $G$ acts transitively on $\mathcal{U}$, then the restriction map $\text{End}_{K[G]}(V) \to \text{End}_{K[H]}(U)$ is an isomorphism.

Proof. Let $T$ be a right transversal for $H$ in $G$ with $1 \in T$. Clearly, if $\phi \in \text{End}_{K[G]}(V)$ vanishes on $U$, then it vanishes on each $Ut$ ($t \in T$) and hence on $V$. This proves injectivity. Conversely, given $\psi \in \text{End}_{K[H]}(U)$ it is easily verified that the $K$-endomorphism $\phi$ of $V$ defined by $(\sum_{t \in T} u_t)\phi = \sum_{t \in T}(u_t\psi)t$ ($u_t \in U$) centralises $G$; clearly $\phi$ restricts to $\psi$ on $U$. ♦

By Corollary 1.6, a system of imprimitivity for $G$ obtained using Clifford’s theorem satisfies the conditions in Lemma 1.11. The following result from [21] is one of the core ingredients of our methods for irreducibility testing; we include a proof since parts of it will appear in our algorithms.

1.12 Corollary ([21] Thm 3.1). Let $G \leq GL(V)$ be completely reducible and $N \triangleleft G$. Let $V = U_1 \oplus \cdots \oplus U_r$ be the homogeneous decomposition of $V$ as a $K[N]$-module. Then $G$ is irreducible if and only if

(i) $G$ acts transitively on $\mathcal{U} = \{U_1, \ldots, U_r\}$, and

(ii) $\text{Stab}_G(U_1)$ acts irreducibly on $U_1$.

Proof. If $G$ acts intransitively on $\mathcal{U}$, then the direct sum over any orbit of $G$ on $\mathcal{U}$ is a proper $K[G]$-submodule of $V$. Also, if $W < U_1$ is $H$-invariant, where $H = \text{Stab}_G(U_1)$, then $W$ generates a proper $K[G]$-submodule of $V$. Hence, conditions (i) and (ii) are necessary for $G$ to be irreducible. Conversely, let (i) and (ii) be satisfied. By (ii) and Schur’s lemma, $\text{End}_{K[H]}(U_1)$ is a division ring. According to the last lemma, $\text{End}_{K[G]}(V) \cong \text{End}_{K[H]}(U_1)$, whence $G$ is irreducible. ♦
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We collect fundamental facts regarding nilpotent linear groups; the results stated here can mostly be found in [83, 87, 25]. As before, unless otherwise noted, \( K \) is an arbitrary field and \( V \) is a non-trivial finite-dimensional vector space over \( K \).

2.1. Semisimple, diagonalisable, and unipotent elements

For the following, see [87, §7] and [77, §7.A].

Let \( \phi \in \text{End}(V) \). We say that \( \phi \) is \textbf{semisimple} if \( K[\phi] \) is a semisimple algebra. By Proposition 1.2(i), \( \phi \) is semisimple if and only if \( V \) is a completely reducible \( K[\phi] \)-module. By basic linear algebra, this is the case if and only if the minimal polynomial \( f \) of \( \phi \) is square-free. Recall that \( \phi \) is \textbf{diagonalisable}, i.e. represented by a diagonal matrix over some field extension of \( K \), if and only if \( \gcd(f, f') = 1 \) (where \( f' \) is the formal derivative of \( f \)). In other words, \( \phi \) is diagonalisable if and only if \( f \) remains square-free over every extension of \( K \). Hence, if \( \phi \) is diagonalisable, then it is semisimple. If \( K \) is perfect, then, conversely, a semisimple \( \phi \) is diagonalisable.

If \( \phi - 1 \) is nilpotent, i.e. \( (\phi - 1)^n = 0 \) for some \( n \), then \( \phi \) is \textbf{unipotent}. A group \( G \subseteq \text{GL}(V) \) is \textbf{unipotent} if it consists entirely of unipotent elements. This is equivalent to the existence of a chain \( 0 = V_0 < \cdots < V_e = V \) of subspaces such that \( [V_i, G] \leq V_{i-1} \) (\( 1 \leq i \leq e \)); here, for a subspace \( U \leq V \), we write \( [U, G] \) for the \( K \)-span of \( \{u(g - 1) : u \in U, g \in G\} \). In other words, \( G \) is unipotent if and only if it acts nilpotently on \( V \). It follows [42, Satz III.2.9] that \( G \) is then itself nilpotent. More concretely, let

\[
UT_d(K) = \begin{bmatrix}
1 \\
K \\
\vdots \\
K \\
1
\end{bmatrix} \leq \text{GL}_d(K)
\]

be the group of \textbf{unitriangular} \( d \times d \) matrices over \( K \). This group is nilpotent of class \( d - 1 \) (see [68, p. 127]). A group \( G \subseteq \text{GL}(V) \) is unipotent if and only if, for a suitable basis of \( V \), it can be represented by a subgroup of \( UT_d(K) \), where \( d = [V : K] \); cf. [87, Cor. 1.21].
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2.2. The Jordan decomposition

In this section, we have to assume that $K$ is perfect.

2.1 Theorem ([87, p. 91]). For any $g \in \text{GL}(V)$, there exist unique elements $g_u, g_s \in \text{GL}(V)$ such that

(i) $g_u$ is unipotent,

(ii) $g_s$ is semisimple, and

(iii) $g = g_u g_s = g_s g_u$.

We note that $g_u$ and $g_s$ are polynomials in $g$; cf. [6, Lem. A.1]. The decomposition $g = g_u g_s$ is known as the (multiplicative) Jordan decomposition of $g$. It can be effectively computed provided that an algorithm for polynomial factorisation over $K$ is available; an implementation is e.g. available in Magma. For $G \subseteq \text{GL}(V)$, define subsets $G_u = \{g_u : g \in G\}$ and $G_s = \{g_s : g \in G\}$ of $\text{GL}(V)$. The following is a special case of [81, 3.1.7].

2.2 Proposition. Let $G \subseteq \text{GL}(V)$ be locally nilpotent.

(i) $G_u$ and $G_s$ are subgroups of $\text{GL}(V)$.

(ii) $g \mapsto g_u$ (resp. $g \mapsto g_s$) is an epimorphism of $G$ onto $G_u$ (resp. $G_s$).

(iii) $[G_u, G_s] = 1$.

2.3. Reduction of irreducibility testing to completely reducible groups

Let $K$ be perfect. We describe how, given a nilpotent group $G \subseteq \text{GL}(V)$, we can either prove that $G$ is completely reducible or we can construct a proper $K[G]$-submodule of $G$. The method described here is known from [22, §4.1]. The following is stated in [22, Lem. 4.5] for nilpotent linear groups.

2.3 Lemma. Let $G \subseteq \text{GL}(V)$ be locally nilpotent. Then $G$ is completely reducible if and only if $G_u = 1$.

Proof. The “only if” part is [85, Cor. 29.1]. For the converse, by a theorem of Zassenhaus, a locally soluble linear group is soluble [85, Thm 19.9]. The “if” part then follows from [85, Thm 22.5].

Suppose that a nilpotent group $G = \langle g_1, \ldots, g_n \rangle \subseteq \text{GL}(V)$ is given. Assuming that we can compute Jordan decompositions over $K$, in view of Proposition 2.2, we
may construct $G_u = \langle (g_1)_u, \ldots, (g_n)_u \rangle$ and hence decide if $G$ is completely reducible. If $G_u \neq 1$, then

$$V^{G_u} = \{ x \in V : x_{g_u} = x \text{ for all } g \in G \} = \bigcap_{i=1}^{n} \text{Ker} ((g_i)_u - 1)$$

is a proper $K[G]$-submodule of $V$ (use Proposition 2.2(iii)).

2.4. Torsion in nilpotent linear groups

The following is fundamental for our work on infinite nilpotent linear groups.

2.4 Theorem ([25, Cor. 6.5]). Let $G$ be a completely reducible nilpotent linear group. Then $G/Z(G)$ and $[G, G]$ are finite. More precisely, if $c$ is the nilpotency class and $d$ the degree of $G$, then $|G : Z(G)| \leq C$ and $|G'| \leq C$, where $C = d^{(c+1)(d-1)}$.

2.5 Lemma. Let $G$ be a completely reducible nilpotent linear group, $G \xrightarrow{\pi} H$ be a homomorphism with torsion-free kernel, and $A \subseteq G$. If $A^\pi$ is abelian, then so is $A$.


2.6 Corollary. Let $G$ be a completely reducible nilpotent linear group.

(i) ([22, Lem. 4.8].) If $N \triangleleft G$ is torsion-free, then $N \leq Z(G)$.

(ii) If $G$ is torsion-free, then it is abelian.

Proof. For (i), let $g \in G$ be arbitrary, $\pi$ be the projection $G \to G/N$, and $A = \langle N, g \rangle$. Lemma 2.5 shows that $g$ centralises $N$. Clearly, (ii) follows from (i). ♦

The following is well-known.

2.7 Proposition ([77, Cor. 1.10]). Let $G$ be a nilpotent group. Then the elements of finite order in $G$ form a locally finite subgroup $T(G)$ of $G$. If $G$ is finitely generated, then $T(G)$ is finite.

We call $T(G)$ the torsion subgroup of $G$.

2.8 Lemma. Let $G$ be a group, $1 = Z_0 \leq Z_1 = Z(G) \leq \cdots$ be the upper central series of $G$, and $i \geq 1$.

(i) ([68, 5.2.19]) If $Z(G)$ is torsion-free, then so is $Z_i/Z_{i-1}$.

(ii) ([42, Satz III.2.13]) If $Z(G)$ has exponent dividing $e$, then so does $Z_i/Z_{i-1}$.

2.9 Corollary. A nilpotent group is torsion-free if and only if its centre is. ♦

Recall that $K$ is formally real if it admits an ordering compatible with the field operations. Equivalently, $K$ is formally real if and only if $-1$ is not a sum of squares in $K$; we refer to [14, §8.8] for details on formally real fields.
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2.10 Proposition. Let $K$ be formally real and let $G \leq \text{GL}(V)$ be an irreducible nilpotent linear group of odd degree. Then $G$ is abelian and $\text{T}(G) \leq (-1)$.

Proof. Let $T = \text{T}(Z(G))$. Since $G$ is irreducible, $K[G]$ is simple. Hence, $F = K[T] \subset Z(K[G])$ is a field. Since $[F : K]$ is finite, there exists a finitely generated (hence cyclic) subgroup $T_0 \leq T$ with $F = K[T_0]$. We may naturally regard $V$ as an $F$-vector space. As $[V : K] = [V : F][F : K]$, we see that $[F : K]$ is odd. By [13, Lem. 8.8.6], $F$ is then formally real. On the other hand, $F = K[T_0]$ is a cyclotomic extension of $K$. Since $\mathbb{Q}$ is the only formally real cyclotomic field, $F = K$ and $T \leq (-1)$.

Choose any ordering of $K$. By replacing $G$ with $\langle G, -1 \rangle$, we may assume that $-1 \in G$. Since $[V : K]$ is odd, we then have $G = G^+ \times (-1)$, where $G^+ = \{ g \in G \mid \det(g) > 0 \}$. Note that $K[G] = K[G^+]$, so $G^+$ is irreducible. By applying what we have just proved to $G^+$ instead of $G$, we see that $Z(G^+)$ is torsion-free. Hence, $G^+$ itself is torsion-free (Corollary 2.9) and therefore abelian (Corollary 2.6(ii)). It follows that $G$ is abelian and $\text{T}(G) = \text{T}(G^+) \times (-1) = (-1)$.

2.5. Sylow subgroups of the general linear group over $\mathbb{Q}$

We recall known results on the Sylow $p$-subgroups of $\text{GL}_d(\mathbb{Q})$. In later chapters, we will use these groups as a source of examples for testing our algorithms.

Let $G$ be any group and $p$ be a prime. Then a Sylow $p$-subgroup of $G$ is a maximal $p$-subgroup of $G$. By Zorn’s lemma, every $p$-subgroup of $G$ is contained in a Sylow $p$-subgroup.

Let $W_{p,1} = C_p \leq \text{GL}_{p-1}(\mathbb{Q})$ be generated by the companion matrix

$$
\begin{bmatrix}
0 & 1 \\
\cdot & \cdot & \cdot \\
0 & 1 \\
-1 & \cdots & -1 & -1
\end{bmatrix}
$$

of the $p$th cyclotomic polynomial. Let $W_{p,k+1} = W_{p,k} \wr C_p \leq \text{GL}_{(p-1)p^k}(\mathbb{Q})$.

2.11 Proposition.

(i) $W_{p,k} \leq \text{GL}_{(p-1)p^{k-1}}(\mathbb{Q})$ is irreducible for all $p$.

(ii) $W_{2,k} \leq \text{GL}_{2^{k-1}}(\mathbb{Q})$ is absolutely irreducible.

Proof. We have $W_{p,k} = C_p \wr P$ where $P$ is the (transitive) Sylow $p$-subgroup of the symmetric group on $p^{k-1}$ letters (cf. [68, 1.6.19]). Now apply [85, Lem. 15.4].

2.12 Theorem ([49, §4.5]).

(i) The Sylow $p$-subgroups of $\text{GL}_d(\mathbb{Q})$ are finite and pairwise conjugate.

(ii) Let $d = a_0 + (p-1)(a_1 + ap + \cdots + ap^{k-1})$ where $0 \leq a_0 < p - 1$ and $0 \leq a_i < p$ for $1 \leq i \leq k$. Then the image of the natural embedding of $\prod_{i=1}^k W_{p,i}^{a_i}$ into $\text{GL}_d(\mathbb{Q})$ is a Sylow $p$-subgroup of $\text{GL}_d(\mathbb{Q})$. 
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2.6. Bounds for the nilpotency class I: number fields

We write \( \text{class}(G) \) for the nilpotency class of a nilpotent group \( G \).

2.13 Theorem \([\text{SS}]\).

(i) Let \( G \leq \text{GL}_d(\mathbb{Z}) \) be nilpotent. If \( d \) is not a power of 2, then \( \text{class}(G) \leq d - 1 \); otherwise, \( \text{class}(G) \leq d \). Moreover, the respective bound is attained for each \( d \).

(ii) Let \( G \leq \text{GL}_d(\mathbb{Q}) \) be nilpotent. Then \( \text{class}(G) \leq 3d/2 \).

A precise bound for the class of a nilpotent subgroup of \( \text{GL}_d(\mathbb{Q}) \) can also be found in \([\text{SS}]\). For our purposes, it suffices to notice that the nilpotency class of a nilpotent linear group over \( \mathbb{Q} \) is bounded by a linear function of the degree. By restriction of scalars, this extends to number fields as follows.

2.14 Corollary. Let \( K \) be a number field. Then a nilpotent subgroup of \( \text{GL}_d(K) \) has nilpotency class at most \( 3d|K : \mathbb{Q}|/2 \). \( \blacklozenge \)
3. Congruence homomorphisms

In this chapter, we introduce the classical notion of a congruence homomorphism. We describe how for finitely generated matrix groups over number fields and rational function fields in characteristic zero, congruence homomorphisms with torsion-free kernels can be obtained; cf. [22, §3]. We then study the effects of the previously constructed congruence homomorphisms on reducibility of a matrix group. Finally, we describe how congruence homomorphisms can be used to simplify the computation of minimal polynomials over rational function fields; we make use of this technique in our Magma package \texttt{finn}, to be described in §11.4.

Throughout this chapter, we assume that $K$ is a field of characteristic zero.

3.1. Fundamentals on congruence homomorphisms

Basic definitions. Let $R \xrightarrow{\pi} S$ be a homomorphism of commutative rings. We obtain an induced group homomorphism $\text{GL}_d(R) \xrightarrow{\pi_d} \text{GL}_d(S)$. Let $\text{CL}_d(\pi)$ be the kernel of $\pi_d$. For $G \leq \text{GL}_d(R)$, we call $G_\pi = G \cap \text{CL}_d(\pi)$ the $\pi$-congruence subgroup of $G$. By abuse of notation, we denote the restriction of $\pi_d$ to $G$, which we call the $\pi$-congruence homomorphism of $G$, simply by $\pi$. The $\pi$-congruence image of $G$ is $G^\pi$.

For the purposes of this thesis, the most important instance of a congruence homomorphism is the case that $\pi$ is the projection $R \to R/\alpha$ for some ideal $\alpha$ of $R$. In this case, we also speak of $\alpha$-congruence homomorphisms, $\alpha$-congruence subgroups, etc. and write $\text{CL}_d(R, \alpha)$ for the $\alpha$-congruence subgroup of $\text{GL}_d(R)$.

Torsion-free congruence subgroups. We are only interested in congruence homomorphisms with torsion-free kernels. Hence, for finite groups, these will be isomorphisms. Even for infinite nilpotent matrix groups, such congruence homomorphisms are related to group-theoretic properties, as has already been indicated in §2.4.

We will obtain torsion-free congruence subgroups using the following fundamental result. The special case $R = \mathbb{Z}$ was originally proved by Minkowski [57, §1].

3.1 Lemma (Suprunenko; [85 Thm 12.3]). Let $R$ be a UFD of characteristic zero. Let $p \in R$ be a prime element such that $p^2 \nmid q$ for all rational primes $q$ and $p \nmid 2$. Then $\text{CL}_d(R, pR)$ is torsion-free.

Computing with congruence homomorphisms. Let the matrix group $G \leq \text{GL}_d(K)$ be given by a finite generating set $S$ as a monoid. Note that if the finite set $T$ generates $G$ as a group, then we may always take $S = T \cup T^{-1}$. Let $E$ be the set
of all non-zero matrix entries in $S$. Then $\mathbb{Z}[E]$, the subring of $K$ generated by $E$, is the smallest subring $S$ of $K$ such that $G \leq \text{GL}_d(S)$.

Our main goal in this chapter is as follows: find a ring $R$ with $\mathbb{Z}[E] \subset R \subset K$ and an epimorphism $R \twoheadrightarrow F$ onto a field $F$ such that

1. $F$ is “nicer” (i.e. more amenable to computations) than $K$,
2. $\text{CL}_d(\pi)$ is torsion-free, and
3. we may easily compute the restriction of $\pi$ to $\mathbb{Z}[E]$.

An important example of a “nicer” ring in (i) would be a finite field; in practice, arithmetic over finite fields is considerably faster than over infinite fields.

Instead of working directly with $\mathbb{Z}[E]$, we introduce the larger ring $R \supset \mathbb{Z}[E]$ for theoretical reasons. For instance, $\mathbb{Z}[E]$ might not be a UFD, so that we cannot directly apply Lemma 3.1. Note that the group $G$, or more precisely, the given generating set of $G$, is only used to obtain the set $E$.

We will achieve the goals in (i)–(iii) for two major cases of $K$, namely number fields and rational function fields. Solutions for these two cases have already been obtained in [22, §3]. In the case of rational function fields (Section 3.4), the method we describe here coincides with that given in [22, Ex. 3.6]. However, we systematically use a different theoretical justification (namely, localisation at prime ideals).

### 3.2. Localisation

We now quickly describe the special case of localisation which we will require; see e.g. [56, §4] for background.

Let $R$ be an integral domain with field of fractions $F$. For a prime ideal $\mathfrak{p}$ of $R$, define the **localisation** $R_\mathfrak{p}$ of $R$ at $\mathfrak{p}$ by $R_\mathfrak{p} = \{a/b : a \in R, b \in R \setminus \mathfrak{p} \} \subset F$. Then $R_\mathfrak{p}$ is a subring of $F$ and elements of $R$ outside of $\mathfrak{p}$ are units of $R_\mathfrak{p}$.

The ring $R_\mathfrak{p}$ can be characterised by the following universal property: for any ring homomorphism $R \xrightarrow{\phi} S$ such that $a\phi$ is a unit of $S$ for all $a \in R \setminus \mathfrak{p}$, there exists a unique ring homomorphism $R_\mathfrak{p} \xrightarrow{\hat{\phi}} S$ such that

\[
\begin{array}{ccc}
R & \xrightarrow{\phi} & R_\mathfrak{p} \\
\downarrow \phi & & \downarrow \hat{\phi} \\
S & &
\end{array}
\]

commutes. Explicitly, $\hat{\phi}$ is given by $(a/b)\hat{\phi} = (a\phi)/(b\phi)$ for $a \in R$ and $b \in R \setminus \mathfrak{p}$.

The localisation $R_\mathfrak{p}$ is a **local ring**, meaning that it contains a unique maximal ideal, namely $\mathfrak{p} R_\mathfrak{p}$ (the ideal of $R_\mathfrak{p}$ generated by $\mathfrak{p}$). Hence, $R_\mathfrak{p}^\times = R_\mathfrak{p} \setminus \mathfrak{p} R_\mathfrak{p}$. The natural map $R/\mathfrak{p} \xrightarrow{\pi} R_\mathfrak{p}/\mathfrak{p} R_\mathfrak{p}$ is injective. We may thus naturally regard $R_\mathfrak{p}/\mathfrak{p} R_\mathfrak{p}$ as the field of fraction of $R/\mathfrak{p}$.
Suppose that $p$ is a maximal ideal of $R$. Then $\iota$ is an isomorphism and we thus obtain a natural epimorphism $R_p \xrightarrow{\iota} R/p$ with kernel $p R_p$. This map is the extension of the projection $R \xrightarrow{\pi} R/p$ to $R_p$ as constructed above. More generally, by a reduction modulo $p$ on $R_p$ we mean a ring epimorphism $R_p \rightarrow F$ with kernel $p R_p$. Such a map always restricts to an epimorphism $R \rightarrow F$ with kernel $p$.

### 3.3. Congruence homomorphisms for number fields

Throughout this section, let $K$ be a number field and $R$ be its ring of integers. We refer to [13, Ch. 3–4] and [59, Ch. I–II] for background.

#### Torsion-free congruence subgroups

**3.2 Proposition.** Let $p$ be an odd rational prime which is unramified in $K$. Let $p \triangleleft R$ be a prime ideal with $p \mid p$ and let $R_p \xrightarrow{\pi} R/p$ be the natural map. Then $\text{CL}_d(\pi)$ is torsion-free.

**Proof.** It is known that $R_p$ is the valuation ring of $K$ with respect to the $p$-adic valuation; see [14, p. 369]. In particular, $R_p$ is a UFD. As $p$ is unramified in $K$, we have $p R_p = p R_p$. Using the natural isomorphism $R/p \cong R_p/p R_p$, the claim now follows from Lemma 3.1; note that rational primes other than $p$ are units in $R_p$. ♦

**3.3 Remarks.**

(i) It is well-known that the finitely many rational primes which ramify in $K$ are precisely those dividing the discriminant $\text{disc}(K/Q)$; see [13, Prop. 3.3.23].

(ii) Using a very different approach, Proposition 3.2 can also be obtained as a corollary to [26, Lem. 9].

(iii) Proposition 3.2 is not generally true for arbitrary rational primes $p$:

(a) $-1 \in \text{CL}_1(\mathbb{Z}, 2)$ is a torsion element; here $p = 2$.

(b) Let $K = \mathbb{Q}(\zeta_3)$, where $\zeta_3$ is a primitive third root of unity. Let $R$ be the ring of integers of $K$. Then $3R = p^2$ for a prime ideal $p$ and $\zeta_3 \in \text{CL}_1(R, p)$; here $p = 3$ ramifies.

### Computing with congruence homomorphisms

**Setup.** Throughout, we assume that $E \subset K^\times$ is a fixed finite set, as e.g. obtained from a matrix group as in [3.1]. For almost all prime ideals $p$ of $R$, we then have $E \subset R_p$. We assume that $K$ is given as a simple extension of $\mathbb{Q}$, say $K = \mathbb{Q}(\theta)$, where $\theta$ is integral. Let $f \in \mathbb{Z}[X]$ be the minimal polynomial of $\theta$ and $N = \text{deg}(f)$.

We will now describe how, for suitably chosen $p$, we obtain a reduction $R_p \xrightarrow{\pi} F$ modulo $p$ that allows us to easily compute $a \pi$ for $a \in E$ and such that the induced congruence homomorphism has torsion-free kernel. The following is well-known.
Rationalities. Each non-zero $a \in K$ has a unique representation

$$a = (a_0 + a_1 \theta + \cdots + a_{N-1} \theta^{N-1}) / \text{den}(a),$$

where $a_0, \ldots, a_{N-1}, \text{den}(a) \in \mathbb{Z}$, the denominator $\text{den}(a)$ of $a$ is positive, and $\gcd(a_0, \ldots, a_{N-1}, \text{den}(a)) = 1$. Write $\text{num}(a) = a \text{den}(a)$ for the numerator of $a$. Note that, in general, all of these numbers depend on the choice of $\theta$ and that these definitions remain valid if $\theta$ is non-integral.

Choosing a good prime. Let $p$ be an odd rational prime and suppose that $p$ does not divide

(i) the discriminant $\text{disc}(K/\mathbb{Q})$,

(ii) the index $|R : \mathbb{Z}[\theta]|$, or

(iii) any denominator $\text{den}(a)$ for $a \in E$.

We note that by [12] Prop. 4.4.4(2)], the discriminant of $f$ satisfies

$$\text{disc}(f) = \text{disc}(K/\mathbb{Q}) \cdot |R : \mathbb{Z}[\theta]|^2$$

so (i)–(ii) can be equivalently stated by requiring that $p$ does not divide $\text{disc}(f)$.

Computing reduction modulo $p$. Having chosen $p$ as just explained, we now use the notation from Proposition 3.4. Since $p$ is unramified in $K$, we have $pR = p_1 \cdots p_r$. Let $p = p_i$ for some $i$. Let $F$ be a field of size $p^k$, where $k = \deg(f_i)$, and let $x \in F$ be a root of $f_i$; of course, $F \cong \mathbb{F}_p[X]/(f_i)$.

From Proposition 3.4 we obtain an epimorphism $R \twoheadrightarrow F$ with kernel $p_i$ such that the restriction of $\pi$ to $\mathbb{Z}[\theta]$ acts via

$$\left( \sum_{i=0}^{N-1} c_i \theta^i \right) \pi = \sum_{i=0}^{N-1} (c_i \mod p) x^i$$
where \( c_0, \ldots, c_{N-1} \in \mathbb{Z} \).

Let \( R_p \stackrel{\lambda}{\to} F \) be the extension of \( \pi \) to \( R_p \) as in §3.2. It follows from Proposition 3.2 that \( \text{CL}_d(\hat{\pi}) \) is torsion-free. Let \( a \in E \). Then \( a\hat{\pi} = (\text{num}(a)\pi)/(\text{den}(a) \mod p) \), where \( \text{num}(a)\pi \) can be computed as just explained since \( \text{num}(a) \in \mathbb{Z}[\theta] \).

### 3.4. Congruence homomorphisms for rational function fields

In this section, \( K \) is an arbitrary field of characteristic zero. A rational function field over \( K \) is a finitely generated purely transcendental extension of \( K \) with an explicitly given transcendence basis. Throughout, let \( X_r = (X_1, \ldots, X_r) \), where the \( X_i \) are algebraically independent over \( K \).

#### Torsion-free congruence subgroups

Let \( \alpha \in K^r \). The kernel \( m(\alpha) \) of \( K[X_r] \to K, f \mapsto f(\alpha) \) is the ideal generated by \( \{X_1 - \alpha_1, \ldots, X_r - \alpha_r\} \); cf. [65, p. 12]. Let

\[
K[\alpha] = K[X_r]_{m(\alpha)} = \{f/g : f, g \in K[X_r], g(\alpha) \neq 0\}.
\]

By extension, we obtain an epimorphism \( K[\alpha] \xrightarrow{\text{ev}_\alpha} K \) called evaluation (at \( \alpha \)). Note that we may recover \( \alpha \) from \( K[\alpha] \subset K(X_r) \). We will use the notation \( b(\alpha) \) for the image of \( b \in K[\alpha] \) under \( \text{ev}_\alpha \).

### 3.5 Proposition (Cf. [23, §2])

Let \( K \) be any field of characteristic zero and \( \alpha \in K^r \) be arbitrary. Then \( \text{CL}_d(\text{ev}_\alpha) \) is torsion-free.

Our proof of Proposition 3.5 below relies on the following technical lemma which we will use again in 3.5.

### 3.6 Lemma

Let \( \mathcal{E} \) be a class of homomorphisms of commutative rings which satisfies the following conditions.

(E1) \( (K[\alpha] \xrightarrow{\text{ev}_\alpha} K) \in \mathcal{E} \) for all fields \( K \) of characteristic zero and all scalars \( \alpha \in K \).

(E2) Let \( (R_1 \xrightarrow{\lambda} R_2) \in \mathcal{E} \), where \( R_i \) is an integral domain with field of fractions \( F_i \). Suppose that \( R'_i \) is a subring of \( R_i \) which generates \( F_i \) as a field and that

\[
\begin{array}{ccc}
R'_1 & \xrightarrow{\lambda'} & R_1 \\
\downarrow & & \downarrow \\
R'_2 & \xrightarrow{\lambda} & R_2
\end{array}
\]

commutes. Then \( \lambda' \in \mathcal{E} \).

(E3) If \( (R_1 \xrightarrow{\lambda} R_2) \in \mathcal{E} \) and \( (R_2 \xrightarrow{\mu} R_3) \in \mathcal{E} \), then \( \lambda\mu \in \mathcal{E} \).

Then \( (K[\alpha] \xrightarrow{\text{ev}_\alpha} K) \in \mathcal{E} \) for all fields \( K \) of characteristic zero, \( r \geq 1 \), and \( \alpha \in K^r \).
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Proof. We proceed by induction on $r$, the case $r = 1$ being covered by (E1). Let $K$ and $\alpha \in K^r$ for $r > 1$ be given. Define $\alpha' = (\alpha_1, \ldots, \alpha_{r-1})$ and $F = K(X_{r-1})$. We obtain a commutative diagram

\[
\begin{array}{ccc}
K[\alpha] & \xrightarrow{\text{ev}_\alpha} & K \\
\downarrow{\lambda} & & \downarrow{\text{ev}_{\alpha'}} \\
F[\alpha'] & \xrightarrow{\text{ev}_{\alpha'}} & F
\end{array}
\]

where $\lambda$ is induced by $K[X_r] \to K[X_{r-1}], f \mapsto f(X_1, \ldots, X_{r-1}, \alpha_r)$ and the vertical maps are inclusions. By induction, $\text{ev}_{\alpha'}, \text{ev}_\alpha \in \mathcal{E}$. Property (E2) yields $\lambda \in \mathcal{E}$, whence (E3) shows that $\text{ev}_\alpha \in \mathcal{E}$.

Proof of Proposition 3.5. Let $\mathcal{E}$ be the class of homomorphisms $R \xrightarrow{\lambda} S$ of commutative rings such that $\text{CL}_d(\lambda)$ is torsion-free. Clearly, conditions (E2)–(E3) in Lemma 3.6 are satisfied. It thus only remains to consider (E1). Let $K$ be arbitrary of characteristic zero and $\alpha \in K$. Since $K[X]$ is a UFD, so is $K[\alpha]$ [14, Thm 10.3.7]. The maximal ideal of $K[\alpha]$ is generated by $X - \alpha$. As every rational prime is a unit of $K[\alpha]$, we conclude from Lemma 3.1 that $\text{CL}_d(K[\alpha] \xrightarrow{\text{ev}_\alpha} K)$ is torsion-free.

Computing with congruence homomorphisms

We now consider how computations with congruence homomorphisms for rational function fields can be performed in practice. Let $F = K(X_r)$ and let $E \subset F^\times$ be finite. Suppose that we have found $\alpha \in K^r$ such that $E \subset K[\alpha]$. We then say that $\alpha$ is admissible for $E$; cf. [23, §2]. Clearly, $e(\alpha)$ can then be readily computed for any $e \in E$. We may thus effectively compute the restriction of $\text{ev}_\alpha$ to $\mathbb{Z}[E]$ and hence the induced congruence homomorphism $\text{GL}_d(\mathbb{Z}[E]) \to \text{GL}_d(K)$ whose kernel is torsion-free by Proposition 3.5.

It remains to find an admissible $\alpha$. We first argue why such a point exists. Let $E = \{e_1, \ldots, e_n\}$. Write $e_i = g_i/h_i$ for non-zero $g_i, h_i \in K[X_r]$ with $\gcd(g_i, h_i) = 1$. Define $f$ to be the product of the distinct irreducible factors of the $h_i$. Clearly, $\alpha$ is admissible for $E$ if and only if $f(\alpha) \neq 0$. If $f$ is scalar, then each $\alpha \in K^r$ is admissible for $E$, so let $f$ be non-scalar. Elementary considerations (cf. [28, p. 32]) show that infinitely many $\alpha \in K^r$ are admissible for $E$. On the other hand, if $r > 1$, then there will in general also be infinitely many non-admissible points in $K^r$.

Geometrically speaking, the algebraic set $V(f) = \{\omega \in K^r : f(\omega) = 0\}$ is a thin subset of $K^r$ in the sense of Serre [30, §3]. In practice, points of $V(f)$ are rarely encountered and we thus quickly obtain an admissible $\alpha$ by random choice.
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3.5. Preservation of reducibility under congruence homomorphisms

In this section, we prove the following; the case \( K = \mathbb{Q} \) in (i) is well-known \[37, \S 3\].

3.7 Proposition.

(i) Let \( K \) be a number field, \( R \) be its ring of integers, \( p \neq 0 \) be a prime ideal of \( R \), and \( R_p \to R/p \) be the natural map. If \( G \leq \text{GL}_d(R_p) \) is reducible over \( K \), then \( G^p \) is reducible over \( R/p \).

(ii) Let \( K \) be any field of characteristic zero and let \( \alpha \in K^r \). If \( G \leq \text{GL}_d(K[\alpha]) \) is reducible over \( K(X_r) \), then \( G(\alpha) \) is reducible over \( K \).

3.8 Remark. The converse statements of Proposition 3.7 are false, i.e. reducibility of a congruence image does not imply reducibility of the original group:

(i) The companion matrix of the 12th cyclotomic polynomial \( \phi_{12} \) generates an irreducible subgroup of \( \text{GL}_4(\mathbb{Q}) \) but \( \phi_{12} \) splits over all finite fields \[84, p. 219\].

(ii) Let \( G = \langle \left[\begin{smallmatrix} 0 & 1 \\ 1 & X \end{smallmatrix}\right]\rangle \leq \text{GL}_2(\mathbb{Q}(X)) \). Then \( G \) is irreducible and \( G \leq \text{GL}_2(\mathbb{Q}[0]) \).

However, \( G(0) = \langle \left[\begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix}\right]\rangle \leq \text{GL}_2(\mathbb{Q}) \) is reducible.

We will prove Proposition 3.7 by reducing to the case of PIDs.

The Smith normal form. We refer to \[10, \S 15\] for details of the following. Let \( R \) be a PID and \( a \) be an \( m \times n \) matrix over \( R \). Let \( r \leq \min(m, n) \) be the rank of \( a \).

Then there exist \( s \in \text{GL}_m(R) \), \( t \in \text{GL}_n(R) \) and a sequence \( a_1, \ldots, a_r \) of non-zero elements of \( R \) such that

(i) \( a_i \mid a_{i+1} \) for \( 1 \leq i < r \), and

(ii) we have

\[
\text{sat} = \begin{bmatrix}
\text{diag}(a_1, \ldots, a_r) \\
\vdots \\
\end{bmatrix},
\]

where the zero blocks have the appropriate sizes.

Furthermore, up to multiplication by units of \( R \), the elements \( a_1, \ldots, a_r \) are unique. The matrix \( \text{sat} \) is the Smith normal form of \( a \).

Preservation of reducibility for PIDs. If \( G \leq \text{GL}(M) \), where \( M \) is a left module over a commutative ring \( R \), then we may define \( R[G] \) to be the \( R \)-subalgebra of \( \text{End}(M) \) generated by \( G \); this extends the definition of the enveloping algebra of a linear group from \[3\]. The following is a trivial generalisation of \[85, \text{Lem. 22.3}\] using the same proof.
3. Congruence homomorphisms

3.9 Lemma. Let $R$ be a PID, $V$ be a free left $R$-module of finite rank, and $G \subseteq \text{GL}(V)$. Suppose that $M \leq V$ is an $R[G]$-submodule. Then there exists an $R[G]$-submodule $M \leq M' \leq V$ of the same rank as $M$ such that $M'$ is a direct summand of $V$ as an $R$-module.

Proof. By taking the Smith normal form of a matrix for the inclusion $M \hookrightarrow V$, we obtain a basis $(x_1, \ldots, x_d)$ of $V$ and non-zero $a_1, \ldots, a_e \in R$ ($e \leq d$) such that $(a_1x_1, \ldots, a_ex_e)$ is a basis of $M$. Define $M' = \langle x_1, \ldots, x_e \rangle_R$. It only remains to show that $M'$ is $G$-invariant. If $g \in G$, then $x_i g = \sum_{j=1}^d r_{ij} x_j$ and $(a_i x_i) g = \sum_{j=1}^e s_{ij} x_j$ ($r_{ij}, s_{ij} \in R$). Since $(a_i x_i) g = a_i (x_i g)$, we obtain $a_i r_{ij} = 0$ (hence $r_{ij} = 0$) for $j > e$. Therefore, $x_i g \in M'$.

3.10 Proposition. Let $R$ be a PID, $p$ be a prime ideal of $R$, and $R \xrightarrow{\pi} R/p$ be the natural map. If $G \leq \text{GL}_d(R)$ is reducible over the field of fractions of $R$, then $G^\pi$ is reducible over the field of fractions of $R/p$.

Proof. Let $K$ be the field of fractions of $R$ and $0 < U < K^d$ be a $K[G]$-submodule. By scaling the elements of a $K$-basis of $U$ accordingly, we see that $M = U \cap R^d$ is an $R[G]$-submodule of $R^d$ of rank $[U : K]$. Lemma 3.9 gives us an $R$-module decomposition $R^d = M' \oplus N$ where $M' \geq M$ is an $R[G]$-submodule of $R^d$ of rank $[U : K]$. We may thus find $x \in \text{GL}_d(R)$ such that $G^x = \left[ \begin{smallmatrix} * & \cdots \\ 0 & * \end{smallmatrix} \right]$ where both diagonal blocks have degree $> 0$. Evidently, $(G^x)^\pi = (G^\pi)^{\pi^e}$ is reducible.

Proof of Proposition 3.7.

(i) This follows from Proposition 3.10 since $R_p$ is a PID.

(ii) For $r = 1$, the claim follows from Proposition 3.10, since $K[\alpha]$, being a localization of the PID $K[X]$, is itself a PID; cf. [10, Thm 4.1]. Now define a class $\mathcal{E}$ of ring homomorphisms as follows. Let $R_1 \xrightarrow{\lambda} R_2$ be any homomorphism between integral domains. Let $F_i$ be the field of fractions of $R_i$. Then $\lambda \in \mathcal{E}$ if and only if $G^\lambda$ is reducible over $F_2$ for every group $G \leq \text{GL}_d(R_1)$ which is reducible over $F_1$. Clearly, conditions (E2)–(E3) in Lemma 3.6 are satisfied and we have just proved that (E1) holds too.

3.6. Some facts on rational function fields

We collect some known results on rational function fields. Let $K$ be an arbitrary field and let $X = (X_1, \ldots, X_r)$ be algebraically independent over $K$. Everything in this section is to be understood to take place within some fixed algebraically closed extension $\Omega/K$.

3.11 Proposition. Let $F/K$ be algebraic.

(i) $X$ is algebraically independent over $F$.

(ii) $F$ and $K(X)$ are linearly disjoint.
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3.12 Corollary. Let \( K \).

Proof. Let \( K \). (Cf. \[69, \text{Lem. 2.2}\], \[70\])

3.14 Proposition GL

3.7 Minimal polynomials and evaluation

(iii) \(|F : K| = |F(X) : K(X)|\).

Proof. (i) See \[71\] Thm 3.3.4.

(ii) This follows from (i) and \[48\] Prop. VIII.3.3.

(iii) Write \( L = K(X) \). Clearly, \( FL = F(X) \). Let \((f_i)_{i \in I}\) be a \( K \)-basis of \( F \). By (ii), \((f_i)_{i \in I}\) remains linearly independent over \( L \). Since \( F/K \) is algebraic, \( FL \) is the \( L \)-span of \( F \) (see \[71\] p. 118]). Hence, \( FL \) is the \( L \)-span of \((f_i)_{i \in I}\) which is therefore an \( L \)-basis of \( FL \). ♦

3.12 Corollary. Let \( f \) be an irreducible polynomial over \( K \). Then \( f \) remains irreducible over \( K(X) \).

Proof. Let \( \alpha \in \Omega \) be a root of \( f \) and define \( F = K(\alpha) \). Then \( F(X) = K(X)(\alpha) \) and \(|F(X) : K(X)| = \deg(f)\) shows that \( f \) remains irreducible over \( K(X) \). ♦

3.7 Minimal polynomials and evaluation

Let \( K \) have characteristic zero, \( X = (X_1, \ldots, X_r) \) be algebraically independent over \( K \), and \( \alpha \in K^r \).

3.13 Lemma. Let \( x \in M_d(K(X)) \) and suppose that \( f(x) = 0 \) for some non-zero \( f \in K[T] \). Then \( \mpol_{K(X)}(x) = \mpol_K(x) \).

Proof. We may assume that \( f \) is monic. Let \( f = f_1 \cdots f_n \) be the factorisation into monic irreducibles over \( K \). By Corollary 3.12 the \( f_i \) remain irreducible over \( K(X) \). Since \( g = \mpol_{K(X)}(x) \) divides \( f \) (in \( K(X)[T] \)) and since we have unique factorisation, we see that \( g \) is a product of some of the \( f_i \). Hence, \( g \) has coefficients in \( K \) whence \( g = \mpol_K(x) \). ♦

It is known that a finite subgroup of \( \text{GL}_d(K(X)) \) is isomorphic to a subgroup of \( \text{GL}_d(K) \) \[85\] Cor. 12.4. We can make the following stronger statement.

3.14 Proposition (Cf. \[69\] Lem. 2.2], \[70\]). Let \( G \leq \text{GL}_d(K[\alpha]) \) be finite. Then there exists \( t \in \text{GL}_d(K(X)) \) such that \( g(\alpha) = t^{-1}gt \) for all \( g \in G \).

Proof. Let \( g \in G \) and \( f = \mpol_{K(X)}(g) \in K(X)[T] \). Since \( g \) has finite order, \( n \) say, \( f \) divides \( T^n - 1 \). Lemma \[3.13\] shows that \( f \) has coefficients in \( K \). Let \( f = f_1 \cdots f_r \) be the factorisation into monic irreducibles over \( K \) (hence over \( K(X) \), by Corollary \[3.12\]). Then the characteristic polynomial \( h \) of \( g \) over \( K(X) \) is of the form \( h = \pm f_1^{a_1} \cdots f_r^{a_r} \) (see \[48\] Cor. XIV.3.6]). Hence, \( h \) has coefficients in \( K \) and therefore \( g(\alpha) \in K \).

Now for any \( x \in M_d(K[\alpha]) \), we have \( \text{trace}(x(\alpha)) = (\text{trace } x)(\alpha) \). Thus, \( \text{trace}(g) = (\text{trace}(g))(\alpha) = \text{trace}(g(\alpha)) \). By a well-known result from representation theory \[48\] 8.3.7], it follows that \( G \to \text{GL}_d(K(X)), g \mapsto g(\alpha) \) is equivalent to the natural representation \( G \to \text{GL}_d(K(X)) \) which proves the claim. ♦
3. Congruence homomorphisms

3.15 Remark. This gives another (and very quick) proof of Proposition 3.5.

3.16 Corollary. Let $G \leq \text{GL}_d(K[\alpha])$ be a finite group and let $x \in K[G]$. Then we have $\text{mpol}_K(x) = \text{mpol}_K(x(\alpha))$.

Proof. Let $t$ be as in Proposition 3.14. Then $x(\alpha) = t^{-1}xt$ is similar to $x$ over $K(X)$. The result now follows from Lemma 3.13.

In the next chapter, we will describe a method for computing the homogeneous decomposition for a finite abelian linear group (Algorithm 4.3). Our method will rely on the computation and factorisation of the minimal polynomial of group elements and their differences (as linear maps). For a base field of the form $K(X)$, we may thus perform these computations over $K$ instead of $K(X)$; this contributes noticeably to the practical performance of our algorithm.

3.8. Bounds for the nilpotency class II: rational function fields

The following illustrates the use of results from Chapters 2–3; it can be regarded as a slight generalisation of [22, Lem. 4.13] in characteristic zero. As above, we write $X = (X_1, \ldots, X_r)$.

3.17 Proposition. Let $K$ be a field of characteristic zero. Suppose that nilpotent subgroups of $\text{GL}_d(K)$ have nilpotency class at most $C(d)$. Then nilpotent subgroups of $\text{GL}_d(K(X))$ have nilpotency class at most $C(d) + 1$.

Proof. Let $G \leq \text{GL}_d(K(X))$ be nilpotent. By Proposition 2.2, $G \leq G_u \times G_s$, where both factors are nilpotent of class at most $\text{class}(G)$. It thus suffices to establish the given bound for the nilpotency class of $G_u$ and $G_s$, respectively.

Now $G_u$ is conjugate to a subgroup of $\text{UT}_d(K(X))$. Since $\text{UT}_d(F)$ has class $d - 1$ for any field $F$ (cf. [68, p. 127]), we obtain $\text{class}(G_u) \leq d - 1 \leq C(d)$.

Let $c = \text{class}(G_s)$. Choose a finitely generated subgroup $H \leq G_s$ with $\text{class}(H) = c$; we may e.g. take $H = \langle x_1, \ldots, x_c \rangle$, where $x_i \in G_s$ with $[x_1, \ldots, x_c] \neq 1$. As explained in §3.4 since $H$ is finitely generated, there exists $\alpha \in K^r$ with $H \leq \text{GL}_d(K[\alpha])$. We then have $\text{class}(H(\alpha)) \leq C(d)$. By Proposition 3.5, the congruence subgroup $\text{CL}_d(\text{ev}_\alpha)$ is torsion-free. Since $H$ consists entirely of semisimple elements, it is completely reducible by Lemma 2.3 Corollary 2.6(i) now yields $H \cap \text{CL}_d(\text{ev}_\alpha) \leq Z(H)$ and thus $c \leq C(d) + 1$.

By combining this with Corollary 2.14, we see that the nilpotency class of a nilpotent linear group over a rational function field over a number field is bounded by a linear function of the degree; cf. [22, Ex. 4.14].
4. Computing with abelian normal subgroups

In this chapter, let $K$ be a field of characteristic zero such that we can algorithmically factorise polynomials over $K$ into irreducibles. This assumption is satisfied for algebraic number fields and for rational function fields over these.

In §4.1, we consider the problem of constructing the homogeneous decomposition of a completely reducible abelian linear group over $K$. We recall a known Las Vegas algorithm\footnote{Recall \cite[§2.3]{5} that a \textit{Las Vegas algorithm} either returns a correct answer or it fails — the probability of failure being bounded by a constant.} for this purpose and describe a second algorithm which is specific to finite abelian linear groups.

The rest of this chapter is then devoted to the following computational problem. Suppose that a completely reducible, non-abelian, nilpotent group $G \leq \text{GL}(V)$ is given by finitely many generators. In the case that $K$ is a number field or a rational function field over a number field, we describe how we may perform one of the following tasks:

(A1) Construct an inhomogeneous abelian normal subgroup of $G$.

(A2) Construct a homogeneous maximal abelian normal subgroup of $G$.

In the case of number fields, we will see in the next chapter that either outcome allows us to proceed further with deciding irreducibility of $G$. For finite nilpotent linear groups, we will later improve and extend the methods developed here in Part II.

4.1. Computing the homogeneous decomposition

Recall from §2.3 that we can test complete reducibility of abelian linear groups over $K$. In this section, we consider the problem of constructing the homogeneous decomposition of the natural module of a completely reducible abelian linear group over $K$. The first method we present is an already known Las Vegas algorithm. The second approach we describe is specifically designed for finite abelian linear groups (and cannot be successfully applied to infinite groups). It has the advantage of a potentially smaller memory footprint and it also often performed better during our experiments. This section is an expanded version of \cite[§5.2]{74}.
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4.1.1. A single endomorphism

We begin with a well-known ingredient used in both methods. Let \( \phi \) be an endomorphism of \( V \). As we remarked in \( \S2.1 \), \( V \) is a completely reducible \( K[\phi] \)-module if and only if the minimal polynomial \( f \) of \( \phi \) is square-free. Supposing that this is the case, let \( f = f_1 \cdots f_r \) be the factorisation into irreducibles. The following description of the homogeneous components of \( V \) as a \( K[\phi] \)-module is well-known; cf. \([4 \S5.2]\).

By basic linear algebra, we have \( V = U_1 \oplus \cdots \oplus U_r \), where \( U_i = \text{Ker}(f_i(\phi)) \neq 0 \) for \( 1 \leq i \leq r \). The algebra \( K[\phi] \) naturally acts as the field \( K[X]/(f_i) \) on \( U_i \), whence \( U_i \) is a homogeneous \( K[\phi] \)-module. If \( 0 \neq x \in U_i \), then the minimal polynomial of \( \phi \) acting on \( x \cdot K[\phi] \) is \( f_i \). Hence, if \( U_i \) and \( U_j \) have isomorphic irreducible \( K[\phi] \)-submodules, then \( i = j \). We conclude that \( U_1, \ldots, U_r \) are the homogeneous components of \( V \) as a \( K[\phi] \)-module.

4.1.2. The general case

The following is a refined version of a result which is due to Dixon \([26, \text{Lem. } 5]\); Dixon’s original result has already been used in \([1 \S5.2]\).

4.1 Lemma. Let \( A \) be a commutative semisimple subalgebra of \( \text{End}(V) \) with basis \((a_1, \ldots, a_s)\). Let \( c \geq 2 \) be an integer and let \( E \) be a finite subset of \( K \) with \( |E| \geq cs(s-1) \). Then with probability at least \( 1-1/c \), a random element \( a = e_1a_1 + \cdots + e_s a_s \) satisfies \( A = K[a] \), where the \( e_i \) are chosen independently and uniformly from \( E \).

Proof. This follows from \([27, \text{Lem. } 2.1 \& 3.1]\).

If \( K[G] = K[x] \), then we may find the homogeneous decomposition of \( V \) as a \( K[G] \)-module using \( \{1.1\} \). Clearly, for any \( x \in K[G] \), we have \( K[G] = K[x] \) if and only if \( \deg(f) = [K[G] : K] \), where \( f \) is the minimal polynomial of \( x \). A basis of \( K[G] \) can be computed using a standard “spinning-type” algorithm (cf. \([4 \S5.1]\)). This yields a Las Vegas algorithm for computing the homogeneous decomposition of \( V \) as a \( K[G] \)-module as in \([2 \S6.5.1]\).

4.2 Remark. In our pseudo-code, lists are designated using square brackets.

\begin{algorithm}
\textbf{Algorithm 4.1} \textsc{HomogeneousDecompositionAbelian}(G) (general case)
\begin{itemize}
\item[] \textbf{Input:} a completely reducible abelian group \( G = \langle g_1, \ldots, g_n \rangle \leq \text{GL}(V) \), \( K \) perfect and infinite
\item[] \textbf{Output:} the homogeneous components of \( V \) as a \( K[G] \)-module
\end{itemize}
\begin{algorithmic}
\State \textbf{repeat}
\State \textbf{let} \( x \in K[G] \) \textbf{be a “random” element as in Lemma 4.1}
\State \textbf{let} \( f \in K[X] \) \textbf{be the minimal polynomial of} \( x \)
\State \textbf{until} \( \deg(f) = [K[G] : K] \)
\State \textbf{let} \( f = f_1 \cdots f_r \) \textbf{be the factorisation into irreducibles}
\State \textbf{return} \( \text{Ker}(f_1(x)), \ldots, \text{Ker}(f_r(x)) \)
\end{algorithmic}
\end{algorithm}

We note that a deterministic algorithm for computing the Wedderburn decomposition of a semisimple commutative algebra is given in \([32 \S7]\). This yields yet
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another method for computing the homogeneous decomposition of a completely reducible abelian linear group (see Proposition 1.5).

4.1.3. Finite abelian groups

In §4.1.2, to compute a basis of $K[G]$ using a “spinning-type” algorithm, $O(|V : K|^3)$ field elements have to be stored. Since this can become infeasible in large dimensions, we now propose a different method for finding the homogeneous decomposition if $G$ is finite abelian. This method, given in Algorithm 4.3, needs to store $O(n \cdot |V : K|^2)$ field elements, where $n$ is the number of defining generators of $G$.

We will often use the following simple function for constructing an element of order $\exp(G)$ in a finite abelian group $G$.

Algorithm 4.2 ExponentElement($G$)

Input: a finite abelian group $G = \langle g_1, \ldots, g_n \rangle$

Output: an element $g \in G$ with $\text{ord}(g) = \exp(G)$

1: $M \leftarrow \text{lcm}(\text{ord}(g_1), \ldots, \text{ord}(g_n))$, say $M = \prod_{p \in S} p^{\alpha(p)}$ for a set of primes $S$ and $\alpha(p) > 0$

2: for $p \in S$ do
4: find $i(p) \in \{1, \ldots, n\}$ such that $p^{\alpha(p)} | \text{ord}(g_{i(p)})$

3: return $\prod_{p \in S} g_{i(p)}^{\text{ord}(g_{i(p)})/p^{\alpha(p)}}$

Algorithm 4.3 HomogeneousDecompositionAbelian($G$) (finite case)

Input: a completely reducible finite abelian $G = \langle g_1, \ldots, g_n \rangle \leq \text{GL}(V)$

Output: the homogeneous components of $V$ as a $K[G]$-module

1: quasi $\leftarrow \{V\}$, homg $\leftarrow []$

2: while quasi is non-empty do
3: pick and remove $U$ from quasi
4: let $G \rightarrow \text{GL}(U)$ be the action on $U$ and write $H = G^\theta$
5: $a \leftarrow \text{ExponentElement}(H)$
6: let $U_1, \ldots, U_r$ be the homogeneous components of $U$ as a $K[a]$-module
7: if $H = \langle a \rangle$ then
8: append $U_1, \ldots, U_r$ to homg
9: else if $r > 1$ then
10: append $U_1, \ldots, U_r$ to quasi
11: else
12: find $b = g_i^\theta \in H$ such that $b \notin \langle a \rangle$
13: find $i$ such that $U$ is an inhomogeneous $R$-module, where $R = K[b - a^i]$
14: append the homogeneous components of $U$ as an $R$-module to quasi
15: return homg

4.3 Proposition. Given a completely reducible finite abelian input group $G$, Algorithm 4.3 terminates and returns the homogeneous decomposition of $V$ as a $K[G]$-module.

Proof. We first argue that the steps performed are even valid. Let $U \leq V$ be a $K[G]$-submodule and $x \in K[G]$. Then $K[x]$ is semisimple and hence all $K[x]$-modules are completely reducible. By commutativity of $K[G]$ and Corollary 1.6
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the homogeneous components of $U$ as a $K[x]$-module are $K[G]$-submodules. Hence, at all times during the execution of Algorithm 4.3 each element of $\text{quasi} \cup \text{homg}$ is a $K[G]$-submodule of $V$ and it makes sense to speak of the homogeneous components of $U$ as a module over $K[a]$ or $K[b - a^i]$ in lines 6 and 14 respectively.

In line 13 a suitable $i$ exists for the following reason: let $e = \exp(H) = \text{ord } (a)$. We have $r = 1$ so that $K[a]$ is a field. The element $a$ is a primitive $e$th root of unity whence $X^e - 1 = \prod_{i=0}^{e-1} (X - a^i)$ in $(K[a])[X]$. Since $a$ and $b$ commute, the evaluation map $\eta: (K[a])[X] \to K[a,b]$, $f \mapsto f(b)$ is a homomorphism. As $0 = b^e - 1 = (X^e - 1)\eta = \prod_{i=0}^{e-1} (X - a^i)\eta = \prod_{i=0}^{e-1} (b - a^i)$, we conclude that $c = b - a^i \neq 0$ is singular for some $i$. Hence, $K[c]$ is not a field so that $U$ is an inhomogeneous $K[c]$-module.

Consider the following statements.

(i) $V = \bigoplus_{\text{quasi} \cup \text{homg}}$ (the union being disjoint) as $K[G]$-modules.

(ii) $G$ acts homogeneously on all elements of $\text{homg}$.

(iii) For distinct elements $U_1, U_2 \in \text{quasi} \cup \text{homg}$, there exists $g \in K[G]$ such that $U_1$ and $U_2$ are homogeneous non-trivial $K[g]$-modules, but the irreducible $K[g]$-submodules of $U_1$ and $U_2$ are not isomorphic.

All of these statements are initially true and they also remain true after every execution of the body of the while loop. Note that each iteration of the while loop either decreases $|\oplus \text{quasi} : K|$ or it increases $|\text{quasi}|$. Since every element of $\text{quasi}$ is non-zero, $|\text{quasi}| \leq |\oplus \text{quasi} : K|$. It follows that after $O(|V : K|^2)$ iterations, $\text{quasi}$ will be empty so that Algorithm 4.3 terminates.

At termination, $\text{quasi}$ is empty so that (i) gives $V = \bigoplus \text{quasi}$. By (ii), each element $U \in \text{homg}$ is contained in a homogeneous component, $\tilde{U}$ say, of $V$ as a $K[G]$-module. Now $V/U \cong K[G] \bigoplus (\text{homg}\setminus \{U\})$. If $\tilde{U}$ were distinct from $U$, then $\tilde{U}/U$ would contain an irreducible submodule $M$. By the Jordan-Hölder theorem, $M$ would then be isomorphic to a $K[G]$-composition factor of some $W \in \text{homg}\setminus \{U\}$, contradicting (iii). Hence, $U = \tilde{U}$.

4.1.4. Irreducibility testing of abelian linear groups

Let $G \leq \text{GL}(V)$ be an abelian group, given by finitely many generators. We now summarise how irreducibility of $G$ can be tested. Using 2.3 we may assume that $G$ is completely reducible. We then construct the homogeneous decomposition of $V = U_1 \oplus \cdots \oplus U_r$ as a $K[G]$-module. If $r > 1$, then $G$ is evidently reducible, so let $r = 1$. Then $K[G]$ is a field and hence $V$ is a right $K[G]$-vector space. We see that $G$ is reducible if and only if $x \cdot K[G] < V$ for an arbitrary non-zero $x \in V$.

4.1.5. Polynomial factorisation vs irreducibility testing

We have just described an algorithm for irreducibility testing of finitely generated abelian linear groups over any field $K$ of characteristic zero which admits algorithmic polynomial factorisation. Conversely, an algorithm for irreducibility testing of
4.2. Abelian normal subgroups with a given property

Let $G$ be a finite nilpotent group (not necessarily linear) and suppose that $\mathcal{E}$ is a set of subgroups of $G$. Under suitable computational assumptions, we wish to either construct an abelian normal subgroup of $G$ in $\mathcal{E}$ or we wish to construct a maximal abelian normal subgroup of $G$ which fails to be in $\mathcal{E}$. Later on, this problem, which is solved by the simple Algorithm 4.4, will play a vital part in irreducibility testing of nilpotent linear groups.

Apart from being able to decide whether $A \in \mathcal{E}$ holds for a given abelian $A \triangleleft G$, in order to use Algorithm 4.4, we need to be able to (i) compute centralisers of abelian normal subgroups of $G$ and (ii) decide membership in abelian normal subgroups of $G$; in both cases, the abelian normal subgroups are given by generators. Assuming this, the correctness of Algorithm 4.4 is immediate from the following basic facts.

4.4 Proposition. Let $G$ be a group and let $A \triangleleft G$ be abelian.

(i) ([51 1.3.2(ii)]) If $G$ is supersoluble, then $A$ is a maximal abelian normal subgroup of $G$ if and only if $A = C_G(A)$.

(ii) ([68 5.2.3]) If $cA \in C_G(A)/A \cap Z(G/A)$, then $\langle A, c \rangle$ is an abelian normal subgroup of $G$.

4.5 Proposition ([68 5.2.1]). If $G$ is nilpotent and $1 \neq N \triangleleft G$, then $N \cap Z(G) \neq 1$.

Algorithm 4.4 FindAbelianWithProperty($G, \mathcal{E}$)

Input: a finite nilpotent group $G$, a set $\mathcal{E}$ of subgroups of $H$

Output: either true and an abelian normal subgroup of $G$ in $\mathcal{E}$, or false and a maximal abelian normal subgroup of $G$ which does not belong to $\mathcal{E}$

1: if $G$ is abelian then return $G \in \mathcal{E}$, $G$
2: let $A \triangleleft G$ be abelian
3: loop
4: if $A \in \mathcal{E}$ then return true, $A$
5: $C \leftarrow C_G(A)$
6: if $C = A$ then return false, $A$
7: let $c \in C \setminus A$
8: while $[c, g] \notin A$ for some $g \in G$ do $c \leftarrow [c, g]$
9: $A \leftarrow \langle A, c \rangle$
4. Computing with abelian normal subgroups

4.6 Remark. One of the major cases that we are interested in is when \( E \) is the set of non-cyclic subgroups of \( G \). In Part II, we will extend Algorithm 4.4 and obtain an algorithm which, given a finite nilpotent group \( G \), either constructs a non-cyclic abelian normal subgroup of \( G \) or proves that no such subgroup exists (Algorithm 7.1).

The initial abelian normal subgroup. The choice of an initial abelian normal subgroup \( A \) of \( G \) in line 2 of Algorithm 4.4 is arbitrary; in particular, we may simply take \( A = 1 \). In practice, however, we use the following algorithm from [21, §2.2].

**Algorithm 4.5 NoncentralAbelian(\( G \))**

| Input: a non-abelian finite nilpotent group \( G = \langle g_1, \ldots, g_n \rangle \) |
| Output: a non-central abelian normal subgroup of \( G \) |
| 1: let \( a \in G \) be a non-central element among \( g_1, \ldots, g_n \) |
| 2: while \( [a, g_i] \not\in Z(G) \) for some \( i \) do \( a \leftarrow [a, g_i] \) |
| 3: return \( \langle a, [a, g_1], \ldots, [a, g_n] \rangle \) |

4.3. Constructing abelian normal subgroups using congruence homomorphisms

Let \( G = \langle g_1, \ldots, g_n \rangle \leq \text{GL}_d(K) \) be a finitely generated non-abelian completely reducible nilpotent group. We assume that \( R \subset K \) is a subring with \( G \leq \text{GL}_d(R) \) and that \( R \xrightarrow{\pi} F \) is an effectively computable epimorphism onto a finite field \( F \) such that the congruence subgroup \( G_\pi = G \cap \text{CL}_d(\pi) \) is torsion-free. It follows from Chapter 3 that we may always find such \( R \) and \( \pi \) if \( K \) is a number field or a rational function field over a number field.

We now describe how we may perform one of the tasks (A1)–(A2) from the beginning of this chapter.

A polycyclic presentation of \( G_\pi \). We describe how we may obtain an epimorphism \( G \xrightarrow{\psi} H \) onto a finite polycyclically presented group \( H \) such that

(i) \( \text{Ker}(\psi) = G_\pi \),

(ii) we can compute \( g_i^\psi \) for \( 1 \leq i \leq n \), and

(iii) for any \( h \in H \) we can construct a specific \( g \in G \) with \( g^\psi = h \).

If the reference to \( \psi \) is clear, then in (iii) we also say that we can lift elements of \( H \) to \( G \). Recall that a section of a homomorphism \( G_1 \xrightarrow{\sigma} G_2 \) is a set map \( G_2 \xrightarrow{\sigma} G_1 \) with \( \sigma \theta = 1 \). In more sophisticated language, (iii) then asserts that we have an explicitly computable section \( H \rightarrow G \) of \( G \xrightarrow{\phi} H \).
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A group $H$ as above and an epimorphism $\psi$ can be obtained as follows. First, $G^\pi$ is a finite nilpotent (hence polycyclic) matrix group over a finite field with defining generators $g_1^\pi, \ldots, g_n^\pi$. Using various methods (e.g. [34] §4, [3] §3), we may construct a polycyclically presented group $H = \langle Y; S \rangle$ together with an effectively computable isomorphism $G^\pi \xrightarrow{\lambda} H$.

Write $Y = \{y_1, \ldots, y_m\}$, $y = (y_1, \ldots, y_m)$, and $S = \{s_1(y), \ldots, s_t(y)\}$. During the construction of the above polycyclic presentation of $G^\pi$, we keep track of the group operations performed in $G^\pi$ leading from the given generators $g_1^\pi, \ldots, g_n^\pi$ to the polycyclic generating sequence used to construct the above presentation of $G^\pi$; the implementation of [3] §3 in the package Polenta [3] for GAP [34] uses this approach. We thus obtain explicit words $w_j$ such that $y_j = w_j(g_1^\pi, \ldots, g_n^\pi)^{\lambda}$ for $1 \leq j \leq m$.

It follows that if we define $\psi$ to be the composite $G \xrightarrow{\pi} G^\pi \xrightarrow{\lambda} H$, then conditions (i)–(iii) above are satisfied.

Generators of $G^\pi$. Using a collection algorithm [39] §8.1.3] in $H$, we may write $g_i^\psi = v_i(y)$ for $1 \leq i \leq n$. Let $X = \{x_1, \ldots, x_n\}$ ($n$ distinct symbols) and $x = (x_1, \ldots, x_n)$. Define

$$R = \{x_i^{-1} \cdot v_i(w_1(x), \ldots, w_m(x)) : 1 \leq i \leq n\} \cup \{s_k(w_1(x), \ldots, w_m(x)) : 1 \leq k \leq t\}.$$ 

By [38] 2.2.3, the map $x_i \mapsto g_i^\psi$ induces an isomorphism $\langle X; R \rangle \to H$; the inverse is given by $y_j \mapsto w_j(x)$. We obtain a commutative diagram

$$\begin{array}{ccc}
G & \xrightarrow{\psi} & H \\
\downarrow{x_i \mapsto g_i} & & \downarrow{y_j \mapsto w_j(x)} \\
\langle X; \emptyset \rangle & \xrightarrow{x_i \mapsto x_i} & \langle X; R \rangle
\end{array}$$

Hence, $G^\pi$ is generated by $E = \{r(g_1, \ldots, g_n) : r(x) \in R\}$ as a normal subgroup of $G$. Since $G^\pi \leq Z(G)$ by Corollary [2.6](i), we therefore have $G^\pi = \langle E \rangle$.

Lifting subgroups of $H$. Let $U = \langle u_1, \ldots, u_r \rangle \leq H$. As explained above, we may construct preimages $c_1, \ldots, c_r \in G$ with $u_i = c_i^\psi$. Then we have $U\psi^{-1} = \langle c_1, \ldots, c_r, E \rangle$, where $E$ is the previously constructed generating set of $G^\pi$.

Final step. Let $E = \{U \leq H : U\psi^{-1}$ is inhomogeneous$\}$. We just described how generators of $U\psi^{-1}$ can be computed for given generators of $U \leq H$. If $U$ is abelian, then so is $U\psi^{-1}$ by Lemma [2.3]. We may then use the techniques from [4.1] to determine if $U\psi^{-1}$ is homogeneous and hence decide if $U \in E$. It follows that by using FINDABELIANWITHPROPERTY$(H, E)$ (see [4.2]), we may construct an abelian $A \triangleleft G$ such that $A$ is either inhomogeneous or $A$ is maximal abelian (i.e. $A = C_G(A)$) and homogeneous.
5. Deciding irreducibility of nilpotent linear groups over number fields

We describe an algorithm for deciding irreducibility of nilpotent linear groups over number fields. We first recall some facts on Brauer groups (Section 5.1) and then relate these to abelian normal subgroups of linear groups (Section 5.2). We then summarise some computational problems for Brauer groups for which solutions have recently become available (Section 5.4). Finally, we give our algorithm (Section 5.5).

5.1. Background on Brauer groups and crossed products

We collect well-known facts on Brauer groups and crossed products; see e.g. [53, §§29–30], [15, Ch. 5], and [24, Ch. 5]. Throughout, let $K$ be arbitrary.

**Central simple algebras.** The $K$-algebra $A$ is central simple if $A$ is simple and $Z(A) = K$. If $A$ is a central simple $K$-algebra, then $|A : K| = d^2$ for an integer $d \geq 1$ called the degree of $A$.

**Similarity.** Let $A_1$ and $A_2$ be central simple $K$-algebras. By Wedderburn’s theorem, $A_i \cong M_{e_i}(D_i)$ for a central $K$-division algebra $D_i$. We say that $A_1$ and $A_2$ are similar if $D_1$ and $D_2$ are $K$-isomorphic. We let $A_1 \sim A_2$ denote similarity of $A_1$ and $A_2$ and we write $[A_1]$ for the class of all central simple $K$-algebras similar to $A_1$. The similarity class of a central $K$-division algebra $D$ consists of all $K$-algebras isomorphic to $M_e(D)$ for some $e \geq 1$.

**The Brauer group.** The class of central simple $K$-algebras is closed under tensor products. Moreover, taking tensor products of central simple $K$-algebras is compatible with similarity. Ignoring set-theoretic difficulties surrounding “classes of classes” (these obstacles can be easily overcome; see [15], p. 188), we may define

$$\text{Br}(K) = \{[A] : A \text{ is a central simple } K\text{-algebra}\}$$

endowed with the multiplication $[A_1][A_2] = [A_1 \otimes A_2]$. Then $\text{Br}(K)$ is an abelian group, called the **Brauer group** of $K$. The identity element of $\text{Br}(K)$ is $[K]$, the class of all simple $K$-algebras that are split, i.e. isomorphic to $M_e(K)$ for some $e \geq 1$. The inverse of $[A] \in \text{Br}(K)$ is $[A^\circ]$, where $A^\circ$ is the opposite algebra of $A$ (obtained by reversing the multiplication in $A$).
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Relative Brauer groups. Let \( L/K \) be a field extension. If \( A \) is any \( K \)-algebra, then we obtain an \( L \)-algebra \( A_L = A \otimes_K L \). The rule \( A \mapsto A_L \) induces a homomorphism \( \text{Br}(K) \to \text{Br}(L) \), the kernel \( \text{Br}(L/K) \) of which is called the relative Brauer group of \( L \) over \( K \). We say that \( L \) is a splitting field of the central simple \( K \)-algebra \( A \) if \([A] \in \text{Br}(L/K)\); this is equivalent to \( A_L \cong M_d(L) \), where \( d \) is the degree of \( A \). If \( L_2/L_1/K \) is a tower of fields, then \( \text{Br}(L_1/K) \) is a subgroup of \( \text{Br}(L_2/K) \). We have \( \text{Br}(K) = \bigcup_L \text{Br}(L/K) \), the directed union being taken over all finite Galois extensions \( L/K \) within some fixed algebraic closure of \( K \).

Exponent and index. The group \( \text{Br}(K) \) is periodic. Let \( A \) be a central simple \( K \)-algebra. The order of \([A] \in \text{Br}(K)\) is called the exponent \( \exp(A) \) of \( A \). Clearly, the index \( A \) (see [1, 2]) only depends on the similarity class of \( A \). It is always the case that the \( \exp(A) \) divides \( \text{index}(A) \). Conversely, every prime divisor of \( \text{index}(A) \) divides \( \exp(A) \). While \( \text{index}(A) \neq \exp(A) \) is possible in general, it is a consequence of the Brauer-Hasse-Noether theorem that if \( K \) is a number field (or more generally a global or local field), then always \( \text{index}(A) = \exp(A) \).

Crossed products. Let \( L/K \) be a finite Galois extension with Galois group \( \Gamma \). Let \( \phi \in Z^2(\Gamma, L^\times) \) be a normalised 2-cocycle. Define \( L \star \phi \Gamma \) to be the right \( L \)-vector space with basis \((u_\sigma)_{\sigma \in \Gamma}\) endowed with the multiplication \( au_\sigma = u_\sigma a^\sigma \) (\( a \in L, \sigma \in \Gamma \)) and \( u_\sigma u_\tau = u_{\sigma\tau} \cdot (\sigma, \tau) \phi (\sigma, \tau \in \Gamma) \), extended \( K \)-linearly. The crossed product \( L \star \phi \Gamma \) is called the crossed product of \( L \) by \( \Gamma \) determined by \( \phi \). The crossed product \( L \star \phi \Gamma \) splits if and only if \( \phi \) is a coboundary. More generally, the rule \( \phi \mapsto L \star \phi \Gamma \) induces an isomorphism \( H^2(\Gamma, L^\times) \to \text{Br}(L/K) \). In particular, the exponent of \( L \star \phi \Gamma \) coincides with the order of the cohomology class \([\phi] \) in \( H^2(\Gamma, L^\times) \). Using Corollary [13] we see that the index of \( L \star \phi \Gamma \) is exactly the dimension of the (unique) irreducible module of \( L \star \phi \Gamma \) as a right \( L \)-space.

5.2. Crossed products and abelian normal subgroups

Let \( G \leq \text{GL}(V) \), where \( K \) is arbitrary. Let \( A \triangleleft G \) with \( A = C_G(A) \) and suppose that \( A \) is homogeneous. Let \( 1 \to A \to G \xrightarrow{\pi} \Gamma \to 1 \) be an exact sequence of groups and regard \( A \) as a \( \Gamma \)-module in the usual way. We now examine the structure of \( K[G] \); our reasoning is similar to the proof of [34, 34.F8].

The quotient \( \Gamma \) as a Galois group. Clearly, the action of \( \Gamma \) on \( A \) extends to an action of \( \Gamma \) on \( L = K[A] \) by \( K \)-algebra automorphisms: for \( \sigma \in \Gamma \), say \( \sigma = \tau \) with \( \tau \in \tau \) and \( x \in L \), we let \( x^\tau = g^{-1} x g \). Since \( A \) is homogeneous, \( L \) and \( Z = L^\Gamma \) are field extensions of \( K \). Now \( A = C_G(A) \) whence \( \Gamma \) acts faithfully on \( L \). We may naturally regard \( V \) as a right \( L \)-vector space. Of course, the induced right \( K \)-action is related to the given left \( K \)-action on \( V \) via \( v \lambda = \lambda v \) (\( \lambda \in K, v \in V \)). Hence, \(|V : K| = |V : L||L : K| \) and thus \(|\Gamma| \leq |\text{Gal}(L/K)| \leq |L : K| < \infty \) by [13] Cor.
By Artin’s theorem [48, Thm VI.1.8], $L/Z$ is therefore Galois and the above action of $\Gamma$ on $L$ allows us to identify $\Gamma$ with $\text{Gal}(L/Z)$. Note that $Z$ is contained in the centre of $K[G]$ so that we may regard $K[G]$ as a $Z$-algebra.

**Extension structure.** Choose a normalised section $\Gamma \xrightarrow{s} G$ of $G \xrightarrow{\sim} \Gamma$, i.e. $\sigma^s = \sigma$ for all $\sigma \in \Gamma$ and $1^s = 1_G$. Let $\phi \in Z^2(\Gamma, A)$ be the corresponding cocycle defined by $\sigma^s\tau^s = (\sigma\tau)^s \cdot (\sigma, \tau)\phi$ for $\sigma, \tau \in \Gamma$. Let $\tilde{\phi} \in Z^2(\Gamma, L^\times)$ be obtained from $\phi$ via the inclusion $A \hookrightarrow L^\times$.

**5.1 Proposition.** The rule $u_\sigma a \mapsto \sigma^s a (\sigma \in \Gamma, a \in L)$ induces a $Z$-algebra isomorphism $L\star_{\tilde{\phi}} \Gamma \rightarrow K[G]$.

**Proof.** There is a unique linear map $L\star_{\tilde{\phi}} \Gamma \xrightarrow{T} K[G]$ of right $L$-spaces satisfying $u_\sigma T = \sigma^s$. By construction, this is a $Z$-algebra epimorphism. Since crossed products are simple, it is an isomorphism. ♦

We therefore say that $K[G]$ is a crossed product of $L$ by $\Gamma$.

**5.2 Remark.** Proposition 5.1 can also be obtained using the more general ring-theoretic definition of a crossed product in [81, p. 23]. Namely, it follows from [81, 5.3.2] that $K[G]$ is a crossed product $(K[G], L, G, G/A)$. Using the above interpretation of $G/A \cong \Gamma$ as $\text{Gal}(L/Z)$, this leads us back to the classical crossed product.

**5.3 Corollary.**

(i) $K[G]$ is simple with centre $Z$. In particular, $G$ is homogeneous.

(ii) $L$ is a maximal subfield of $K[G]$.


Together with Proposition 4.4(i), we obtain the following.

**5.4 Corollary.** Let $G$ be a supersoluble linear group. If $G$ has a homogeneous maximal abelian normal subgroup, then $G$ itself is homogeneous. ♦

**5.3. Example: cyclic algebras and nilpotent linear groups**

In the special case of a cyclic Galois group, a crossed product is called a cyclic algebra. We describe a family of nilpotent linear groups whose enveloping algebras admit explicit descriptions as cyclic algebras. In this section, $K$ is an arbitrary field of characteristic zero.
Facts on cyclic algebras. We refer to Section 30.4 for details on the following. Let $L/K$ be a cyclic Galois extension of degree $m$. Write $\Gamma = \text{Gal}(L/K)$. Choose a generator $\sigma \in \Gamma$. For $\lambda \in K^\times$, define $\text{cyc}(L/K, \lambda, \sigma)$ to be the right $L$-space with basis $(1, g, \ldots, g^{m-1})$ with multiplication $ag = ga^\sigma$ ($a \in L$) and $g^m = \lambda$, extended in the natural way. Then $\text{cyc}(L/K, \lambda, \sigma)$ is a crossed product of $L$ by $\Gamma$ (and hence a cyclic algebra). Conversely, all crossed products of $L$ by $\Gamma$ can be brought into this form in an explicit way [52, p. 197]. Denote by $N_{L/K} : L \to K$ the norm map. The exponent of a cyclic algebra $\text{cyc}(L/K, \lambda, \sigma)$ is given by $\min(e \geq 1 : N_{L/K}(\alpha) = \lambda^e$ for some $\alpha \in L^\times$). Recall that for a central simple algebra over a number field, the exponent and the index coincide.

A family of nilpotent linear groups. Suppose that $K$ contains a primitive $m$th root of unity $\zeta_m$. Let $\lambda, \nu \in K^\times$ and suppose that $X^m - \nu$ is irreducible over $K$. Let $\beta = \frac{m}{\sqrt{\nu}}$ and define

$$H = \langle \beta \begin{bmatrix} \beta & \beta \cdot \zeta_m^{-1} & \cdots & \beta \cdot \zeta_m^{-m+1} \\ u & \cdots & \cdots & u \end{bmatrix}, \begin{bmatrix} 0 & 1 & \cdots & \cdots & \lambda \\ 0 & 1 & \cdots & \cdots & 0 \end{bmatrix} \rangle.$$

By Kummer theory [14, §11.10], the assumption $\zeta_m \in K$ ensures that $K(\beta)/K$ is cyclic. Now regard $H$ as a $K$-linear group of degree $m^2$ instead of as a $K(\beta)$-linear group of degree $m$. Then $A = \langle g^m, u, [u, g] \rangle = (\lambda, u, \zeta_m)$ is a homogeneous maximal abelian normal subgroup of $H$ with $H/A \cong C_m$. Clearly, $H$ is a quotient of the class-2 group

$$H(m) = \langle u, g \mid [u, g]^m = [u, g, g] = [u, g, u] = 1 \rangle.$$

It is known (cf. [46, 14.12]) that $K[H]$ is isomorphic to $\text{cyc}(K(\beta)/K, \lambda, \sigma)$ in the natural way, where $\sigma$ is the generator $\beta \mapsto \beta \cdot \zeta_m$ of $\text{Gal}(K(\beta)/K)$. We will give another interpretation of $H$ in Example 6.19 below.

5.4. Computing in relative Brauer groups over number fields

In this thesis, we use the standard notation $C^\ast, Z^\ast, B^\ast, H^\ast,$ and $\partial$ for cochains, cocycles, coboundaries, cohomology, and differentials, respectively.

Let $L/Z$ be a Galois extension of number fields and $\Gamma = \text{Gal}(L/Z)$. Fieker [31, §4] describes an algorithm which for a given $\phi \in Z^2(\Gamma, L^\times)$ decides if $[\phi] \in H^2(\Gamma, L^\times)$ is trivial. More specifically, for $\phi \in Z^2(\Gamma, L^\times)$, he constructs

(i) a $\Gamma$-invariant finitely generated subgroup $U \subseteq L^\times$ such that (a) $\phi \in Z^2(\Gamma, U)$ and (b) $[\phi]$ is trivial in $H^2(\Gamma, L^\times)$ if and only if $[\phi]$ is trivial in $H^2(\Gamma, U)$ and
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(ii) an isomorphism $\mathbb{Z}/m \oplus \mathbb{Z} \xrightarrow{\lambda} U$ such that $\lambda$ and $\lambda^{-1}$ are effectively computable.

It is then possible to compute the (unique) $\Gamma$-module structure on $A = \mathbb{Z}/m \oplus \mathbb{Z}^r$ which turns $\lambda$ into a $\Gamma$-equivariant map. Next, we compute an explicit preimage $\psi \in Z^2(\Gamma, A)$ of $\phi$. It follows that $[\phi]$ is trivial in $H^2(\Gamma, L^\times)$ if and only if $[\psi]$ is trivial in $H^2(\Gamma, A)$. Computations in $H^2(\Gamma, A)$ are possible using Holt’s algorithm \[38\]. Thus, we can test if $\psi$ (hence $\phi$) is a coboundary. Furthermore, if this is the case, then we can find $a \in C^1(\Gamma, A)$ with $\psi = a\partial$. Using $\lambda$, we therefore find $b \in C^1(\Gamma, L^\times)$ with $\phi = b\partial$.

Since $H^2(\Gamma, L^\times)$ has exponent dividing $|\Gamma|$, we can compute the order of any cohomology class in $H^2(\Gamma, L^\times)$ defined by a cocycle. We note that Fieker’s method for obtaining $U$ (hence $A$) above relies on the computation of the class group of $L$ which can be prohibitively expensive when $[L : \mathbb{Q}] > 30$, say. At the time of this writing, an implementation of the above method is available in Magma only in the case that $L/\mathbb{Q}$ (instead of merely $L/\mathbb{Z}$) is Galois. Finally, we remark that Fieker also describes a non-constructive method for deciding if $\phi \in Z^2(\Gamma, L^\times)$ is a coboundary using local computations. Note that by \[5.3\] in the special case that $\Gamma$ is cyclic, we can avoid cohomological computations altogether by testing solubility of norm equations.

### 5.5. An algorithm for deciding irreducibility of nilpotent linear groups over number fields

We may decide irreducibility of a given finitely generated nilpotent group $G \leq \text{GL}(V)$, where $K$ is a number field, using Algorithm 5.1 below. This algorithm is “partially constructive”: if $G$ is found to be reducible, then we often (but not always) obtain a proper $K[G]$-submodule of $V$; see Remark 5.5(ii). We then return a generator of such a submodule; see Remark 5.5(i). The function \texttt{NonzeroElement} which we will use throughout this thesis returns a non-zero vector of a non-zero vector space.

We now explain how Algorithm 5.1 works.

1. **Initial steps.** First, we use \[2.3\] to ensure that the input group $G$ is completely reducible. We then catch the easy case of an abelian group using \[4.1.4\]. Next, we find a congruence homomorphism with torsion-free kernel and finite image defined on $G$ and construct a polycyclic presentation of the congruence image. We thus obtain a homomorphism $G \xrightarrow{\psi} H$ with properties as in \[4.3\].

2. **Constructing an abelian normal subgroup.** We can lift abelian normal subgroups of $H$ to those of $G$ as described in \[4.3\]. We can then use \[4.1\] to decide if such lifted subgroups are homogeneous. Using \[4.2\] we may therefore either (A1) construct an inhomogeneous abelian normal subgroup $A$ of $G$, or (A2) a maximal abelian normal subgroup $A$ of $G$ which is homogeneous.
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Algorithm 5.1 IsIrreducible\( (G) \) (general case, partially constructive)

Input: a nilpotent group \( G = \langle g_1, \ldots, g_n \rangle \leq \text{GL}(V) \), where \( K \) is a number field

Output: \text{true} or \text{false} according to whether \( G \) is irreducible or not;

if a second value is returned, then it is a generator of a proper \( K[G]\)-submodule of \( V \)

1: loop
2: if \( G_u = \langle (g_1)_u, \ldots, (g_n)_u \rangle \neq 1 \) then return \text{false}, NonzeroElement\( (V^{G_u}) \)
3: if \( G \) is abelian then
4: \( x \leftarrow \text{NonzeroElement\( (\text{HomogeneousDecompositionAbelian}(G)[1]) \)\)
5: if \( x \cdot K[G] < V \) then return \text{false}, \( x \) else return \text{true}
6: construct an epimorphism \( G \xrightarrow{\psi} H \) onto a finite group as in \( \ref{eq:4.3} \)
7: \( r, B \leftarrow \text{FindAbelianWithProperty}(H, E) \) for \( E = \{ B \leq H : B\psi^{-1} \text{ is inhomogeneous} \} \)
8: \( A \leftarrow B\psi^{-1} \)
9: if \( r = \text{false then} \)
10: \( \) let \( \Gamma = H/B \) act on \( A \) via the \( \psi\)-induced isomorphism \( G/A \rightarrow \Gamma \)
11: \( \) construct a normalised section \( \Gamma \rightarrow G \) and the corresponding cocycle \( \phi \in Z^2(\Gamma, A) \)
12: \( \) compute the order \( m \) of \( [\phi] \) in \( H^2(\Gamma, L^x) \), where \( L = K[A] \)
13: if \( |V : K| = m|L : K| \) then return \text{true} else return \text{false}
14: \( \text{homg} \leftarrow \text{HomogeneousDecompositionAbelian}(A), U \leftarrow \text{homg}[1] \)
15: if \( G \) acts intransitively on \( \text{homg} \) then return \text{false}, NonzeroElement\( (U) \)
16: \( G \leftarrow \text{Im}(\theta), V \leftarrow U \) where \( \text{Stab}_G(U) \xrightarrow{\psi} \text{GL}(U) \) is the induced action

3. The crossed product case. Suppose we are in the “crossed product case” (A2).

Since the known epimorphism \( G \xrightarrow{\psi} H \) induces an isomorphism \( G/A \rightarrow \Gamma \), where \( \Gamma = H/B \), we may regard \( G \) as an extension of \( A \) by \( \Gamma \). By lifting the images of a section \( \Gamma \rightarrow H \) for the projection \( H \rightarrow \Gamma \), we obtain a section \( \Gamma \rightarrow G \) for the composite \( G \xrightarrow{\psi} H \rightarrow \Gamma \) (“the product of sections is a section”). By Proposition 5.1 \( K[G] \) is then in an explicit way a crossed product of \( L = K[A] \) by \( \Gamma \), with \( \Gamma \) acting faithfully by \( K\)-automorphisms on \( L \). Using \( \ref{eq:5.4} \) we compute the order \( m \) of the cohomology class defined by \( \phi \) in \( H^2(\Gamma, L^x) \). This gives us the index of \( K[G] \). Since we already computed the degree \( |L : K| \) when we proved that \( A \) was homogeneous (Section \( \ref{section:4.1.2} \) we may now read off the dimension \( m|L : K| \) of the (unique) irreducible \( K[G] \)-module. We may therefore decide irreducibility of \( G \) by testing if \( |V : K| = m|L : K| \).

4. Reduction. In case (A1), we found an inhomogeneous abelian normal subgroup \( A \) of \( G \). We detect this and we compute the list \( \text{homg} \) of homogeneous components of \( V \) as a \( K[A] \)-module using Algorithm \( \ref{algorithm:4.1} \). We then compute the orbit of \( U = \text{homg}[1] \) under \( G \) and (a finite generating set of) \( \text{Stab}_G(U) \) at the same time using the orbit-stabiliser algorithm \( \ref{algorithm:3.9} \) \( \S 4.1 \). We then use Corollary 1.12 to reduce the problem of deciding irreducibility of \( G \) to that of deciding irreducibility of a linear group of smaller degree. We thus replace \( G \) and start again.

5.5 Remarks.

(i) Given a generator of a \( K[G] \)-submodule \( U \) of \( V \), a basis of \( U \) can be found using the “spinning algorithm” \( \text{[89] \S 7.4.1}. \) A minor technical difficulty however
occurs: in the pseudo-code of Algorithm 5.1, it would not suffice to generate $K[G]$-submodules, since line 16 might have been previously executed, changing $G$ and $V$. In practice, we would store the original input group and we would also keep track of the inclusion of the current $V$ into the original ambient space. This purely technical complication is the main reason why we only return generators of submodules in our pseudo-code.

(ii) If our algorithm reports reducibility of $G$, then, unless we encountered the crossed product case (lines 9–13), we also obtain a proper $K[G]$-submodule.

(iii) The method for irreducibility testing of finite linear groups over the rationals in MAGMA V2.16 also relies on index computations; these are performed using an algorithm of Nebe and Steel [58]. Their approach is however very different from ours: for a given finite $G \leq \text{GL}_d(\mathbb{Q})$, they compute the centraliser $\mathcal{C}$ of $G$ in $\text{M}_d(\mathbb{Q})$. After reducing to the case that $\mathcal{C}$ is simple, they determine the index of $\mathcal{C}$ using the theory of orders. If $\mathcal{C}$ is a division algebra or, equivalently, if $G$ is irreducible, then this can be detected at this point.

(iv) The explicit crossed product descriptions in our approach do not seem to be readily available in general. On the one hand, it is well-known that every central simple algebra over a number field is isomorphic to a cyclic algebra, i.e. a crossed product with cyclic Galois group. (This is the original “fundamental theorem in the theory of algebras” of Brauer-Hasse-Noether [8].) On the other hand, to the author’s knowledge, no constructive proof of this result is known, nor is any practical method for representing a given central simple algebra over a number field as a crossed product available.

(v) We note that if we apply Algorithm 5.1 in the case that $G$ is not nilpotent, then the output (if any) will in general not be meaningful.

We have thus obtained a partially constructive algorithm for irreducibility testing of nilpotent linear groups over number fields. As we will show in Part II of this thesis, if we restrict attention to finite nilpotent linear groups, we can do considerably more. First, in that case, we can handle a larger class of ground fields, including rational function fields over number fields. Second, we obtain a method for irreducibility testing of finite nilpotent groups which is fully constructive in all cases. Third, we can also test primitivity of finite nilpotent linear groups. Lastly, our algorithms for irreducibility and primitivity testing of finite nilpotent linear groups are practical, performing well on a range of explicit examples; an implementation is publicly available as a MAGMA-package [76]. (In contrast, Algorithm 5.1 has not been implemented.)
6. Groups with homogeneous maximal abelian normal subgroups

The most interesting case that we encountered in our algorithm for deciding irreducibility of (possibly) infinite nilpotent linear groups (Algorithm 5.1) was the following. We are given a finitely generated nilpotent group $G \leq \text{GL}(V)$ and a homogeneous maximal abelian normal subgroup $A \triangleleft G$. The enveloping algebra $K[G]$ of $G$ is then a crossed product of $L = K[A]$ by $G/A \cong \text{Gal}(L/Z)$, where $Z = Z(K[G])$ (Proposition 5.1). We are led to a series of theoretical questions which we will answer in this chapter.

Question 1: What is the structure of $G$ as an abstract group?

We will see in §§6.2–6.3 that $G$ is an extension of $A(m, r) = \mathbb{Z}/m \oplus \mathbb{Z}^r$ by a subgroup of $R(m, r) = U(m) \ltimes (\mathbb{Z}/m)^r$, where $U(m)$ is the group of unipotent elements in $(\mathbb{Z}/m)^\times$ and all the actions have natural descriptions. Conversely, all such extensions are nilpotent and have $A(m, r)$ as a maximal abelian normal subgroup.

Question 2: Given an abstract extension $G$ of $A(m, r)$ by a subgroup $\Gamma$ of $R(m, r)$, is there a faithful representation $\varrho$ of $G$ over some field $K$ such that $A(m, r)$ acts homogeneously via $\varrho$?

The answer is yes — we may even require $K$ to be a number field (Corollary 6.17).

Question 3: To what extent is the representation $\varrho$ from the previous question uniquely determined?

First note that if $\varrho$ is as in the last question, then $G$ acts homogeneously via $\varrho$. Now fix a field $K$ of characteristic zero and a cocycle $\phi \in Z^2(\Gamma, A(m, r))$ which defines $G$ as an extension of $A(m, r)$ by $\Gamma \leq R(m, r)$. We then consider a certain class $\mathcal{D}_0$ of irreducible $K$-representations $\varrho$ of $G$ such that (i) $A(m, r)$ acts homogeneously via $\varrho$ and (ii) $Z(K[G^\varrho]) = K$. While we will not give a precise definition of $\mathcal{D}_0$ at this point, we note that it contains all faithful irreducible representations of $G$ over $K$ that satisfy (i)–(ii). In Proposition 6.23, we will see that the equivalence classes of representations in $\mathcal{D}_0$ are in natural 1–1 correspondence with the equivalence classes of certain field-theoretic objects which we call “$(m, r)$-structures over $K$”. Informally, an $(m, r)$-structure over $K$ amounts to (1) a choice $\eta$ of a primitive $m$th root of unity over $K$, (2) elements $\theta_1, \ldots, \theta_r$ (all within some field extension of $K$) such that $\theta_i^m \in K^\times$ for $1 \leq i \leq r$, and (3) a technical condition allowing us to identify $\Gamma$ with $\text{Gal}(L/K)$, where $L = K(\eta, \theta_1, \ldots, \theta_r)$. 
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Throughout this chapter, $K$ is a field of characteristic zero and $\zeta_m$ is a primitive $m$th root of unity over $K$. All field extensions of $K$ will be contained in some fixed algebraic closure of $K$. We note that the results of this chapter will not be used elsewhere in this thesis.

6. Groups with homogeneous maximal abelian normal subgroups

6.1. Cocycles and compatibility

The content of this section is folklore; cf. e.g. [9, §III.8], [79, §VII.5], [68, §11.1].

Compatible pairs. Let $G_1$ and $G_2$ be groups and let $A_i$ be a $G_i$-module. A pair $(\lambda: G_1 \rightarrow G_2, \alpha: A_1 \rightarrow A_2)$ of group homomorphisms is compatible if $\alpha$ is a $G_2$-module homomorphism when $G_2$ acts on $A_1$ via $\gamma$. Such a compatible pair $(\lambda, \alpha)$ induces a homomorphism $Z^2(G_1, A_1) \rightarrow Z^2(G_2, A_2)$ via $(g, h)(\phi) = (\phi \gamma, \phi \alpha)$ for $g, h \in G_2$.

Comparing group extensions. Let $G$ be a group, $A$ a $G$-module, and let $0 \rightarrow A \rightarrow E \rightarrow G \rightarrow 1$ be an extension of $A$ by $G$. Let $H$ be another group and let $B$ be an $H$-module. Suppose that $G \rightarrow H$ and $A \rightarrow B$ are group isomorphisms such that $\alpha$ is a $G$-module isomorphism when $G$ acts on $B$ via $\lambda$ (In other words, $\lambda^{-1}$ and $\alpha$ are compatible.) Given $\alpha$ and $\lambda$, we may regard $E$ as an extension of the underlying abelian group of $B$ by $H$ by requiring the following diagram to be commutative

\[
\begin{array}{ccc}
A & \xrightarrow{\lambda} & E & \xrightarrow{\pi} & G \\
\downarrow{\alpha} & & \downarrow & & \downarrow{\lambda} \\
B & \rightarrow & E & \rightarrow & H.
\end{array}
\]

The compatibility condition on $\alpha$ and $\lambda$ implies that the induced $H$-action on $B$ is the original one. That is, $E$ is an extension of the $H$-module $B$ by $H$.

The canonical extension $E(\phi)$ associated with $\phi \in Z^2(G, A)$ has $G \times A$ as its underlying set with multiplication $(g, a)(h, b) = (gh, a + b + (g, h)\phi)$ for $a, b \in A$ and $g, h \in G$. We will always assume that $\phi$ is normalised, i.e. $(g, 1)\phi = (1, g)\phi = 0$ for all $g \in G$. Under this assumption, we may identify $A$ with its image in $E(\phi)$ via $a \mapsto (1, a)$.

Comparing crossed products. Let $L/K$ be a finite Galois extension. Write $\Gamma = \text{Gal}(L/K)$ and let $\theta \in Z^2(\Gamma, L^\times)$. Suppose that $L \rightarrow \tilde{L}$ is a $K$-isomorphism onto another field extension $\tilde{L}$ of $K$. Let $\tilde{\Gamma} = \text{Gal}(\tilde{L}/K)$. We obtain induced isomorphisms $\tilde{\Gamma} \rightarrow \Gamma$ and $L^\times \rightarrow \tilde{L}^\times$, where $\gamma^\lambda = \theta^{-1}\gamma\theta$ for $\gamma \in \tilde{\Gamma}$ and $\alpha$ is the restriction of $\theta$. Clearly, $\lambda$ and $\alpha$ are compatible. Let $\tilde{\phi} = \phi, Z^2(\lambda, \alpha)$. Then we obtain a canonical $K$-isomorphism $L * \phi \tilde{\Gamma} \rightarrow \tilde{L} * \tilde{\phi} \Gamma$ given by $u, \gamma \phi, a \mapsto \tilde{a}, \gamma \phi = (a, (a)\theta)$ for $\gamma \in \tilde{\Gamma}$ and $a \in L$,
where \((u_\sigma)_\sigma\in\Gamma\) (resp. \((\tilde{u}_\gamma)_\gamma\in\tilde{\Gamma}\)) denotes the canonical right \(L\)-basis (resp. \(\tilde{L}\)-basis) of the corresponding crossed product as in §5.2

### 6.2. \(\mathcal{R}(m, r)\) and \(A(m, r)\)

For the purposes of this chapter, the main abstract properties of homogeneous maximal abelian normal subgroups of finitely generated nilpotent linear groups are captured by the following.

#### 6.1 Notation.
Let \(G\) a group. We write \(A\triangleleft G\) if \(A\triangleleft G\), \(A = C_G(A)\), \(A\) is finitely generated, \(T(A)\) is cyclic, and \([A, G]\leq T(A)\).

#### 6.2 Lemma.
Let \(G\) be a finitely generated nilpotent linear group over an arbitrary field. If \(A\triangleleft G\) is maximal abelian and homogeneous, then \(A\triangleleft G\).

**Proof.** Since \(G\) is polycyclic, \(A\) is finitely generated; see [51 §1.3]. As \(A\) is homogeneous, \(T(A)\) is cyclic. By Proposition 4.4(i), \(A = C_G(A)\). Corollary 5.4 shows that \(G\) is homogeneous and therefore completely reducible. Hence \([G, G]\) is finite by Theorem 2.4. Therefore, \([A, G]\leq A \cap T(G) = T(A)\). ♦

We will now investigate the structure of groups \(G\) with a given \(A\triangleleft G\). For \(m \geq 1\) and \(r \geq 0\), define \(A(m, r) = \mathbb{Z}/m \oplus \mathbb{Z}^r\). Further let

\[
\mathcal{R}(m, r) = \left\{ \begin{pmatrix} (\mathbb{Z}/m)^\times & \mathbb{Z}/m & 1 \\ \mathbb{Z}/m & \mathbb{Z}/m & \ddots \\ \mathbb{Z}/m & \mathbb{Z}/m & 1 \end{pmatrix} \right\} \leq \text{GL}_{r+1}(\mathbb{Z}/m).
\]

Note that \(\mathcal{R}(m, r) = (\mathbb{Z}/m)^\times \times (\mathbb{Z}/m)^r\) (natural action). The group \(\mathcal{R}(m, r)\) has a natural faithful action on \(A(m, r)\) by formal matrix multiplication:

\[
(x_0, \ldots, x_r) \begin{pmatrix} a_0 & 1 \\ a_1 & \ddots \\ \vdots & \ddots \\ a_r & 1 \end{pmatrix} = (x_0a_0 + \cdots + x_ra_r, x_1, \ldots, x_r).
\]

Clearly, if \(G\) is any group and \(A\triangleleft G\), then \(A \cong A(m, r)\), where \(r = \text{rank}(A)\) and \(m = |T(A)|\). By the following, the abstract groups \(G\) with \(A\triangleleft G\) are precisely the extensions of \(A(m, r)\) by subgroups of \(\mathcal{R}(m, r)\).

#### 6.3 Proposition.

(i) Let \(G\) be a group and \(A\triangleleft G\). Let \(A \xrightarrow{\alpha} A(m, r)\) be an isomorphism. Then there exists an embedding \(G/A \xrightarrow{\lambda} \mathcal{R}(m, r)\) such that \(\alpha\) is a \(G/A\)-module isomorphism when \(G/A\) acts on \(A(m, r)\) via \(\lambda\). Therefore, \(G\) is as an extension of \(A(m, r)\) by a subgroup of \(\mathcal{R}(m, r)\).
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(ii) Let \( 0 \to A(m,r) \to G \to \Gamma \to 1 \) be an extension of \( A(m,r) \) by \( \Gamma \leq R(m,r) \). Then \( \text{Im}(i) \triangleleft G \).

Proof. (i) Let \( e_0 = 1 + (m) \in \mathbb{Z}/m = T(A(m,r)) \) and let \( (e_1, \ldots, e_r) \) be the standard basis of \( \mathbb{Z}^r \leq A(m,r) \) (embedded in the natural way). Denote by \( f_0, \ldots, f_r \) the preimages of \( e_0, \ldots, e_r \) under \( \alpha \). Write \( \Gamma = G/A \) and let \( \sigma \in \Gamma \). Then \( f_{\sigma}^0 = x_0 f_0^0 \) and \( f_{\sigma}^i = x_i f_0^i \cdot f_i \) (where \( i = 1, 2, \ldots, r \) and \( x_i \in \mathbb{Z}/m \)). Define

\[
\sigma^\lambda = \begin{bmatrix} x_0 \\ x_1 \\ \vdots \\ x_r \\ 1 \end{bmatrix} \in M_{r+1}(\mathbb{Z}/m).
\]

A routine calculation shows that \( (\sigma_1 \sigma_2)^\lambda = \sigma_1^\lambda \sigma_2^\lambda \) for all \( \sigma_1, \sigma_2 \in \Gamma \). Since \( \Gamma \) acts faithfully on \( A = \langle f_0, \ldots, f_r \rangle \), the map \( \lambda \) is injective. It follows that \( \lambda \) embeds \( \Gamma \) into \( R(m,r) \). By construction, \( (a^\sigma) \alpha = (a \alpha)^\sigma \lambda \) for all \( a \in A \) and \( \sigma \in \Gamma \). The final remark follows from compatibility as in §6.1.

(ii) Obvious.

6.4 Corollary. Let \( G \) be a group and \( A \triangleleft G \).

(i) \( A^{|T(A)|} \leq Z(G) = A^G \). Hence, \( |G : A| \leq |G : Z(G)| < \infty \) and \( |G'| < \infty \).

(ii) \( G/A \) is metabelian.

Proof. We may assume that \( G \) is an extension of \( A(m,r) \) by \( \Gamma \leq R(m,r) \). Clearly, \( \Gamma \) is metabelian. Since \( m A(m,r) = m \mathbb{Z}^r \) is a trivial \( R(m,r) \)-module, \( m A(m,r) \leq Z(G) \). If \( g \in G \setminus A \), then \( g \) has non-trivial action on \( A(m,r) \) whence \( Z(G) \leq A(m,r) \). We therefore have \( Z(G) = A(m,r)^\Gamma \). By a well-known result of Schur [68, 10.1.4], the finiteness of \( G/Z(G) \) implies that of \([G,G]\).

6.3. Nilpotency and \( R(m,r) \)

Given an extension \( G \) of \( A(m,r) \) by \( \Gamma \leq R(m,r) \), we characterise nilpotency of \( G \) in terms of \( \Gamma \). Together with the last section, this gives an answer to Question 1 from the beginning of the chapter. The following is well-known.

6.5 Lemma. Let \( R \) be a commutative Artinian ring with Jacobson radical \( \text{rad}(R) \). Then the set \( U \) of unipotent elements in \( R \) is \( 1 + \text{rad}(R) \). Moreover, \( U \leq R^\times \).

Proof. By [53, 28.F39], \( \text{rad}(R) \) is the set of nilpotent elements of \( R \) whence \( U = 1 + \text{rad}(R) \). It is well-known that \( U \) is a subgroup of \( R^\times \) [85, p. 35].

We write \( U(m) \) for the group of unipotent elements in \( \mathbb{Z}/m \).
6.4. Field extensions: \((m,r)\)-structures

6.6 Corollary. \(U(m) = \{x + (m) \in \mathbb{Z}/m : x \equiv 1 \mod p \text{ for all primes } p \mid m\}\).

Proof. This follows since \(\text{rad}(\mathbb{Z}/m)\) is clearly generated by \(m + (m)\), where \(m\) is the product of the distinct prime divisors of \(m\).

Let 
\[
R(r,m) = \begin{bmatrix}
U(m) \\
\mathbb{Z}/m & 1 \\
\vdots & \ddots \\
\mathbb{Z}/m & 1
\end{bmatrix} \leq \mathfrak{R}(r,m),
\]
so \(R(r,m) = U(m) \ltimes (\mathbb{Z}/m)^r\).

6.7 Lemma. Let \(G\) be an extension of \(A(m,r)\) by \(\Gamma \leq \mathfrak{R}(m,r)\). The following are equivalent:

(i) \(G\) is nilpotent.

(ii) \(\Gamma \leq R(m,r)\).

(iii) \(\Gamma\) acts nilpotently on \(A(m,r)\).

Proof. Let \(A = A(m,r)\). By construction, \([A,\Gamma] \leq T(A)\). We conclude that \(G\) is nilpotent if and only if (a) \(\Gamma\) is nilpotent and (b) \(\Gamma\) acts nilpotently on \(T(A) = \mathbb{Z}/m\).

For a matrix \(\sigma \in \Gamma\), let \(\sigma_0 \in (\mathbb{Z}/m)^\times\) be the image of \(\sigma\) under the homomorphism \(\mathfrak{R}(m,r) \to (\mathbb{Z}/m)^\times\) which sends \(\sigma\) to its entry in position \((1,1)\). Let \(\mathbb{Z}/m = (a)\). Then \([a,\sigma] = -a + a\sigma = (\sigma_0 - 1) \cdot a\). Hence for \(\sigma,\tau,\ldots \in \Gamma\), we have \([\ldots [a,\sigma],\tau,\ldots] = (\sigma_0 - 1)(\tau_0 - 1) \cdots a\). By taking \(\sigma = \tau = \ldots\), we see that if \(\Gamma\) acts nilpotently on \(T(A)\), then \(\Gamma_0 = \{\sigma_0 : \sigma \in \Gamma\} \leq U(m)\); this is clearly equivalent to \(\Gamma \leq R(m,r)\). We have proved \((i) \to (iii) \to (b) \to (ii)\). Now Corollary 6.6 shows that \(U(m)\) indeed acts nilpotently on \(\mathbb{Z}/m\) and on \((\mathbb{Z}/m)^r \ltimes R(m,r)\). Hence, \(R(m,r)\) is nilpotent and it acts nilpotently on \(A\). This proves \((ii) \to (i)\).

In Lemma 6.10 we will obtain a field-theoretic interpretation of this result. In summary, the class of finitely generated nilpotent groups \(G\) with \(A(m,r) \cong A \ltimes G\) coincides with the class of extensions of \(A(m,r)\) by subgroups of \(R(m,r)\).

6.4. Field extensions: \((m,r)\)-structures

Let \(L = K(\zeta_m, \theta_1, \ldots, \theta_r)\) be an algebraic extension such that \(\theta_i^m \in K^\times\) for \(1 \leq i \leq r\).

The different roots of \(X^m - \theta_i^m\) are precisely given by \(\theta_i \zeta_m^k\) \((0 \leq k < m)\). Hence, \(L\) is the (minimal) splitting field of \(\{X^m - 1, X^m - \theta_1^m, \ldots, X^m - \theta_r^m\}\) over \(K\) whence \(L/K\) is Galois.

Let \(\sigma \in \text{Gal}(L/K)\). Then \(\zeta_m^\sigma = \zeta_m^{x_0}\) for a unique \(x_0 \in (\mathbb{Z}/m)^\times\). Moreover, for \(1 \leq i \leq r\), we have \((\theta_i^m/\theta_i)^m = (\theta_i^m)^\sigma/\theta_i^m = 1\) and thus \(\theta_i^\sigma = \theta_i \zeta_m^{x_i}\) for a unique
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$x_i \in \mathbb{Z}/m$. A routine computation shows that the map $\text{Gal}(L/K) \xrightarrow{\lambda} \mathfrak{R}(m,r)$ defined by

$$\sigma^\lambda = \begin{bmatrix} x_0 \\ x_1 \\ \vdots \\ x_r \\ 1 \end{bmatrix}$$

is an embedding. Moreover, if $A(m,r) \xrightarrow{\alpha} \langle \zeta_m, \theta_1, \ldots, \theta_r \rangle \leq L^\times$ denotes the evident epimorphism, then $\lambda$ and $\alpha$ are compatible, i.e. $\alpha$ is $\text{Gal}(L/K)$-equivariant when $\text{Gal}(L/K)$ acts on $A(m,r)$ via $\lambda$. Note that $\alpha$ restricts to an injection on the torsion subgroup of $A(m,r)$, i.e. $\text{Ker}(\alpha)$ is torsion-free.

6.8 Definition. An $(m,r)$-structure over $K$ is a triple $(L/K, \lambda, \alpha)$, where

(i) $L/K$ is a Galois extension,

(ii) $\text{Gal}(L/K) \xrightarrow{\lambda} \Gamma$ is an isomorphism onto a subgroup $\Gamma \leq \mathfrak{R}(m,r)$, and

(iii) $A(m,r) \xrightarrow{\alpha} L^\times$ is a homomorphism such that (a) $\lambda$ and $\alpha$ are compatible, (b) $\text{Ker}(\alpha)$ is torsion-free, and (c) $L = K[\text{Im}(\alpha)]$.

Below, $(m,r)$-structures will naturally arise from certain linear representations of extensions of $A(m,r)$ by subgroups of $\mathfrak{R}(m,r)$.

6.9 Lemma. Let $(L/K, \lambda, \alpha)$ be an $(m,r)$-structure over $K$. Let $(e_1, \ldots, e_r)$ be a $\mathbb{Z}$-basis of the right summand in $A(m,r) = \mathbb{Z}/m \oplus \mathbb{Z}^r$. Define $\theta_i = e_i \alpha \in L^\times$ for $1 \leq i \leq r$. Then $\theta_i^m \in K^\times$ and $L = K(\zeta_m, \theta_1, \ldots, \theta_r)$.

Proof. We have $m \cdot e_i \in A(m,r)^\Gamma$ whence $\theta_i^m \in L^{\text{Gal}(L/K)} = K$. ♦

Hence, an $(m,r)$-structure over $K$ essentially amounts to a sequence $\theta_1, \ldots, \theta_r$ as above together with a choice of a primitive mth root of unity over $K$. The field-theoretic role of the subgroup $\mathfrak{R}(m,r)$ of $\mathfrak{R}(m,r)$ is explained by the following.

6.10 Lemma. Let $(L/K, \lambda, \alpha)$ be an $(m,r)$-structure over $K$. Then the following are equivalent.

(i) $\text{Im}(\lambda) \leq \mathfrak{R}(m,r)$.

(ii) $\zeta_p \in K$ for all primes $p | m$.

(iii) $\text{Gal}(E_m K/K) \leq (\mathbb{Z}/m)^\times$ is unipotent (i.e. it is a subgroup of $U(m)$).

Proof.
6.5. Representations, \((m, r)\)-structures, and algebras

(i)\(\leftrightarrow\) (ii) We identify \(\Gamma = \text{Im}(\lambda)\) and \(\text{Gal}(L/K)\) via \(\lambda\). Let \(A = \text{Im}(\alpha)\) so that \(\alpha\) induces a \(\Gamma\)-equivariant epimorphism from \(A(m, r)\) onto \(A\). Since \(\text{Ker}(\alpha)\) is torsion-free, \(\alpha\) maps the torsion-subgroup \(\mathbb{Z}/m\) of \(A(m, r)\) isomorphically onto \(\langle \zeta_m \rangle \leq L^\times\).

We again denote the product of the distinct prime divisors of \(m\) by \(m\). Let \(\sigma \in \Gamma\) and let \(\sigma_0 \in (\mathbb{Z}/m)^\times\) be the entry in position \((1, 1)\) of \(\sigma\). Then \(\zeta_m^\sigma = \zeta_m^{\sigma_0}\).

Now \(\sigma \in \text{R}(m, r)\) if and only if \(\sigma_0 \in U(m)\) which by Corollary 6.6 is equivalent to \(\sigma_0 \equiv 1 \mod m\). Writing \(k = m/m\), the last condition is obviously equivalent to \(\sigma_0 k \equiv k \mod m\) and thus to \((\zeta_m^k)^\sigma = \zeta_m^k\). It follows that \(\Gamma \leq \text{R}(m, r)\) is equivalent to \(\zeta_m^k \in K\) and thus to \(\zeta_m^k \in K\).

(ii)\(\leftrightarrow\) (iii) Immediate, since the map \(\sigma \mapsto \sigma_0\) from the last step of the proof is exactly the surjective restriction homomorphism \(\text{Gal}(L/K) \to \text{Gal}(E_m K/K)\).

6.11 Remark. Let \((L/K, \lambda, \alpha)\) be an \((m, r)\)-structure over \(K\) which satisfies one of the conditions in the last lemma. Using the expression of \(L\) in terms of radicals in Lemma 6.9 it follows that \(L/K\) is a special case of a so-called “quasi-Kummer extension”; see [1, §§1D.5–6] for results on such extensions.

A proper field-theoretic study of \((m, r)\)-structures is beyond the scope of this thesis. We contend ourselves with the following elementary existence result.

6.12 Proposition. Let \(\Gamma \leq \text{R}(m, r)\), Then there exists a number field \(K\) and an \((m, r)\)-structure \((L/K, \lambda, \alpha)\) over \(K\) with \(\text{Im}(\lambda) = \Gamma\). Moreover, we may assume that \(\alpha\) is injective.

Proof. Suppose that \((L/K, \lambda, \alpha)\) is an \((m, r)\)-structure over \(K\) with \(\text{Im}(\lambda) = \text{R}(m, r)\) and such that \(\alpha\) is injective. Define \(K'\) to be the fixed field of \(\Gamma' = \text{Im}(\lambda)\) and \(\lambda'\) to be the restriction of \(\lambda\) to \(\Gamma' = \text{Gal}(L/K)\). Then \((L/K', \lambda', \alpha)\) is an \((m, r)\)-structure of the desired form. It thus suffices to consider the case \(\Gamma = \text{R}(m, r)\). We inductively define number fields \(L_i\) as follows. Let \(L_0 = \mathbb{Q}(\zeta_m)\). For \(i \geq 1\), let \(p_i\) be a rational prime which does not divide the discriminant of \(L_{i-1}/\mathbb{Q}\) and define \(L_i = L_{i-1}(\theta_i)\), where \(\theta_i = \sqrt[p_i]{p_i}\). Since \(p_i\) is unramified in \(L_{i-1}\), we see that \(X - p_i\) is an Eisenstein polynomial over any \(p_i\)-adic completion of \(L_{i-1}\). Hence, \([L_i : L_{i-1}] = m\). Let \(L = L_r = \mathbb{Q}(\zeta_m, \theta_1, \ldots, \theta_r)\). Using the introductory remarks from this section, we obtain an \((m, r)\)-structure \((L/\mathbb{Q}, \lambda, \alpha)\). By construction, \([L : \mathbb{Q}] = \varphi(m)r^m = [\text{R}(m, r)]\) whence \(\lambda\) maps \(\text{Gal}(L/K)\) isomorphically onto \(\text{R}(m, r)\).

It remains to show that \(\alpha\) is injective. Let \(x_0, \ldots, x_r \in \mathbb{Z}\) satisfy \(\zeta_m^{x_0} \theta_1^{r_1} \cdots \theta_r^{r_r} = 1\). By taking \(m\)th powers, we obtain \(p_1^{r_1} \cdots p_r^{r_r} = 1\). Now by construction, the \(p_i\) are all distinct. Since we have unique factorisation in \(\mathbb{Z}\), we conclude that \(x_1 = \ldots = x_r = 0\). Hence, \(m \mid x_0\) and \(\alpha\) is injective.

6.5. Representations, \((m, r)\)-structures, and algebras

In this rather technical section, we study the relationship between representations of groups and \((m, r)\)-structures over a given field. This will allow us to give answers to Questions 2–3 from p. 47.
For the remainder of this section, we fix a field $K$ of characteristic zero, a subgroup $\Gamma \leq \mathfrak{A}(m, r)$, and a normalised cocycle $\phi \in Z^2(\Gamma, A)$, where $A = A(m, r)$. Further, let $G = E(\phi)$. We identify $A$ with the subgroup $\{(1, a) : a \in A\}$ of $G$. Let $(t_\sigma)_{\sigma \in \Gamma}$ be the canonical transversal of $A$ in $G$, i.e., $t_\sigma = (\sigma, 0)$. If $\rho$ is a $K$-representation of a group, then we write $K[\rho]$ for the enveloping algebra of the image of $\rho$.

### Classes of representations, $(m, r)$-structures, and algebras

Our investigations in this section are based on the interplay between the following three classes.

#### 6.13 Notation.

(i) Define $D$ to be the class of $K$-representations $\rho$ of $G$ such that $A^\rho$ is homogeneous, $\text{Ker}(\rho)$ is torsion-free, $\text{Ker}(\rho) \leq A$, and $Z(K[\rho]) = K$.

(ii) Define $E$ to be the class of $(m, r)$-structures $(L/K, \Gal(L/K) \lambda \rightarrow \Gamma, A \alpha \rightarrow L^\times)$; note that we require $\text{Im}(\lambda) = \Gamma$.

(iii) Define $\mathfrak{A}$ to be the class of central simple finite-dimensional $K$-algebras.

There are natural equivalence relations (which we all denote by $\approx$) on these classes: For $D$, we let $\approx$ be equivalence of $K$-representations, while for $\mathfrak{A}$ we take isomorphism of $K$-algebras. Let $E = (L/K, \lambda, \alpha) \in \mathfrak{E}$ and $\tilde{E} = (\tilde{L}/K, \tilde{\lambda}, \tilde{\alpha}) \in \mathfrak{E}$. Then $E \approx \tilde{E}$ if and only if there exists a $K$-isomorphism $L \overset{\theta}{\rightarrow} \tilde{L}$ such that the diagrams commute.

Ignoring set-theoretic difficulties which can be overcome (“classes of classes”), we write $X/\approx$ for the “quotient class” of $X = D, \mathfrak{E}, \mathfrak{A}$ with respect to the equivalence relation just defined.

### From representations to field extensions

We describe a canonical way of extracting an $(m, r)$-structure in $\mathfrak{E}$ from a representation in $D$.

#### 6.14 Proposition. Let $\rho \in D$.

(i) Let $L = K[A^\rho]$. Define $\Gamma \overset{\mu}{\rightarrow} \Gal(L/K)$ as follows: $\sigma^\mu (\sigma \in \Gamma)$ is conjugation by $t_\sigma^\rho$. Then $\mu$ is an isomorphism.

(ii) Let $A \overset{\alpha}{\rightarrow} L^\times$ be the restriction of $\rho$. Then $(L/K, \mu^{-1}, \alpha) \in \mathfrak{E}$.
(iii) Let \( \tilde{\phi} = \phi \cdot Z^2(\mu^{-1}, \alpha) \in Z^2(\text{Gal}(L/K), L^\times) \). Then there is a \( K \)-algebra isomorphism \( K[\tilde{\phi}] \xrightarrow{\xi} L \star_{\phi} \text{Gal}(L/K) \) such that the composite \( G \xrightarrow{\xi} L \star_{\phi} \text{Gal}(L/K) \) is given by \( (\sigma, a) \mapsto u_{\sigma\mu}(a\alpha) \).

**Proof.** By Corollary 6.4, \( [G, G] \) is finite. Let \( N = \ker(\rho) \). Suppose that \( x \in G \) centralises \( A \) modulo \( N \). Then \( [A, x] \subseteq N \cap [G, G] = 1 \) whence \( x \in C_G(A) = A \). It follows that \( A^{\rho} \) is self-centralising in \( G^{\rho} \). Since \( N \leq A \), we obtain a \( \rho \)-induced isomorphism \( G/A \xrightarrow{\cong} G^{\rho}/A^{\rho} \). Hence, we may regard \( G^{\rho} \) as an extension of \( A^{\rho} \) by \( \Gamma \); we see that \( \sigma \mapsto t_{\sigma}^{\rho} \) is a normalised section for this extension. Parts (i) and (iii) now follow from §5.2 (note that \( Z(K[\rho]) = K \)), while (ii) holds by construction. ♦

### Maps, part I

Let \( \mathcal{D} \xrightarrow{S} \mathcal{E} \) be the map which sends \( \varrho \in \mathcal{D} \) to the \( (m, r) \)-structure in part (ii) of Proposition 6.14. Part (iii) shows that we may regard \( K[\varrho] \) as a map \( \mathcal{D} \to \mathcal{A} \). Finally, let \( \mathcal{E} \xrightarrow{P} \mathcal{A} \) take an \( (m, r) \)-structure \( (L/K, \lambda, \alpha) \in \mathcal{E} \) to the crossed product \( L \star_{\phi} \text{Gal}(L/K) \), where \( \tilde{\phi} = \phi \cdot Z^2(\lambda, \alpha) \). The following is immediate from Proposition 6.14(iii).

**6.15 Corollary.** The following diagram commutes.

\[
\begin{array}{ccc}
\mathcal{D} & \xrightarrow{S} & K[\cdot] \\
\downarrow & & \downarrow \\
\mathcal{E} & \xrightarrow{P} & \mathcal{A}/\cong
\end{array}
\]

### From field extensions to representations

For a given \( (m, r) \)-structure \( E \in \mathcal{E} \), we construct a representation \( \varrho \in \mathcal{D} \) such that, among other things, the \( (m, r) \)-structure \( \varrho.S \) extracted from \( \varrho \) (as defined above) is equivalent to \( E \).

**6.16 Proposition.** Let \( (L/K, \lambda, \alpha) \in \mathcal{E} \).

(i) Regard \( \alpha \) as a linear \( L \)-representation of \( A \) and let \( \varrho = \alpha \uparrow_{A}^{G} \) be the induced representation. If we regard \( \varrho \) as a \( K \)-representation, then \( \varrho \in \mathcal{D} \).

(ii) Let \( \tilde{\phi} = \phi \cdot Z^2(\lambda, \alpha) \in Z^2(\text{Gal}(L/K), L^\times) \). Then there is a \( K \)-algebra isomorphism \( K[\tilde{\phi}] \xrightarrow{\xi} L \star_{\phi} \text{Gal}(L/K) \) such that the composite \( G \xrightarrow{\xi} L \star_{\phi} \text{Gal}(L/K) \) is given by \( (\sigma, a) \mapsto u_{\sigma\mu}(a\alpha) \).

(iii) \( \varrho.S \) is equivalent to \( (L/K, \lambda, \alpha) \).

(iv) The natural \( K[\varrho] \)-module is the regular one.

**Proof.**
6. Groups with homogeneous maximal abelian normal subgroups

- As is well-known \([23, \text{p. } 215]\), \(\text{Ker}(\bar{\theta}) = \bigcap_{g \in G} \text{Ker}(g) = \bigcap_{\sigma \in \Gamma} \text{Ker}(\alpha \sigma)\). Since \(\lambda\) and \(\alpha\) are compatible, \(\text{Ker}(\alpha)\) is \(\Gamma\)-invariant so that \(\text{Ker}(\alpha) = \text{Ker}(\bar{\theta})\).

- We first consider \(\bar{\theta}\) as an \(L\)-representation of \(G\); see \([68, \text{p. } 238]\) for background on induced representations. The natural \(LG\)-module associated with \(\bar{\theta}\) is given by \(V = \bigoplus_{\sigma \in \Gamma} L \otimes t_\sigma\), the action being the evident one. We regard \(\bar{\theta}\) as a matrix representation with respect to the \(L\)-basis \((1_L \otimes t_\sigma)_{\sigma \in \Gamma}\) of \(V\). We see that if \(a \in A\), then \(a^\theta = \text{diag}((a\sigma^{-1})\alpha)_{\sigma \in \Gamma}\); that is, \(a^\theta\) is the diagonal matrix with entry \((a\sigma^{-1})\alpha\) in position \((\sigma, \sigma)\). It follows from compatibility of \(\lambda\) and \(\alpha\) that \((a\sigma^{-1})\alpha = (aa\sigma)^{-1}\lambda^{-1}\).

- Let \(\tilde{L} = K[A^\theta]\). As \(\text{Ker}(\alpha) = \text{Ker}(\bar{\theta})\), the rule \(x \mapsto \text{diag}(x^{\sigma^{-1}\lambda^{-1}})\) yields an isomorphism \(A\alpha \rightarrow A^\theta\). Since \(L = K[A\alpha]\), we may extend this map to a \(K\)-epimorphism \(L \rightarrow \tilde{L}\) (given by the same rule). Now \(L\) is a field so that \(\theta\) is an isomorphism. Note that by construction, \(aa\theta = a^\theta\) for \(a \in A\).

- As in the proof of Proposition \([6.14]\) we see that \(a\) \(A^\theta\) coincides with its own centraliser in \(G^\theta\) and (b) we obtain a \(\bar{\theta}\)-induced isomorphism \(G^\theta/A^\theta \cong \Gamma\). The map \(\Gamma \rightarrow G^\theta, \sigma \mapsto t_\sigma^\phi\) is a normalised section of the composite \(G^\phi \rightarrow G^\theta/A^\theta \rightarrow \Gamma\). We may thus regard \(G^\phi\) as an extension of \(A^\theta\) by \(\Gamma\). Clearly, the corresponding cocycle is simply \(\phi.\mathbb{Z}^2(\Gamma, A \xrightarrow{\alpha} A^\theta)\).

The induced action of \(\Gamma\) on \(A^\theta\) is as follows: for \(a \in A\) and \(\sigma \in \Gamma\), we have \((aa\theta)^\sigma = (a^\theta)^\sigma = (t_\sigma^\phi)^{-1}(a\sigma\theta^\phi)^\sigma = (t_\sigma^{-1}a\sigma^\phi)^\theta = (a\sigma)\alpha\theta = (aa\sigma)^{-1}\lambda^{-1}\theta\). Hence, the action of \(\Gamma\) on \(A^\theta\) is the restriction of the unique \(\Gamma\)-action on \(\tilde{L}\) such that \(\theta\) is \(\Gamma\)-equivariant when \(\Gamma\) acts on \(L\) via \(\lambda^{-1}\).

- Since \(\theta\) is a \(K\)-isomorphism, the above action of \(\Gamma\) on \(\tilde{L}\) gives an isomorphism \(\Gamma \xrightarrow{\lambda} \text{Gal}(\tilde{L}/K)\); also, using \([5.2]\) we obtain an explicit \(K\)-isomorphism between \(K[\bar{\theta}]\) and \(\tilde{L} \ast \psi \text{Gal}(\tilde{L}/K)\), where \(\psi = \phi.\mathbb{Z}^2(\mu^{-1}, A \xrightarrow{\alpha} \tilde{L}^\times)\). Using the last step, we obtain commutative diagrams

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha} & L^\times \\
\downarrow{\bar{\theta}} & & \downarrow{\theta} \\
\tilde{L}^\times & & \text{Gal}(\tilde{L}/K)
\end{array}
\]

\[
\begin{array}{ccc}
\text{Gal}(\tilde{L}/K) & \xrightarrow{\mu^{-1}} & \Gamma \\
\downarrow{\theta(\cdot)\theta^{-1}} & & \downarrow{\lambda} \\
\text{Gal}(L/K) & &
\end{array}
\]

Together with \([6.1]\) we obtain an explicit \(K\)-isomorphism \(\tilde{L} \ast \phi \text{Gal}(\tilde{L}/K) \cong L \ast \tilde{\phi} \text{Gal}(L/K)\), where \(\tilde{\phi} = \phi.\mathbb{Z}^2(\lambda, \alpha)\). This proves (ii).

- Part (i) now follows immediately: \(A^\theta\) is homogeneous since \(\tilde{L} \cong_K L\) is a field, \(\text{Ker}(\bar{\theta}) = \text{Ker}(\alpha)\) is torsion-free, and \(Z(K[\bar{\theta}]) = K\) follows from the preceding crossed product description. We also see that \(\theta\) furnishes an equivalence between \((L/K, \lambda, \alpha)\) and \(\phi.\mathbb{S} = (\tilde{L}/K, \mu^{-1}, A \xrightarrow{\phi} \tilde{L}^\times)\), which proves (iii).
For the final statement, we once again regard \( g \) as an \( L \)-representation. We see that \( t^{\sigma} \) (\( \sigma \in \Gamma \)) is a monomial matrix whose non-zero entry in row \( \tau \in \Gamma \) is in column \( \tau \sigma \). Let \( e \) be a unit vector in \( V \) (the natural \( L G \)-module for \( g \)). We conclude that \( V = e \cdot L G \). By the above description of \( A^e \) and \( L \), we see that the diagonal entries of elements in \( \tilde{L} \) exhaust all of \( L \). Thus, \( e \cdot L1_G = e \cdot \tilde{L} \).

\[ \text{Hence, } e \cdot L G = e \cdot K G = e \cdot K[g]. \] Since \( |V : K| = |\Gamma||L : K| = |K[g] : K| \), part (iv) follows.

**Question 2: existence of representations**

We are now in a position to give an affirmative answer to Question 2 from p. 47.

**6.17 Corollary.** Let \( G \) be a group and \( A \triangleright G \). Then there exists a faithful representation \( \varrho \) of \( G \) over some number field \( K \) such that \( A^\varrho \) is homogeneous.

**Proof.** We may assume that \( G = E(\phi) \), where \( \phi \in \mathbb{Z}^2(\Gamma, A) \), \( A = A(m, r) \) and \( \Gamma \leq \mathfrak{R}(m, r) \). Using Proposition 6.16 we find an \((m, r)\)-structure \( E = (L/K, \lambda, \alpha) \) over a number field \( K \) such that \( \text{Im}(\lambda) = \Gamma \) and \( \alpha \) is injective. Now take \( \varrho = \alpha \uparrow_G^A \), regarded as a \( K \)-representation, and apply Proposition 6.16(i).

**6.18 Remark.** Since \( G \) is polycyclic by Corollary 6.4, there exists a faithful \( \mathbb{Z} \)-linear representation of \( G \) by the Auslander-Swan theorem [51, 3.3.1]. The point of Corollary 6.17 is that \( A \) acts homogeneously.

**6.19 Example.** We may use Proposition 6.16 to reinterpret the ad hoc construction of a nilpotent linear group whose enveloping algebra is a cyclic algebra from §5.3.

Consider the extension of \( A(m, 2) \) by \( \Gamma = \langle \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \rangle \leq \mathfrak{R}(m, 2) \) given by

\[ G = \left\langle e_0, e_1, e_2, g \mid e_0^m = 1, [e_1, g] = e_0, g^m = e_2, [e_0, e_1] = [e_0, e_2] = [e_1, e_2] = [e_2, g] = 1 \right\rangle; \]

here \( A(m, 2) \) is embedded into \( G \) via \( (x_0, x_1, x_2) \mapsto e_0^{x_0} e_1^{x_1} e_2^{x_2} \). By setting \( u = e_1 \) and rewriting relations using \( e_0 = [u, g] \) and \( e_2 = g^m \), we see that \( G \) is the group \( H(m) \) from §5.3. Suppose that \( \zeta_m \in K \) and let \( \lambda, \nu \in K^\times \), where \( X_m - \nu \) is irreducible over \( K \). Let \( \beta = \sqrt{\nu} \) and \( L = K(\beta) \). Define \( \alpha: A(m, 2) \rightarrow L^\times, (x_0, x_1, x_2) \mapsto c_{x_0}^{x_0} \beta^{x_1} \lambda^{x_2} \). Let \( \sigma \in \text{Gal}(L/K) \) be the generator \( \beta \mapsto \beta \cdot \zeta_m \).

Define an isomorphism \( \text{Gal}(L/K) \rightarrow \Gamma \) via \( \sigma \mapsto \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \). Then \( E = (L/K, \lambda, \alpha) \) is an \((m, r)\)-structure over \( K \). We see that if \( g \) is the representation of \( G \) associated with \( E \) as in Proposition 6.16(i), then \( G^g \) is the group \( H \) from §5.3.

**Maps, part II**

Let \( \mathcal{E} \rightarrow \mathcal{D} \) be the map which sends \((L/K, \lambda, \alpha) \in \mathcal{E} \) to the \( K \)-restriction of the \( L \)-induced representation \( \alpha \uparrow_G^A \).
6.20 Corollary. The following diagrams commute.

\[
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{T} & \mathcal{P} \\
\downarrow & & \downarrow \\
\mathcal{D} & \xrightarrow{K[\cdot]} & \mathcal{A}/\approx
\end{array}
\quad
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{T} & \mathcal{D} \\
\downarrow & \xrightarrow{\text{proj.}} & \downarrow \\
\mathcal{E}/\approx & & \mathcal{D}
\end{array}
\quad
\begin{array}{ccc}
\mathcal{D} & \xrightarrow{K[\cdot]} & \mathcal{A}/\approx \\
\downarrow & \xrightarrow{S} & \downarrow \\
\mathcal{E}/\approx & & \mathcal{E}
\end{array}
\quad
\begin{array}{ccc}
\mathcal{D} & \xrightarrow{K[\cdot]} & \mathcal{A}/\approx \\
\downarrow & \xrightarrow{S} & \downarrow \\
\mathcal{E}/\approx & & \mathcal{E}
\end{array}
\quad
\begin{array}{ccc}
\mathcal{E}/\approx & \xrightarrow{T} & \mathcal{D}
\end{array}
\]

Proof. Commutativity of the first two diagrams follows from Proposition 6.16(ii)–(iii). For the third diagram, use Corollary 6.15 and the first diagram here. ♦

6.21 Lemma. The maps \(S, T, P, \) and \(K[\cdot]\) preserve the equivalence relations defined above.

Proof. We only define the (canonical) maps establishing the respective equivalences and omit the easy but tedious verifications that these maps do indeed yield equivalences. For \(P\), the claim follows from §6.1. Let \(\varrho_1, \varrho_2 \in \mathcal{D}\) be equivalent. Denote the \(KG\)-module corresponding to \(\varrho_i\) by \(V_i\). Then there exists a \(KG\)-module isomorphism \(V_1 \overset{\gamma}{\rightarrow} V_2\). We obtain a \(K\)-algebra isomorphism \(K[\varrho_1] \overset{\theta}{\rightarrow} K[\varrho_2]\) given by \(x\theta = \gamma^{-1}x\gamma\). This proves \(K[\varrho_1] \cong K[\varrho_2]\). Furthermore, \(\theta\) restricts to an isomorphism \(K[A^{\varrho_1}] \overset{\varphi}{\rightarrow} K[A^{\varrho_2}]\) and this map is readily seen to establish the equivalence of \(\varrho_1, S\) and \(\varrho_2, S\). Let \(E = (L/K, \lambda, \alpha) \in \mathcal{E}\) and \(\bar{E} = (\bar{L}/K, \lambda, \bar{\alpha}) \in \mathcal{E}\) and suppose that \(L \overset{\varphi}{\rightarrow} \bar{L}\) furnishes an equivalence between these \((m, r)\)-structures. Using the explicit matrix constructions in the proof of Proposition 6.16, we may identify the natural modules \(V\) and \(\bar{V}\) for \(E, T\) and \(\bar{E}, T\) with \(L|\Gamma|\) and \(\bar{L}|\Gamma|\), respectively. It is readily checked that \(\theta\) induces a \(KG\)-isomorphism \(V \rightarrow \bar{V}\) in its natural action on entries. This proves that \(E, T\) and \(\bar{E}, T\) are equivalent. ♦

**Question 3: the 1–1 correspondence**

We have seen that, up to equivalence, every \((m, r)\)-structure in \(\mathcal{E}\) arises from a representation in \(\mathcal{D}\). However, an \((m, r)\)-structure \(E \in \mathcal{E}\) does not uniquely determine a representation \(\varrho\) in \(\mathcal{D}\). We will now see that if we restrict attention to irreducible representations in \(\mathcal{D}\), then we do indeed obtain bijections on equivalence classes. This will provide an answer to Question 3 from p.47.

6.22 Lemma.

(i) Let \(\varrho \in \mathcal{D}\) and \(n \geq 1\). Then \(n \cdot \varrho = \varrho \oplus \cdots \oplus \varrho \in \mathcal{D}\) \((n\ \text{times})\) and \(\varrho, S \approx (n \cdot \varrho), S\).

(ii) Let \(\varrho \in \mathcal{D}\) and let \(\pi\) be an irreducible subrepresentation of \(\varrho\). Then \(\pi \in \mathcal{D}\) and \(\varrho, S \approx \pi, S\).

Let \(\mathcal{D}_0 \subset \mathcal{D}\) be the class of irreducible representations in \(\mathcal{D}\). Then \(T\) induces a map \(T_0: \mathcal{E} \rightarrow \mathcal{D}_0\) which sends an \((m, r)\)-structure \(E \in \mathcal{E}\) to an irreducible constituent of \(E, T\); note that the irreducible constituents of \(E, T\) are all equivalent.
6.23 Proposition. The maps $S$ and $T_0$ induce mutually inverse bijections between $\mathcal{D}_0/\approx$ and $\mathcal{E}/\approx$.

Our proof of Proposition 6.23 below relies on the following simple observation.

6.24 Lemma. Let $H \xrightarrow{\varrho} \text{GL}(V)$ and $H \xrightarrow{\pi} \text{GL}(W)$ be $K$-representations of a group $H$. Let $K[\varrho] \xrightarrow{} K[\pi]$ be an isomorphism of $K$-algebras such that $\varrho \theta = \pi$. Suppose that $\varrho$ is irreducible. Then $\pi$ is equivalent to a multiple of $\varrho$.

Proof. We have $(xh) \theta = (x \theta) h^\pi$ $(x \in K[\varrho], h \in H)$ hence $\theta$ is a $KH$-module isomorphism. Also, $K[\varrho]$ (and hence also $K[\pi]$) is simple by irreducibility of $\varrho$.

It is well-known (cf. [66, §3.3]) that $V$ is $K[\varrho]$-isomorphic (hence $KH$-isomorphic) to a minimal right ideal, a say, of $K[\varrho]$. Hence, $V \cong_{KH} a \cong_{KH} a \theta \leq KH K[\pi]$. It follows that the essentially unique irreducible $K[\pi]$-module is $KH$-isomorphic to $V$. The claim follows since $W$ is a homogeneous $KH$-module by simplicity of $K[\pi]$. ♦

Proof of Proposition 6.23. We freely use Lemma 6.21. If $E \in \mathcal{E}$, then Lemma 6.22 and Corollary 6.20 (middle diagram) give $E. T_0 S \approx E. T S \approx E$. Now let $\varrho \in \mathcal{D}_0$. Write $(L/K, \lambda, \alpha) = \varrho. S$ and let $\tilde{\varrho} = \varrho. Z^2(\lambda, \alpha)$. Define $\pi = \varrho. S T$. Using Propositions 6.14 and 6.16, we obtain $K$-isomorphisms $K[\varrho] \cong L \star \tilde{\varrho} \text{Gal}(L/K) \cong K[\pi]$ such that the two triangles in the diagram

\[\begin{array}{ccc}
G & \xrightarrow{\pi} & K[\pi] \\
\varrho & & \\
K[\varrho] & \xrightarrow{\cong} & L \star \tilde{\varrho} \text{Gal}(L/K)
\end{array}\]

commute, where the diagonal map is $(\sigma, a) \mapsto u_{\sigma \lambda^{-1}} \cdot (aa)$. Lemma 6.24 now shows that $\varrho$ is equivalent to an irreducible constituent of $\pi = \varrho. S T$. Thus, $\varrho \approx \varrho. S T_0$. ♦

Returning to Question 3 from p. 47, let $G$ be an extension of $A = A(m, r)$ by a subgroup $\Gamma$ of $R(m, r)$. We have obtained a natural bijection between (i) equivalence classes of faithful irreducible $K$-representations $\varrho$ of $G$ such that $A^\varrho$ is homogeneous and $Z(K[\varrho]) = K$ and (ii) equivalence classes of $(m, r)$-structures $(L/K, \lambda, \alpha)$ over $K$ such that $\alpha$ is injective and $\text{Im}(\lambda) = \Gamma$. Moreover, if $\pi$ is a faithful $K$-representation of $G$ such that $A^\pi$ is homogeneous and $Z(K[\varrho]) = K$, then $\pi$ is a multiple of an irreducible faithful representation arising from an $(m, r)$-structure over $K$.
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Part II.

Irreducibility and primitivity testing of finite nilpotent linear groups
7. Abstract ANC groups

Let $K$ have characteristic zero and let $A \leq \text{GL}(V)$ be a homogeneous finite abelian group. It is easy to see that $A$ is then cyclic. Indeed, $A$ is a subgroup of the multiplicative group of the field $K[A]$. As a known consequence, if $G \leq \text{GL}(V)$ is a finite group and $A \triangleleft G$ is non-cyclic abelian, then $A$ is inhomogeneous and $G$ admits a non-trivial system of imprimitivity by Clifford’s theorem (Theorem 1.10). Moreover, Corollary 1.12 applies in this situation. We can therefore either conclude that $G$ is reducible or irreducibility of $G$ is equivalent to that of another group, acting in smaller dimension. For the purpose of irreducibility testing of $G$ we may thus proceed as in the “reduction step” of Algorithm 5.1 (see p. 44).

In this chapter, we show that we may always either (i) construct a non-cyclic abelian normal subgroup of a finite nilpotent group $G \leq \text{GL}(V)$ or (ii) we can prove that no such subgroup exists. The latter situation then serves as a base case for irreducibility and primitivity testing of $G$, in the same way that the “crossed product case” (see p. 44) was a base case for deciding irreducibility of possibly infinite nilpotent linear groups. Using the well-understood structure of finite nilpotent groups without non-cyclic abelian normal subgroups, in the following chapters, we will then proceed further with constructive irreducibility and primitivity testing.

This chapter is based on [74, §§4,5.3].

7.1. Fundamental properties

We call a finite nilpotent group all of whose abelian normal subgroups are cyclic an ANC group. Denote by $D_{2^k}$, $SD_{2^k}$, and $Q_{2^k}$ the dihedral, semidihedral, and generalised quaternion group of order $2^k$, respectively. For a finite nilpotent group $H$, denote by $H_p$ and $H_p'$ the Sylow $p$-subgroup and $p$-complement of $H$, respectively. The following is a classification of ANC groups.

7.1 Theorem ([73, Lem. 3]). Let $G$ be a finite nilpotent group. Then $G$ is an ANC group if and only if

(i) $G_2$ is cyclic or isomorphic to $Q_8$ or to $D_{2^k}$, $SD_{2^k}$, or $Q_{2^k}$ ($k \geq 4$), and

(ii) $G_2'$ is cyclic.

We will now consider the problem of recognising if a finite nilpotent group is an ANC group. The following is essentially [21, Lem. 3.6]. The new proof we give for the “only if” part will lead to a very simple algorithm below.
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7.2 Proposition. Let $G$ be a finite nilpotent group such that $[G,G]$ is cyclic. Write $H = C_G([G,G])$. Then $G$ is an ANC group if and only if

(i) $H_2$ is cyclic or $H_2 \cong Q_8$, and

(ii) $H_2'$ is cyclic.

Proof. Observe that $[G,G] \leq Z(H)$; in particular, $H$ has nilpotency class at most 2.

We first show that conditions (i) and (ii) are sufficient for $G$ to be an ANC group.

By [21, Lem. 3.6(ii)], if $H_p$ is cyclic for some $p$, then $G_p$ is either cyclic or $p = 2$, $|G_2| > 8$, and $G_2$ is dihedral, semidihedral, or generalised quaternion. If $H_2 \cong Q_8$, then $[G_2,G_2] \leq Z(H_2) \cong C_2$. As $G_2$ is non-abelian, $[G_2,G_2] \cong C_2$. Hence, $[G_2,G_2]$ is a minimal normal subgroup group of $G_2$ and therefore central. Thus, $G_2 = H_2$.

Conversely, let (i) or (ii) be violated. We construct a non-cyclic abelian normal subgroup of $G$. We may assume that $H_q$ is cyclic or non-abelian for all primes $q$, and that $H_p \not\cong Q_8$ is non-abelian but $Z(H_p)$ is cyclic for some $p$. If $A(h) = \langle h, Z(H_p) \rangle$ were cyclic for all $h \in H_p$, then $H_p$ would contain a unique subgroup of order $p$, namely the one contained in $Z(H_p)$. By [68, 5.3.6], $H_p$ would then be cyclic or generalised quaternion. These cases are ruled out since $H_p$ has class precisely 2 and $H_p \not\cong Q_8$. Hence, $A(h)$ has to be non-cyclic for some $h \in H_p$. Note that $A(h)$ is normal in $G$ since $[G_p,G_p] \leq Z(H_p)$.

7.2. Finding non-cyclic abelian normal subgroups

We introduce NONCYCLICABELIAN which constructs a non-cyclic abelian normal subgroup of a finite nilpotent group $G$ or proves that $G$ is an ANC group.

**Algorithm 7.1** NONCYCLICABELIAN($G$)

**Input:** a finite nilpotent group $G = \langle g_1, \ldots, g_n \rangle$

**Output:** a non-cyclic abelian normal subgroup of $G$ or fail if $G$ is an ANC group

1: if $G$ is cyclic then return fail
2: if $G$ is abelian then return $G$
3: let $A \triangleleft G$ be abelian
4: loop
5: if $A$ is non-cyclic then return $A$
6: $a \leftarrow$ EXPO\NENT\ELEMENT($A$), $C \leftarrow C_G(a)$
7: if $C \not\leq A$, say $c \in C \setminus A$ then
8: while $[c, g] \not\in A$ for some $g \in G$ do $c \leftarrow [c, g]$
9: $A \leftarrow \langle a, c \rangle$
10: else
11: $H \leftarrow C_G(\text{EXPO\NENT\ELEMENT}([G,G]))$
12: if $H_p$ is non-cyclic abelian for some $p$ then return $H_p$
13: if $H_p \not\cong Q_8$ is non-abelian for some $p$ then
14: if $Z(H_p)$ is non-cyclic then return $Z(H_p)$
15: repeat choose $h \in H_p$, let $A \leftarrow \langle h, Z(H_p) \rangle$ until $A$ is non-cyclic
16: return $A$
17: return fail
7.3 Remarks.

(i) Regarding the choice of an initial abelian normal subgroup in line 3, the same comments as in §4.2 apply.

(ii) Note that in lines 7–8, we perform membership tests in cyclic subgroups. In line 10, $A = C_G(A)$ so that $G/A$ embeds into the abelian group $\text{Aut}(A)$ whence $[G,G] \leq A$ is cyclic. The remainder of the algorithm then follows the steps in the proof of Proposition 7.2; termination is guaranteed provided that in line 15, we do not choose the same element $h$ twice.

7.3. The order of a finite homogeneous abelian group

In practice, the fields $K$ which we encounter will be finitely generated over $\mathbb{Q}$; in fact, much stronger restrictions usually apply because of limitations of current computer algebra systems. In this section, we show that finite homogeneous abelian linear groups over such fields are (asymptotically) “small”. We will later use this to justify why certain computations in abelian linear groups can be done efficiently.

Define $\xi_K: \mathbb{N} \to \mathbb{N} \cup \{\infty\}$ by

$$
\xi_K(d) = \sup \{|A| : A \leq \text{GL}_d(K) \text{ is homogeneous finite abelian}\}.
$$

7.4 Proposition. Let $K/\mathbb{Q}$ be finitely generated,

(i) $\xi_K(d)$ is finite for all $d \geq 1$.

(ii) $\xi_K(d) = O(d^{1+\varepsilon})$ for all $\varepsilon > 0$.

Proof. For $m \geq 1$, define $\psi(m) = |K(\zeta_m) : K|$, where $\zeta_m$ denotes a primitive $m$th root of unity within some algebraic closure of $K$. Let $E$ be the algebraic closure of $Q$ in $K$, i.e. the subfield of $K$ consisting of those elements algebraic over $Q$. Since $K/Q$ is finitely generated, so is the subextension $E/Q$ by [71, Thm 3.3.5]. As a finitely generated algebraic extension, $E/Q$ is finite. By basic Galois theory [71, Cor. 5.5.2], we have $\psi(m) = |Q(\zeta_m) : Q(\zeta_m) \cap K|$. Since $Q(\zeta_m) \cap K \subset E$, we obtain

$$
1 \leq \frac{\varphi(m)}{\psi(m)} = |Q(\zeta_m) \cap K : Q| \leq |E : Q|,
$$

where $\varphi$ is Euler’s function. It follows from asymptotic properties of $\varphi$ [36, Thm 327] that there exists $C > 0$ such that $m \leq C \cdot \psi(m)^{1+\varepsilon}$ for all $m \geq 1$.

Now let $d \geq 1$ and $G \leq \text{GL}_d(K)$ be finite, abelian, and homogeneous of order $m$, say. Then $K[G] \cong K(\zeta_m)$ and therefore $d = |K^d : K[G]| \cdot |K[G] : K| \geq |K[G] : K| = \psi(m)$. Thus, $m \leq C \cdot \psi(m)^{1+\varepsilon} \leq C \cdot d^{1+\varepsilon}$. \hfill \blackdiamond
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7.4. Finding inhomogeneous abelian normal subgroups

In order to use Corollary 1.12 we only need an inhomogeneous abelian normal subgroup of the finite nilpotent group $G \leq \text{GL}(V)$. Instead of attempting to construct a non-cyclic abelian $A \triangleleft G$ as in \textsc{NoncyclicAbelian} (Algorithm 7.1), we may thus consider the task of either finding an \textit{inhomogeneous} abelian $A \triangleleft G$ or proving that $G$ is an ANC group. This can be done by modifying Algorithm 7.1 as follows: whenever we have found a cyclic $A \triangleleft G$, then we test whether it is homogeneous. If this is not the case, then we return $A$. Denote the function thus obtained by \textsc{InhomogeneousAbelian}.

We discuss an advantage of \textsc{InhomogeneousAbelian} over \textsc{NoncyclicAbelian}. Recall that the latter heavily relies on membership tests and centraliser computations. These are performed for cyclic subgroups, and in \textsc{InhomogeneousAbelian}, the cyclic subgroups will be homogeneous. By Proposition 7.4, if $K/Q$ is finitely generated, then the membership tests and centraliser computations performed by \textsc{InhomogeneousAbelian} can be done efficiently. However, in our implementation \cite{76} we nonetheless use \textsc{NoncyclicAbelian} since it performed better during our experiments.
8. Irreducibility testing of ANC groups

In the last chapter, we reduced the problem of irreducibility testing of finite nilpotent linear groups to the case of ANC groups. We now develop an algorithm for irreducibility testing of ANC groups over a range of fields of characteristic zero. Unless otherwise indicated, let $K$ have characteristic zero.

8.1. Conditions (F1)–(F2) on the ground field

For $i \geq 1$, let $\zeta_i$ be a primitive $i$th root of unity over $K$; we assume that all the $\zeta_i$ are contained in some fixed algebraic closure of $K$. Write $E_n = \mathbb{Q}(\zeta_n)$. For $n = 2^j m$ with $m$ odd and $j \geq 3$, define

$$E_n^\pm = \mathbb{Q}(\zeta_{2^j} \pm \zeta_{2^j}^{-1}, \zeta_m).$$

For $0 \leq j \leq 2$, we let $E_n^\pm = E_m$. In addition to the fundamental computational assumptions on $K$ from Chapter 1, our algorithms for irreducibility and primitivity testing of finite nilpotent linear groups over $K$ only require the following computational assumptions (introduced in [74]).

(F1) We can algorithmically factorise univariate polynomials over $K$.

(F2) For any $n \geq 1$, we can decide if $x^2 + y^2 = -1$ has a solution in the composite $E_n^+ K$ and we can find one such solution whenever it exists.

8.1 Remarks.

(i) As explained in [86], if (F1) is satisfied for $K$, then it is in fact satisfied for all finite algebraic extensions of $K$.

(ii) As we have already mentioned in Chapter 4, (F1) is satisfied for number fields and for rational function fields over number fields. We will see in the next chapter that (F2) is also satisfied for these two families of fields.

8.2. Quaternion algebras

In this section, $K$ can be arbitrary of characteristic $\neq 2$. 
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Basic properties. Recall that a quaternion algebra over $K$ is a central simple 4-dimensional algebra over $K$. A quaternion algebra $A$ over $K$ splits if $A \cong M_2(K)$; otherwise $A$ is a division algebra. Equivalently, $A$ splits if and only if the unique (up to isomorphism) irreducible $A$-module has $K$-dimension $2$.

For $a, b \in K^\times$ define $\left( \frac{a, b}{K} \right)$ to be the $K$-algebra with basis $(1, i, j, k)$ and multiplication $i^2 = a, j^2 = b, ij = k = -ji$. Then $\left( \frac{a, b}{K} \right)$ is a quaternion algebra \cite[Prop. III.1.1]{57}. For example, $\left( -1, -1 \right)$ is the classical algebra of Hamilton’s quaternions. Every quaternion algebra over $K$ is isomorphic to $\left( \frac{a, b}{K} \right)$ for some $a, b \in K^\times$; see \cite[Thm III.5.1]{57}. The algebra $\left( \frac{a, b}{K} \right)$ splits if and only if $ax^2 + by^2 = 1$ for some $x, y \in K$ (“Hilbert’s criterion”) \cite[Thm III.2.7]{57}.

Zero divisors and irreducible modules. Fix a quaternion algebra $A = \left( \frac{a, b}{K} \right)$. The conjugate of an element $x = \alpha + \beta i + \gamma j + \delta k$ ($\alpha, \beta, \gamma, \delta \in K$) is $\overline{x} = \alpha - \beta i - \gamma j - \delta k$; the norm of $x$

$$N(x) = x\overline{x} = \alpha^2 - \beta^2 - \gamma^2 + ab\delta^2 \in K.$$ 

An element $x \in A$ is a unit if and only if $N(x) \neq 0$ \cite[Prop. III.2.4]{57}. Note that, as in every finite-dimensional algebra, an element of $A$ is a zero divisor if and only if it is not a unit; cf. \cite[Thm 18.6]{72}.

Suppose that $A$ splits. We wish to find a zero divisor in $A$ or, equivalently, a non-zero $x \in A$ with $N(x) = 0$. If $b$ is a square in $K$, say $b = q^2$, then $N(1 + q^{-1}j) = 0$, so let $\sqrt{b} \not\in K$. Since $A$ splits, by \cite[Thm III.2.7]{57}, there exists $z \in K(\sqrt{b})$ with $N_{K(\sqrt{b})/K}(z) = a$; here $N_{K(\sqrt{b})/K}$ denotes the usual field norm. Note that $(x, y) \mapsto x^{-1} + x^{-1}y\sqrt{b}$ maps pairs $(x, y) \in K^2$ satisfying $ax^2 + by^2 = 1$ to solutions $z \in K(\sqrt{b})$ of the norm equation $N_{K(\sqrt{b})/K}(z) = a$. Given such a solution $z$, say $z = r + s\sqrt{b}$ ($r, s \in K$), we have $a = r^2 - bs^2$ and therefore $N(r+i+s j) = 0$.

Let $0 \neq z \in A$ be a zero divisor. Then the right $A$-module endomorphism $A \to A, x \mapsto zx$ is not injective and hence not surjective. Therefore, its kernel and image are proper right ideals of $A$. Conversely, a generator of a proper right ideal of $A$ is a zero divisor. By comparing dimensions, we see that any proper right ideal of $A$ is necessarily minimal and therefore an irreducible $A$-submodule of $A$.

8.3. ANC groups and their enveloping algebras

This section is based on \cite[§7]{75}. For certain ANC groups $G \leq GL(V)$, including all the primitive ones, we can give a precise description of $K[G]$ as a quaternion algebra. This refines the crossed product structure given by \cite[5.2]{35}.

For an ANC group $G$, define $\vartheta(G) = 1$ if $G_2$ is dihedral or semidihedral, and $\vartheta(G) = -1$ if $G_2$ is generalised quaternion. Further define $\delta(G) = 1$ if $G_2$ is dihedral
or generalised quaternion and $\delta(G) = -1$ if $G_2$ is semidihedral. If $G_2$ is cyclic, we let $\vartheta(G) = \delta(G) = 0$.

**8.2 Proposition** (Cf. [24, §4.]). Let $G \leq \text{GL}(V)$ be a non-abelian ANC group which contains a homogeneous cyclic subgroup $A$ of index 2. Let $Z = Z(K[G])$. Then $Z = K[A]^{G/A}$ and $K[G] \cong \left( \frac{\vartheta(G)}{Z} \right)^{-1}$ as $Z$-algebras. In particular, $|K[G] : K[A]| = 2$.

**Proof.** Let $g \in G$ be with $G = \langle A, g \rangle$ and $g^2 = \vartheta(G) \cdot 1_V$. Define $L = K[A]$. By Proposition 5.1, $Z = L^{G/A}$ and $K[G]$ is naturally a crossed product of $L$ by $G/A \cong \text{Gal}(L/Z)$. In particular, $K[G]$ is simple and $|K[G] : Z| = |G : A|^2 = 4$.

Hence, $K[G]$ is a quaternion algebra over $Z$. Let $h \in A$ have order 4. Then $h \notin Z$ and since $|L : Z| = 2$, we obtain $L = Z[h]$.

Thus, $K[G] = Z[G_2] = Z[H]$, where $H = \langle g, h \rangle$. Note that since $A$ is homogeneous, the unique involution in $A$ is $h^2 = -1_V$. Clearly, if $\vartheta(G) = 1$, then $H \cong D_8$, otherwise $H \cong Q_8$. In any case, we have $H = \{ \pm 1_V, \pm g, \pm h, \pm gh \}$ and since $|K[G] : Z| = 4$, we see that $(1_V, g, h, gh)$ is a $Z$-basis of $K[G]$. Evidently, $K[G] \cong Z \left( \frac{\vartheta(G)}{Z} \right)^{-1}$ via $g \mapsto i$ and $h \mapsto j$.

We say that $G \leq \text{GL}(V)$ is **split homogeneous** if $K[G]$ is simple and split. In other words, $G$ is split homogeneous if and only if the centre $Z$ of $K[G]$ is a field and $K[G]$ is a full matrix algebra over $Z$.

**8.3 Corollary.** Let $G \leq \text{GL}(V)$ be a non-abelian ANC group and let $A \triangleleft G$ be irreducible and cyclic of index 2. Then $G$ is split homogeneous.

**Proof.** Let $Z = K[A]^{G/A}$ as in Proposition 8.2. We have $|V : K[A]| = 1$ by irreducibility of $A$ and therefore $|V : Z| = 2$. If $K[G]$ were non-split, then its unique irreducible module would have $Z$-dimension 4. Thus, $K[G] \cong M_2(Z)$. ♦

The field $Z$ in Proposition 8.2 can be easily determined explicitly as follows.

**8.4 Lemma.** Let $G \leq \text{GL}(V)$ be a non-abelian ANC group and let $A \triangleleft G$ be homogeneous and cyclic of index 2. Choose generators $A_2 = \langle x \rangle$ and $A_{2'} = \langle y \rangle$. Then $Z(K[G]) = K[x + \delta(G)x^{-1}, y]$.

**Proof.** Write $Z = Z(K[G])$. Since $G/A \cong C_2$ acts via $x \mapsto \delta(G)x^{-1}$ on $A_2$ and trivially on $A_{2'}$, we see that $F = K[x + \delta(G)x^{-1}, y] \subset Z$ and $K[A] = F[x]$. Now $x$ is a root of $T^2 - (x + \delta(G)x^{-1})T + \delta(G) \in F[T]$. It follows that $|K[A] : F| \leq 2$. As $|K[A] : Z| = 2$, this completes the proof. ♦

This can be made more explicit in terms of cyclotomic extensions of $K$.

**8.5 Lemma.** Let $n = 2^jm$, where $m$ is odd and $j \geq 3$.

(i) $E^*_m = \mathbb{Q}(\zeta_{2^j}^k \pm \zeta_{2^j}^{-k}, \zeta_m^\ell)$ for any odd $k$ and $\ell \geq 1$ with $(\ell, m) = 1$. 
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(ii) Let $F/K$ be some field extension and let $\alpha, \beta \in F$ be primitive $2^i$th and $m$th roots of unity over $K$, respectively. Then $K(\alpha \pm \alpha^{-1}, \beta) \cong_K \mathbb{E}_n^\pm K$.

More precisely:

(a) Let $f = \text{mpol}_K(\alpha)$. Then there is an odd $k$ such that $f(\zeta_k^j) = 0$. The rule $\alpha \mapsto \zeta_k^j$ defines a $K$-isomorphism $K(\alpha) \xrightarrow{\lambda} \mathbb{E}_2 K$.

(b) Let $g = \text{mpol}_K(\beta)$. Then there is an $\ell$ with $(\ell, m) = 1$ such that $g^\lambda(\zeta_m^j) = 0$. The rules $\alpha \mapsto \zeta_k^j$ and $\beta \mapsto \zeta_m^j$ define a $K$-isomorphism $K(\alpha, \beta) \to \mathbb{E}_n K$ which restricts to a $K$-isomorphism $K(\alpha \pm \alpha^{-1}, \beta) \to \mathbb{E}_n^\pm K$.

Proof. By elementary properties of cyclotomic fields [48, VI, §3] and [48, Thm VI.1.14], there exists $\sigma \in \text{Gal} (\mathbb{E}_n/Q)$ with $\zeta_n^\sigma = \zeta_n^j$ for $j = 1, 2, \ldots, n$. Since $\mathbb{E}_n/Q$ is abelian, $\mathbb{E}_n^\pm/Q$ is Galois whence $(\mathbb{E}_n^\pm)^\sigma = \mathbb{E}_n^\pm$ and (i) follows. Let $\Omega$ be an algebraically closed extension of $K$ containing all of the $\zeta_i$. Part (ii) follows from basic properties of field embeddings [71, Thm 2.8.4], part (i), and the fact that $f$ and $g^\lambda$ divide the respective cyclotomic polynomials.

8.6 Corollary. Let $G \leq \text{GL}(V)$ be a non-abelian ANC group of order $2n$. Suppose that $G$ contains a homogeneous cyclic subgroup of index $2$.

(i) If $\vartheta(G) = 1$, then $G$ is split homogeneous.

(ii) If $\vartheta(G) = -1$, then $G$ is split homogeneous if and only if $-1$ is a sum of two squares in $\mathbb{E}_n^\pm K$.

Proof. The first part is immediate from Proposition 8.2. For (ii), we additionally use Lemmas 8.4–8.5 and the fact that the quaternion algebra $\left(\frac{-1, -1}{Z}\right)$ splits if and only if $-1$ is a sum of two squares in $\mathbb{Z}$.

8.4. Irreducibility testing of ANC groups

Let $G \leq \text{GL}(V)$ be a non-abelian ANC group and suppose that $A \lhd G$ is cyclic and homogeneous of index 2. We now describe how irreducibility of $G$ can be tested and how this is related to condition (F2) from [48, §1]. We mostly follow [71, §6]; some differences arise since in [48], we did not argue using quaternion algebras.

8.4.1. Nice generators

First note that we essentially get $A$ from Algorithm 7.1 because, unless $G_2 \cong Q_8$, we necessarily have $A = C_G([G, G])$; if, on the other hand, $G_2 \cong Q_8$, then we may take $A = \langle w \rangle \times G_2'$ for any non-central $w \in G_2$.

Let $A = \langle a \rangle$ and pick $g \in G_2 \setminus A$. Write $a = a_2a_2'$ according to $A = A_2 \times A_2'$. Then $G_2$ is dihedral or generalised quaternion if and only if $a_2a_2' = 1_V$. In these cases, we have $g^2 = \vartheta(G) \cdot 1_V$. If $G_2$ is semidihedral (equivalently, $a_2a_2' = -1_V$),
then either \( g^2 = 1_V \) or \((a_2 g)^2 = 1_V \). In the latter case, we replace \( g \) by \( a_2 g \). We can therefore assume that \( G = \langle A, g \rangle \) and \( g^2 = \vartheta(G) \cdot 1_V \).

Define \( L = K[A] \) and \( Z = L^{G/A} \). Let \( h \in A \) have order 4. Then \( L = Z[h] \cong_Z \mathbb{Z}(\sqrt{-1}) \neq Z \) and we have a \( \mathbb{Z} \)-algebra isomorphism \( \left( \frac{\vartheta(G), -1}{Z} \right) \rightarrow K[G] \) given by \( i \mapsto g \) and \( j \mapsto h \); see Proposition 8.2 and its proof.

### 8.4.2. Finding submodules

Choose an arbitrary non-zero \( v \in V \). If \( v \cdot K[G] \neq V \), then we found a proper \( K[G] \)-submodule of \( V \) so suppose that \( V = v \cdot K[G] \). If \(|V : L| = 1\), then \( A \) and hence \( G \) is irreducible. We may thus assume that \(|V : L| = 2\); then \( K[G] \rightarrow V, s \mapsto vs \) is a \( K[G] \)-module isomorphism. If \( K[G] \) is non-split, then \( G \) is irreducible so let us assume that \( K[G] \) splits; the non-split case happens precisely when \( \vartheta(G) = -1 \) and \(-1\) is not a sum of two squares in \( \mathbb{Z} \).

Since \( K[G] \) splits, as explained in 8.2, there is an element \( z \in L \) with \( N_{L/Z}(z) = \vartheta(G) \) and \( g + z \in K[G] \) is then a zero-divisor. It follows that \( v(g + z) \) generates a proper (in fact irreducible) \( K[G] \)-submodule of \( V \). If \( \vartheta(G) = 1 \), we may take \( z = \pm 1 \).

Let \( \vartheta(G) = -1 \). Then \( (x, y) \mapsto x + yh \) defines a bijection between pairs \((x, y) \in \mathbb{Z}^2 \) with \( x^2 + y^2 = -1 \) and solutions \( z \in L \) of \( N_{L/Z}(z) = -1 \). By the following, finding a proper \( K[G] \)-submodule of \( V \) is equivalent (up to basic linear algebra) to finding a solution \((x, y) \in \mathbb{Z}^2 \) of \( x^2 + y^2 = -1 \).

#### 8.7 Proposition

Let \( \vartheta(G) = -1 \). Suppose that \( V = v \cdot K[G] \neq v \cdot L \).

(i) If \( z \in L \) satisfies \( N_{L/Z}(z) = -1 \), then \( v(g + z) \) generates a proper \( K[G] \)-submodule of \( V \). Moreover, \( \text{Ker}(g + z) \neq 0 \).

(ii) If \( w \in V \) generates a proper \( K[G] \)-submodule of \( V \), then there exists a (unique) \( z \in L \) with \( wz = wz \) and then \( N_{L/Z}(z) = -1 \).

#### Proof.

(i) We already proved the first assertion. Since the quaternion algebra norm satisfies \( N(s) = N(\sigma) \) for \( s \in K[G] \), we have \( 0 = N(g + z) = N(g + z) = (g + z)(g + z) \). Thus, \( v(g + z) \) is a non-trivial element of \( \text{Ker}(g + z) \).

(ii) Let \( w \in V \) generate a proper \( K[G] \)-submodule of \( V \). Then \( w \cdot K[G] \) has \( L \)-dimension 1 and therefore \( w \cdot K[G] = w \cdot L \) holds. Hence, \( wz = wz \) for some \( z \in L \). We obtain \( wz = wz = wz = wz \). Therefore, \( z = \vartheta(G) \).

By Lemma 8.4, \( Z \) is \( K \)-isomorphic to \( E_n^{+} K \), where \( n = |G|/2 \). We can therefore test irreducibility of \( G \) provided that condition (F2) from 8.1 is satisfied; note that we can use Lemma 8.5 to make the isomorphism \( Z \cong_K E_n^{+} K \) explicit.
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8.4.3. An algorithm for irreducibility testing of ANC groups

Assuming conditions (F1)–(F2) from §8.1, the following is an algorithm for irreducibility testing of ANC groups with homogeneous cyclic subgroups of index 2. As before, we only return generators of submodules for reducible groups.

Algorithm 8.1 ISIRREDUCIBLEANC(G, A)

Input: a non-abelian ANC group \( G \subseteq \text{GL}(V) \); a homogeneous cyclic \( A \triangleleft G \), \( |G : A| = 2 \)

Output: true if \( G \) is irreducible; false and a generator of a submodule otherwise

1: find \( \varphi(G) \), \( g \), and \( a = a_2a_2' \) as described in §8.4.1
2: \( v \leftarrow \text{NonzeroElement}(V) \), \( U \leftarrow v \cdot K[A] \)
3: if \( U = V \) then return true
4: if \( U + Ug < V \) then return false, \( x \)
5: if \( \varphi(G) = 1 \) then return false, \( x(g + 1) \)
6: if \( -1 \) is not a sum of two squares in \( \mathbb{Z} \), where \( Z = K[a_2 + a_2^{-1}, a_2'] \), then return true
7: find \( x, y \in \mathbb{Z} \) such that \( x^2 + y^2 = -1 \)
8: return false, \( v\left(g + x + y \cdot a_{\text{ord}}(a_2)/4\right) \)

8.4.4. A remark on fields containing \( \sqrt{-1} \)

A special case occurs if \( \sqrt{-1} \in K \); we may detect this if we assume that (F1) holds. Condition (F2) is then trivially satisfied. Recall that polynomial factorisation is used to find the homogeneous decomposition for an abelian group in §4.1.

Suppose that \( \sqrt{-1} \in K \) and let \( G \subseteq \text{GL}(V) \) be a non-abelian ANC group and \( A \triangleleft G \) be cyclic with \( |G : A| = 2 \). Let \( h \in A \) have order 4. Then \( h \not\in Z(G_2) \cong C_2 \) so \( h \) is not scalar. Since \( h \) has an eigenvalue in \( K \), it follows that \( K[h] \subseteq K[A] \) is not a field. Thus, \( A \) acts inhomogeneously on \( V \). It follows that the assumptions of Algorithm 8.1 cannot be satisfied if \( \sqrt{-1} \in K \). For the purposes of irreducibility or primitivity testing we may then use Corollary 1.12.
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We consider the solubility of the equation $x^2 + y^2 = -1$ from §8.4 in the fields of greatest interest to us: number fields and rational function fields over number fields. We will see that condition (F2) from §8.1 is satisfied for these fields. We also recall a known criterion for solubility of $x^2 + y^2 = -1$ in a number field and we extend this to obtain results about solubility in certain field extensions; this will be used in Chapter 10. This chapter expands [74, §8].

9.1. The case of number fields

In this section, let $K$ be a number field.

Condition (F2). Since we can factorise polynomials over $K$, we can detect if \(\sqrt{-1} \in K\). Assuming that this is not the case, the map \((x, y) \mapsto x + y\sqrt{-1}\) is a bijection between the set of solutions \((x, y) \in K^2\) of $x^2 + y^2 = -1$ and elements $z \in K(\sqrt{-1})$ with $N_{K(\sqrt{-1})/K}(z) = -1$. As algorithms for solving relative norm equations for number fields are available [30, 82], it follows that condition (F2) is satisfied for number fields. In fact, we use this interpretation as a norm equation to actually solve $x^2 + y^2 = -1$ in practice.

Solubility of $x^2 + y^2 = -1$. Both for our theoretical investigations and for practical applications in algorithms, it will often be important to know (without invoking a norm equation solver) if $x^2 + y^2 = -1$ has a solution in a given number field $K$. The fundamental result here is the following.

9.1 Proposition ([29, 16, 33]). \(-1\) is a sum of two squares in $K$ if and only if

(i) $K$ is totally imaginary, and

(ii) $|K_p : Q_2|$ is even for all primes $p$ above 2 in $K$.

9.2 Remark. It is known that unless the number field $K$ has a real embedding, $-1$ is always a sum of at most 4 squares [16].

Extensions of the ground field. Given $K$, the conditions in Proposition 9.1 can be tested algorithmically; see [12] Alg. 4.1.11 & 6.2.9] and [13] Cor. 4.1.27]. However, recall that in condition (F2), we need to investigate the solubility of $x^2 + y^2 = -1$ in an extension $E = E_n^+K$ of $K$. In general, we will have $|E : Q| > |K : Q|$ and, in practice, it might be infeasible to apply Proposition 9.1 to $E$ even if it can be
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applied to $K$. The following lemma shows how we may directly read off from $K$ and $n$ whether conditions (i)–(ii) in Proposition 9.1 hold for $E$ in place of $K$; part (iii) in the lemma generalises [29] Cor. 2. For $(r, n) = 1$, we denote the order of $r + n\mathbb{Z}$ in $(\mathbb{Z}/n)^\times$ by $\text{ord}(r \mod n)$; this includes $\text{ord}(r \mod 1) = 1$.

9.3 Lemma. Let $n = 2^j m$ (m odd) and $E = E_m^+ K$.

(i) $E$ is totally imaginary if and only if $K$ is totally imaginary or $m > 1$.

(ii) If $j \geq 3$, then condition (ii) in Proposition 9.1 is satisfied.

(iii) Let $j \leq 2$. Then condition (ii) in Proposition 9.1 is satisfied for $E$ if and only if $\text{ord}(2 \mod m) \cdot |K_p : \mathbb{Q}_2|$ is even for all primes $p$ above 2 in $K$.

Proof.

(i) If $E$ has a real embedding, then so do the subfields $K$ and $E_m$; in particular, this implies that $m = 1$. Conversely, let $K$ have a real embedding and let $m = 1$. Since $E_m^+ = E_{2j} \cap \mathbb{R}$ is totally real, it follows that $E$ has a real embedding.

(ii) We have $\mathbb{Q}(\sqrt{2}) = E_m^+ \subset E$. Since $|\mathbb{Q}_2(\sqrt{2}) : \mathbb{Q}_2| = 2$ as $X^2 - 2$ is an Eisenstein polynomial, the local degrees in condition (ii) of Proposition 9.1 are even.

(iii) Let $\overline{\mathbb{Q}_2}$ be an algebraic closure of $\mathbb{Q}_2$. We may assume that $\zeta_m$ and the completions considered below are all contained in $\overline{\mathbb{Q}_2}$.

Let $t = \text{ord}(2 \mod m)$. By [13] Prop. 3.5.18, we have $|\mathbb{Q}_2(\zeta_m) : \mathbb{Q}_2| = t$. Using basic facts on factorisation in number fields [59] II, §8, we see that the 2-adic completions of $E = E_m K$ are precisely the (not necessarily distinct) fields $\mathcal{K}(\zeta_m)$, where $\mathcal{K}$ is a 2-adic completion of $K$. By basic Galois theory [71] Cor. 5.5.2, $|\mathcal{K}(\zeta_m) : \mathcal{K}|$ divides $|\mathbb{Q}_2(\zeta_m) : \mathbb{Q}_2|$. Hence, $a \mid b \mid c$, where $a = \text{lcm}(t, |\mathcal{K} : \mathbb{Q}_2|)$, $b = |\mathcal{K}(\zeta_m) : \mathbb{Q}_2|$, and $c = t|\mathcal{K} : \mathbb{Q}_2|$. Clearly, if $b$ is even, then so is $c$. If $c$ is even, then so is $a$ and hence also $b$. Thus, $b \equiv c \mod 2$. ♦

Prime powers. The remainder of this section is devoted to proving the following lemma; it will become important for primitivity testing in §10.3.4. The lemma is essentially [75] Lem. 8.6 (which is in turn related to [29] Thm 3). Let $n$ be the product of the prime divisors of an integer $n$.

9.4 Lemma. Let $n \geq 1$ be odd and let $m \mid n$ such that $\frac{n}{m} = m$. Then $x^2 + y^2 = -1$ has a solution in $E_n K$ if and only if it has a solution in $E_m K$.

In order to prove Lemma 9.4, we need some auxiliary results. While the following proposition is certainly known, the author has not been able to locate a reference.

9.5 Proposition. Let $n \geq 1$ and $m \mid n$. 
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(i) The natural map \( \mathbb{Z}/n \to \mathbb{Z}/m \) induces an epimorphism \( (\mathbb{Z}/n)^\times \overset{\lambda}{\longrightarrow} (\mathbb{Z}/m)^\times \) of groups.

(ii) If \( n = m \), then \( \text{Ker}(\lambda) = \{ x + n\mathbb{Z} : x \in \mathbb{Z}, x \equiv 1 \mod{m} \} \).

Proof.

(i) If \((x, n) = 1\) for \(x \in \mathbb{Z}\), then clearly \((x, m) = 1\). Hence, we obtain an induced group homomorphism \((\mathbb{Z}/n)^\times \to (\mathbb{Z}/m)^\times \) and it remains to prove that it is surjective. By the Chinese remainder theorem, we may assume that \(n\) and \(m\) are powers of the same rational prime \(p\), say \(m = p^\beta\). If \(\beta = 0\), then there is nothing to prove so let \(\beta \geq 1\). The result then follows since \(x \in \mathbb{Z}\) is a unit modulo \(p^\alpha\) for \(\alpha \geq 1\) if and only if it is a unit modulo \(p\); cf. [13, Prop. 4.3.1].

(ii) Let \(S = \{ x + n\mathbb{Z} : x \in \mathbb{Z}, x \equiv 1 \mod{m} \}\). Then \(|S| = n/m\) and \(\text{Ker}(\lambda) \subset S\). Since \(n = m\), we have \(\varphi(n)/\varphi(m) = n/m\). Using (i), we obtain \(|\text{Ker}(\lambda)| = n/m\) whence the result follows.

\(\blacksquare\)

9.6 Lemma. Let \(G\) be a periodic group and let \(N \triangleleft G\) have odd finite order. Then \(\text{ord}(g) \equiv \text{ord}(gN) \mod{2}\) for any \(g \in G\).

Proof. Let \(e = \text{ord}(gN)\) and \(f = \text{ord}(g)\) so that \(e \mid f\). If \(e\) is even, then so is \(f\). Conversely, there exists an odd \(r \geq 1\) with \(g^{er} = 1\) and therefore \(f \mid er\). Hence, if \(f\) is even, then so is \(er\) and hence \(e\).

\(\blacksquare\)

Proof of Lemma 9.4. The last two results show that \(\text{ord}(2 \mod{n}) \equiv \text{ord}(2 \mod{m}) \mod{2}\). Clearly, \(n = 1\) if and only if \(m = 1\). Now apply Lemma 9.3.

\(\blacksquare\)

9.2. The case of cyclotomic fields

In the special case that \(K\) is a cyclotomic field, Proposition 9.1 takes the following form.

9.7 Corollary ([29, Cor. 2 & Thm 3]). Let \(n \geq 1\) be odd. Then the following are equivalent:

(i) \(-1\) is a sum of two squares in \(E_n\).

(ii) \(\text{ord}(2 \mod{n})\) is even.

(iii) \(-1\) is a sum of two squares in \(E_p\) for some prime divisor \(p\) of \(n\).

Proof. The equivalence (i)\(\leftrightarrow\)(ii) follows from Lemma 9.3. Let \(n = \prod_{p \in S} p^{\alpha(p)}\) be the prime factorisation of \(n\). By the Chinese remainder theorem, \(\text{ord}(2 \mod{n}) = \text{lcm}(\text{ord}(2 \mod{p^{\alpha(p)}}) : p \in S)\). The implication (ii)\(\leftrightarrow\)(iii) follows since by Proposition 9.5 and Lemma 9.6 \(\text{ord}(2 \mod{p^{\alpha(p)}}) \equiv \text{ord}(2 \mod{p}) \mod{2}\).
9. On \( x^2 + y^2 = -1 \)

9.8 Example. Let \( p \) be an odd rational prime such that \( \text{ord} (2 \mod p) \) is even, say \( 2^r \equiv -1 \mod p \) and so \( \delta^2 = \zeta_p \), where \( \delta = \zeta_p^{-2^{r-1}} \). Define \( \theta = \delta \prod_{i=0}^{r-1} (\delta^{2i} + \sqrt{-1}) \in E_p(\sqrt{-1}) = E_{4p} \). Then by [43, Ex. 38.13d], we have \( N_{E_p(\sqrt{-1})/E_p}(\theta) = \zeta_p \prod_{i=0}^{r-1} (1 + \zeta_p^{2^i}) = -1 \). We thus obtain an explicit solution of \( x^2 + y^2 = -1 \) in \( E_p \) and hence (by Corollary 9.7) in any cyclotomic field that admits a solution. As explained in §8.4, there is an effective bijection between solutions of \( x^2 + y^2 = -1 \) in \( E_p \) and solutions \( z \in E_p(\sqrt{-1}) = E_{4p} \) of the norm equation \( N_{E_{4p}/E_p}(z) = -1 \).

9.3. The case of rational function fields

9.9 Proposition. Let \( K \) be any field and let \( X = (X_1, \ldots, X_r) \) be algebraically independent over \( K \). Then \(-1\) is a sum of \( \ell \) squares in \( K(X) \) if and only if it is a sum of \( \ell \) squares in \( K \).

Proof. The case \( r = 1 \) is [47, Cor. IX.1.2(ii)]; repeated application then gives the desired result.

By Proposition 3.11 if \( E/K \) is finite, then \( X \) remains algebraically independent over \( E \). Hence, we may apply the above results on solubility of \( x^2 + y^2 = -1 \) in a number field to the case of a rational function field over a number field. In particular, rational function fields over number fields satisfy condition (F2).
10. Primitivity testing of ANC groups

We develop an algorithm for primitivity testing of ANC groups over fields satisfying conditions (F1)-(F2). In the important special case of number fields, we obtain simplifications. Unless otherwise indicated, let $K$ have characteristic zero. This chapter is based on [75, §8].

10.1. Basic facts regarding imprimitivity

We collect some known and elementary facts; $K$ can be arbitrary in this section.

10.1 Lemma. Let $G \subseteq GL(V)$ be irreducible and $U < V$.

(i) $U$ is a block for $G$ if and only if $|V : K|/|U : K| = |G : Stab_G(U)|$.

(ii) If $U$ is a block for $G$, then $Stab_G(U)$ acts irreducibly on $U$.

Proof. See [85, Thm 15.1(iii)] and [85, Thm 15.3]. ♦

10.2 Lemma. Let $G \subseteq GL(V)$ be irreducible and let $H < G$ with $|G : H| = 2$.

(i) If $U < V$ is an irreducible $K[H]$-submodule, then $U$ is a block for $G$.

(ii) $H$ is a block stabiliser for $G$ if and only if $H$ is reducible.

Proof. The “only if” part follows from Lemma 10.1. Let $U \subseteq V$ be a $K[H]$-submodule with $|V : K|/|U : K| = |G : H|$. Then $\sum_{g \in G} Ug = V$ by irreducibility of $G$. The number of distinct subspaces $Ug$ is $|G : Stab_G(U)| \leq |G : H|$. Let $T$ be a right transversal of $Stab_G(U)$ in $G$. Then $V = \sum_{t \in T} Ut$ and therefore $|V : K| \leq |T| \cdot |U : K| \leq |G : H| \cdot |U : K| = |V : K|$. Hence, $H = Stab_G(U)$ and $V = \bigoplus_{t \in T} Ut$ whence $U$ is a block for $G$. ♦

10.3 Lemma. Let $G \subseteq GL(V)$ be irreducible and let $H < G$ with $|G : H| = 2$.

(i) If $U < V$ is an irreducible $K[H]$-submodule, then $U$ is a block for $G$.

(ii) $H$ is a block stabiliser for $G$ if and only if $H$ is reducible.

Proof. Let $g \in G \setminus H$. Given an irreducible $K[H]$-submodule $U < V$, we have $U \neq U + Ug = V$ by irreducibility of $G$. As $U$ and $Ug$ are distinct irreducible $K[H]$-submodules, $U \cap Ug = 0$. This proves (i); part (ii) then follows immediately. ♦

10.4 Lemma. Let $G \subseteq GL(V)$ be an irreducible nilpotent group. If $G$ is imprimitive, then $G$ admits a system of imprimitivity of prime size.
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Proof. Let \( \mathcal{U} \) be a non-trivial system of imprimitivity for \( G \), say \(|\mathcal{U}| = r\). A primitive permutation representation of \( G \) has prime degree \([55, \text{Lem. 5.1}]\). Since an imprimitive action of \( G \) on \( \mathcal{U} \) yields a smaller system of imprimitivity for \( G \), the result follows by induction on \( r \).

\[ \blacklozenge \]

10.5 Corollary. Let \( G \leq \GL(V) \) be an irreducible nilpotent group. Then \( G \) is imprimitive if and only if a prime index subgroup of \( G \) is a block stabiliser.

\[ \blacklozenge \]

Given a system of imprimitivity for \( G \) of composite size, we may use standard permutation group algorithms \([39, \text{Ch. 4}]\) to construct one of prime size. This will become relevant for estimating the computational difficulty of constructing a block; see \([10.3.3]\).

10.2. Primitivity testing of abelian groups

Primitivity of irreducible finite abelian linear groups in characteristic zero can be easily tested. In \([10.3]\) primitivity of a non-abelian ANC group \( G \leq \GL(V) \) will be shown to be connected to that of an irreducible abelian normal subgroup of \( G \). It is therefore worthwhile to discuss the finite abelian case in detail. For a group \( G \) and \( n \geq 1 \), we write \( G^n = \langle g^n : g \in G \rangle \).

As explained in Chapter \([7]\) a finite irreducible (or merely homogeneous) abelian group \( G \leq \GL(V) \) is cyclic. The maximal subgroups of \( G \) are then precisely of the form \( G^p \), where \( p \) is a prime divisor of \(|G|\).

10.6 Proposition. Let \( G \leq \GL(V) \) be a finite irreducible cyclic group and let \( p \) be a prime divisor of \(|G|\). Then \( G^p \) is a block stabiliser for \( G \) if and only if \(|K[G] : K[G^p]| = p \). If this is the case, then any 1-dimensional \( K[G^p] \)-subspace of \( V \) is a block for \( G \).

Proof. The subgroup \( G^p \) is itself homogeneous. An irreducible \( K[G^p] \)-submodule of \( V \) is the same thing as a 1-dimensional \( K[G^p] \)-subspace of \( V \). Let \( U \leq V \) be one of these. Then \(|U : K| = |K[G^p] : K|\) and therefore \(|V : K^p|/|U : K| = |K[G] : K[G^p]|\). Now apply Lemma \([10.2]\).

10.7 Remark. Let \( G \) and \( p \) be as in Proposition \([10.6]\). Then \(|K[G] : K[G^p]| = |E_n K : E_{n/p} K| \leq |E_n : E_{n/p}| = \varphi(n)/\varphi(n/p)\), where \( \varphi \) is Euler’s function and \( n = |G| \). Thus, if \( p^2 \nmid n \), then \(|K[G] : K[G^p]| \leq |p - 1| \). Consequently, if \( G^p \) is a block stabiliser for \( G \), then \( p^2 \mid n \). The converse holds for \( K = Q \) but not in general. For example, \( \langle \zeta^2 \rangle \leq \GL_1(E_{p^2}) \) is primitive; note that linear groups of degree 1 are vacuously primitive, since there are no proper subspaces at all and hence neither proper submodules nor blocks.

10.8 Remark. Suppose that \( K/Q \) is finitely generated. By Proposition \([7.4]\) the order \(|G|\) in Proposition \([10.6]\) is then “small”. Thus, it is feasible to test primitivity of \( G \) by looping over all primes \( p \) with \( p^2 \nmid |G| \) and testing if \(|K[G] : K[G^p]| = p \) for any of them. In practice, we will know a generator, \( g \) say, of \( G \). The degree
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In this section, we describe how primitivity of an irreducible non-abelian ANC group $G \leq \text{GL}(V)$ can be tested. By Corollary 10.5, it suffices to test if some maximal subgroup of $G$ is a block stabiliser. The maximal subgroups of $G$ can easily be described (Section 10.3.1). In §10.3.2, we will see that in order to test if some maximal subgroup $H < G$ is a block stabiliser, it is not necessary to construct an irreducible $K[H]$-submodule of $V$. We also describe the construction of a block for $G$ in the case that $H$ is found to be a block stabiliser. In the important cases that $K$ is a number field, a rational function field over a number field, or $\sqrt{-1} \in K$, we describe simplifications in §10.3.4–10.3.5.

Throughout this section, $G \leq \text{GL}(V)$ is an irreducible non-abelian ANC group and $A \triangleleft G$ is cyclic with $|G : A| = 2$. We assume that $A$ is irreducible; otherwise, we obtain a (non-trivial) system of imprimitivity for $G$ via Lemma 10.3.

10.3.1. Maximal subgroups of $G$

Recall that $G = \langle a, g \rangle$, where $A = \langle a \rangle$ and $g^2 = \vartheta(G) \cdot 1_V$. In practice, such elements can be found as explained in §8.4.1. Write $a = a_2a_2'$ according to $A = A_2 \times A_2'$. The two subgroups of index 2 in $G$ (distinct from $A$) are $H_1 = \langle a^2, g \rangle$ and $H_2 = \langle a^2, a_2g \rangle$.

If $p$ is an odd prime divisor of $|G|$, then $G^p = \langle a^p, g \rangle$ is the unique subgroup of index $p$ in $G$. Recall from §10.2 that if $K/Q$ is finitely generated, then $|A|$, and hence also $|G| = 2|A|$, is “small” in terms of $|V : K|$. Hence, if $K/Q$ is finitely generated, then it is feasible to loop over all maximal subgroups of $G$. Also note that if $H < G$ is any maximal subgroup of $G$, then $H$ is itself an ANC group.

10.9 Lemma. Let $H < G$ be a maximal subgroup with $A \neq H$, say $|G : H| = p$.


(iii) If $G_2 \cong Q_8$ and $p = 2$, then $H \cong A$ is irreducible.

Proof. Parts (i) and (ii) follow from the above description of the maximal subgroups of $G$; for (ii), note that unless $G_2 \cong Q_8$ and $p = 2$, the group $H$ is non-abelian whence $A^p$ is maximal abelian and therefore self-centralising in $H$.

Let $G_2 \cong Q_8$ and $p = 2$. Let $Z = Z(K[G])$. By Lemma §8.4, we have $Z = K[G_2]$. Since $A_2 \cong C_4$ is irreducible over $Z$ but non-central, $X^2 + 1$ is irreducible over $Z$ so that $|V : Z| = 2$. We see that irreducibility $H$ over $K$ is equivalent to that of $H_2 \cong C_4$ over $Z$. Let $H_2 = \langle h \rangle$. The minimal polynomial $f$ of $h$ over $Z$ has degree at most 2 and it divides $X^4 - 1 = (X + 1)(X - 1)(X^2 + 1)$, where all factors are irreducible. Hence, $f = X^2 + 1$ and $H_2$ is indeed irreducible over $Z$. ♦
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10.10 Corollary. Every maximal subgroup of $G$ is homogeneous.

Proof. If $A \neq H < G$ is maximal, then $K[H]$ is simple by Proposition 8.2 and Lemma 10.9.

10.3.2. A characterisation of block stabilisers

Let $A \neq H < G$ be a maximal subgroup of index $p$. We derive conditions for $H$ to be a block stabiliser for $G$. In view of Lemma 10.9 if $G_2 \cong Q_8$, then we also assume that $p$ is odd.


Proof. By irreducibility of $A$, we have $|V : K[A]| = 1$. Let $U \leq V$ be an irreducible $K[H]$-submodule. Since $H$ is homogeneous by Corollary 10.10, it acts faithfully on $U$. Proposition 8.2 shows that $|U : K[A^p]| = 2^{\lambda}$, where $\lambda = 0$ or $\lambda = 1$, depending on whether $H$ is split homogeneous or not. Thus, it follows from Lemma 10.2 that $H$ is a block stabiliser for $G$ if and only if $|G : H| = |V : K| / |U : K|$. This is equivalent to $p = 2^{-\lambda}|K[A] : K[A^p]|$. Since $|K[A] : K[A^p]| \leq p$, the latter condition is satisfied precisely when $\lambda = 0$ and $|K[A] : K[A^p]| = p$.

It remains to decide if the various maximal subgroups $H < G$ are split homogeneous. Among the two subgroups $H_1$ and $H_2$ of index 2 in $G$ (see §10.3.1), we may ignore $H_2$ by the following.

10.12 Lemma. If $H_2$ is a block stabiliser for $G$, then so is $H_1$.

Proof. Note that the condition $|K[A] : K[A^2]| = 2$ in Lemma 10.11 is the same for $H_1$ and $H_2$. The result follows since if $H_1$ is not split homogeneous, then $\vartheta(H_1) = -1$. However, this only happens for $\vartheta(G) = \vartheta(H_2) = -1$, whence $H_2$ is not split homogeneous by Corollary 8.6(ii).

We can therefore test primitivity of $G$ by using Lemma 10.11 and Corollary 8.6(ii) as follows: we simply test if $H_1$ or any of the subgroups $G^p$ (where $p$ is an odd prime divisor of $|G|$) is a block stabiliser. Note that in order to merely decide primitivity of $G$ without constructing a block, we do not need to actually solve any of the equations $x^2 + y^2 = -1$ in Corollary 8.6(ii).

10.3.3. Constructing a block

Setup. Let $G = \langle a, g \rangle$ be as in §10.3.1 Suppose that $H < G$ is a maximal subgroup of index $p$ which is a block stabiliser for $G$. By Lemma 10.12, we may assume that $\vartheta(G) = \vartheta(H)$ and that $H = \langle b, g \rangle$, where $b = a^p$.

We now consider the construction of a block for $G$ which is stabilised by $H$. Since $H$ is homogeneous (Corollary 10.10), this is equivalent to constructing an irreducible $K[H]$-submodule of $V$ (Lemmas 10.1, 10.2). What follows is a slight variation of the general method for irreducibility testing of ANC groups described in §8.4.
Dihedral and semidihedral case. First, let \( \vartheta(G) = 1 \) (and so \( \vartheta(H) = 1 \)). Since \( g \) is not scalar but \( g^2 = 1 \), there exists \( 0 \neq v \in V \) with \( vg = \pm v \). It follows that \( v \cdot K[H] = v \cdot K[b] \) is irreducible as a \( K[b] \)-module and hence also as a \( K[H] \)-module.

Generalised quaternion case. Now let \( \vartheta(G) = -1 \). Let \( |G| = 2n \). Define \( L = K[b] \) and \( Z = Z(K[H]) \); note that Lemmas 8.4–8.5 give us an explicit isomorphism between the towers \( L/Z/K \) and \( E_{n/p}^+/E_{n/p}^+ K/K \). Since \( H \) is split homogeneous (Lemma 10.11), \( -1 \) is a sum of two squares in \( Z \) (Corollary 8.6(ii)). Equivalently, there exists \( z \in L \) with \( N_{L/Z}(z) = -1 \). Since \( H \) is reducible by assumption, the regular \( K[H] \)-module is a direct summand of \( V \) as a \( K[H] \)-module. It thus follows from Proposition 8.7 that \( \text{Ker}(g + z) \neq 0 \). Choose a non-zero \( v \in \text{Ker}(g + z) \). Then \( v \cdot K[H] = v \cdot K[A^p] \) is an irreducible \( K[H] \)-submodule. Conversely, we recover a solution \( z \in L \) of \( N_{L/Z}(z) \) from any generator of an irreducible \( K[H] \)-submodule of \( V \) as in Proposition 8.7(ii).

As we remarked in [10.1], given any non-trivial system of imprimitivity for \( G \), we may construct one of prime size. Let \( G \leq \text{GL}(V) \) be an irreducible imprimitive ANC group. Suppose that \( G_2 \cong \mathbb{Q}_j \) \( (j \geq 3) \) and that the cyclic subgroup of index 2 in \( G \) is irreducible. Then finding a non-trivial system of imprimitivity is equivalent to solving \( x^2 + y^2 = -1 \) in one of the fields \( Z \) corresponding to a maximal subgroup \( H < G \) (of odd index if \( j = 3 \); see Lemma 10.9) which is a block stabiliser. Note that there may in general be different possible choices for \( H \) and hence for \( Z \).

10.3.4. Block stabilisers over number fields

We show that if \( K \) is a number field, then in the majority of cases, the simple condition \( |K[A] : K[A^p]| = p \) already determines if \( H < G \) with \( |G : H| = p \) prime is a block stabiliser for \( G \).

10.13 Proposition. Suppose that \( K \) is a number field. Let \( H < G \) be a maximal subgroup of index \( p \) with \( \vartheta(G) = \vartheta(H) \). Suppose that one of the following conditions is satisfied: \( p \) is odd, \( \vartheta(G) = 1 \), or \( |G_2| \geq 32 \). Then \( H \) is a block stabiliser for \( G \) if and only if \( |K[A] : K[A^p]| = p \).

Proof. By Lemma 10.11, \( |K[A] : K[A^p]| = p \) is necessary for \( H \) to be a block stabiliser. It remains to determine if \( H \) is split homogeneous. Let \( n = |A| \) and suppose that \( |K[A] : K[A^p]| = p \). If \( \vartheta(G) = 1 \), then \( H \) is split homogeneous by Corollary 8.6(i) and the result follows.

Let \( \vartheta(G) = -1 \). Define the logical value \( s(F) \) for a field \( F \) to be true precisely when \(-1 \) is a sum of two squares in \( F \). Since \( G \) is split homogeneous by irreducibility of \( A \) (Corollary 8.3), we know that \( s(E_{m/p}^+ K) \) is true. Write \( n = p^a m \) for \( p \nmid m \). As we noted in Remark 10.7, \( a \geq 2 \). Let \( p \) be odd. By Lemma 9.4, we have \( s(E_{m/p}^+ K) = s(E_{np}^+(E_{m/p}^+ K)) = s(E_{np}^+(E_{m/p}^+ K)) = s(E_{np}^+(K)) \). Hence, \( H \) is split homogeneous and thus a block stabiliser for \( G \). Finally, let \( p = 2 \). Then \( a \geq 4 \) by assumption. Since \( s(E_{m/p}^+ K) \) is true, so is \( s(E_{n/2}^+ K) \) by Lemma 9.3.

\[ \square \]
Recall that the case $G_2 \cong Q_8$ and $p = 2$ is ruled out by Lemma 10.9, i.e. none of the subgroups of index 2 of $G$ can be a block stabiliser in this situation. Thus, for a maximal subgroup $H < G$ of index $p$, Proposition 10.13 covers all cases but one: $G_2 \cong Q_{16}$ and $p = 2$. In this case, $Z(K[H]) \cong K E_m^+ E = K E_m^+ K (\text{where } |G| = 16)$, and we may apply Lemma 9.3(iii) to decide if $H$ is split homogeneous; note that $E_m^+ K$ is totally imaginary since this is the case for $Z(K[G]) \cong K E_m^+ K = (E_m K)(\sqrt{2})$.

10.3.5. Other fields

Function fields. Let $E$ be a number field and $K = E(\mathbf{X})$, where $\mathbf{X} = (X_1, \ldots, X_r)$ is algebraically independent over $E$. Then Proposition 10.13 remains valid for such a field $K$. Indeed, using the facts from §3.6 and Proposition 9.9, we see that $x^2 + y^2 = -1$ has a solution in $E_m^+ K$ if and only if it has a solution in $E_n^+ E$ (any $n \geq 1$). The proof of Proposition 10.13 now immediately carries over to this case, as do the comments following it.

Fields containing $\sqrt{-1}$. Suppose that $K$ is a field of characteristic zero with $\sqrt{-1} \in K$ and such that (F1) is satisfied. We now briefly discuss how we may test primitivity of finite nilpotent linear groups over $K$ under these assumptions.

Given an irreducible finite nilpotent group $G \leq \text{GL}(V)$, we can use the function NONCYCLICABELIAN (Algorithm 7.1) and either (i) construct a non-cyclic abelian normal subgroup and hence a system of imprimitivity for $G$, or (ii) we can prove that $G$ is an ANC group. As shown in §8.4, if $G$ is a non-abelian ANC group and $A \triangleleft G$ is cyclic with $|G : A| = 2$, then $A$ is necessarily inhomogeneous if $\sqrt{-1} \in K$. It therefore only remains to test primitivity of cyclic groups, which can be done as in §10.2.
11. Algorithms for irreducibility and primitivity testing

In this chapter, we describe our main algorithms for irreducibility and primitivity testing of finite nilpotent linear groups. We also comment on our implementation in the Magma-package finn and provide sample run-times. Throughout this chapter, we assume that $K$ is a field of characteristic zero such that conditions (F1)-(F2) from §8.1 are satisfied. This chapter is based on [74, §§7,9] and [75, §§9–10].

11.1. An algorithm for irreducibility testing of finite nilpotent groups

We are now in a position to describe our main algorithm for irreducibility testing of finite nilpotent linear groups over $K$. In contrast to Algorithm 5.1, Algorithm 11.1 is fully constructive: a proper submodule is constructed whenever it exists. Note that, as in Chapter 5, we only return generators of such submodules.

Algorithm 11.1 IsIrreducible($G$) (finite case, fully constructive)

<table>
<thead>
<tr>
<th>Input:</th>
<th>a finite nilpotent $G \leq \text{GL}(V)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>true if $G$ is irreducible or false and a generator of a proper submodule</td>
</tr>
</tbody>
</table>

1: loop
2: if $G$ is abelian then
3: \( \text{homg} \leftarrow \text{HomogeneousDecompositionAbelian}(G) \)
4: if $|\text{homg}| > 1$ then return false, NonzeroElement(homg[1])
5: $x \leftarrow \text{NonzeroElement}(V)$
6: if $x \cdot K[G] < V$ then return false, $x$ else return true
7: \( A \leftarrow \text{NoncyclicAbelian}(G) \)
8: if $A = \text{fail}$ then let $A$ be a cyclic subgroup of index 2 in $G$
9: \( \text{homg} \leftarrow \text{HomogeneousDecompositionAbelian}(A), U \leftarrow \text{homg}[1] \)
10: if $|\text{homg}| = 1$ then return IsIrreducibleANC($G, A$)
11: if $G$ acts intransitively on homg then return false, NonzeroElement($U$)
12: \( G \leftarrow \text{Im}(\theta), V \leftarrow U \) where Stab$_G(U) \xrightarrow{\theta} \text{GL}(U)$ is the induced action

11.1 Remark. If we only wish to decide irreducibility without ever constructing a submodule, then Algorithm 11.1 can be naturally simplified. In this case we do not need to actually solve any of the equations $x^2 + y^2 = -1$ arising in IsIrreducibleANC (Algorithm 8.1). In this situation, condition (F2) can therefore be relaxed to
For any \( n \geq 1 \), we may decide if \( x^2 + y^2 = -1 \) has a solution in \( E_n^+ K \).

### 11.2. An algorithm for primitivity testing of finite nilpotent groups

What follows is an algorithm for primitivity testing of irreducible finite nilpotent linear groups over \( K \). For the important case of number fields, we illustrate how the specialised techniques described in §10.3.4 can be applied (see lines 11.13).

To simplify our pseudo-code, for an imprimitive group \( G \) we return a block for \( G \) instead of a full system of imprimitivity. The system of imprimitivity containing a given block can be obtained using an orbit-stabiliser computation [39 §4.1].

#### Algorithm 11.2 IsPrimitive\((G)\)

**Input:** an irreducible finite nilpotent \( G \leq \text{GL}(V) \)  
**Output:** true if \( G \) is primitive, or false and a block for \( G \)  
1: if \( G \) is abelian then  
2: if there exists a prime \( p \) with \( p^2 \mid |G| \) and \( |K[G] : K[G^p]| = p \) then  
3: return false, NonzeroElement\((V) \cdot K[G^p]\)  
4: return true  
5: \( A \leftarrow \text{NoncyclicAbelian}\((G)\)  
6: if \( A = \text{fail} \) then let \( A \) be a cyclic subgroup of index 2 in \( G \)  
7: if \( A \) is inhomogeneous then return false, HomogeneousDecompositionAbelian\((A)\)  
8: find \( \vartheta(G) \) and \( g \not\in A \) with \( g^2 = \vartheta(G) \cdot 1_V \) as in §10.3.1  
9: if \( A \) is reducible then return false, NonzeroElement\((V) \cdot K[A]\)  
10: \( S \leftarrow \{ p : p \) is an odd prime with \( p^2 \mid |G| \) and \( |K[A] : K[A^p]| = p \} \)  
11: if \( K \) is a number field then  
12: \( q \leftarrow \vartheta(G) = 1 \) or \(|G_2| \geq 32 \) or \((G_2 \cong \mathbb{Q}_8 \text{ and ord } (2 \text{ mod } |G_2|) \cdot |K_2 : \mathbb{Q}_2| \) is even for all primes \( p \mid 2 \) of \( K \)\)  
13: if \( |K[A] : K[A^2]| = 2 \) and \( q = \text{true} \) then \( S \leftarrow S \cup \{ 2 \} \)  
14: else  
15: if \( G_2 \not\cong \mathbb{Q}_8 \) and \( |K[A] : K[A^2]| = 2 \) then \( S \leftarrow S \cup \{ 2 \} \)  
16: if \( \vartheta(G) = -1 \) then \( S \leftarrow \{ p \in S : \exists x, y \in E_n^+ K. x^2 + y^2 = -1 \} \), where \( n = |A| \)  
17: if \( \exists p \in S \) then  
18: if \( \vartheta(G) = 1 \) then \( b \leftarrow 1_V \) find \( b \in K[A^p] \) with \( b \cdot b^\vartheta = -1_V \)  
19: return false, NonzeroElement\((\text{Ker}(g - b)) \cdot K[A^p]\)  
20: return true

#### 11.2 Remarks.

(i) As explained in §10.3.3, solving the norm equation \( b \cdot b^\vartheta = -1_V \) in line 18 is equivalent to solving \( x^2 + y^2 = -1 \) in \( K[A^p]^G \cong E_n^+ K \), where \( n = |A| \); we can do this since we assumed that condition (F2) holds for \( K \).

(ii) Similar to the case of irreducibility testing above, Algorithm 11.2 can be simplified if we only wish to decide primitivity of \( G \) without ever constructing a block. Again, condition (F2) can then be weakened to (F2').
11.3. The use of congruence homomorphisms

(iii) Because of randomisations employed in NONCYCLICABELIAN (Algorithm 7.1), different applications of IsPrimitive to a given group $G$ may produce different subgroups $A$ in line 5. As a consequence, repeated calls of IsPrimitive can return different systems of imprimitivity for the same input group. Further note that a system of imprimitivity obtained using IsPrimitive will in general be refinable. Repeated application can be used to obtain a non-refinable system of imprimitivity; cf. [85, Lem. 15.2].

11.3. The use of congruence homomorphisms

Intrinsic computations. In contrast to Algorithm 5.1, the above two algorithms do not depend on a congruence homomorphism mapping the input group to a linear group over a finite field. In practice, however, congruence homomorphisms are valuable here too.

Note that for a finite $G \leq \text{GL}_d(K)$, a congruence homomorphism $G \rightarrow G^\phi$ with torsion-free congruence subgroup is an isomorphism. Many of the computations in Algorithms 11.1–11.2 only rely on intrinsic group-theoretic properties of $G$. In practice, such computations for matrix groups over finite fields are usually considerably faster than their counterparts in characteristic zero. In our implementation, we therefore perform such intrinsic computations in the congruence image $G^\phi$. For example, we compute a non-cyclic abelian normal subgroup of $G^\phi$ (or prove that none exists) and then lift it to a subgroup of $G$.

Lifting. We now briefly describe the details of the aforementioned lifting step. Define a signature $\Sigma$ (in the sense of universal algebra; cf. [15, Ch. 1]) consisting of the following operations: multiplication $\cdot$, commutation $[-,-]$, conjugation $\hat{\cdot}$ (all binary), and a unary exponentiation $(-)^n$ for each $n \in \mathbb{Z}$. Of course, groups are naturally $\Sigma$-algebras.

We assume that $G$ above is given by a finite generating sequence, $(g_1, \ldots, g_n)$ say. Let $F_n$ be the free $\Sigma$-algebra on $n$ symbols $x_1, \ldots, x_n$. We then have natural $\Sigma$-homomorphisms from $F_n$ onto $G$ and $G^\phi$ rendering

$$
\begin{align*}
\xymatrix{ & F_n \ar[dl]_{\lambda} \ar[dr]^\phi \ar[dd]_\lambda & \\
G & & G^\phi \\
& G^\phi \ar[ul]^\lambda &}
\end{align*}
$$

commutative. All our computations in $G^\phi$ produce elements which are $\Sigma$-words in $g_1^\phi, \ldots, g_n^\phi$. For each element $h \in G^\phi$ constructed as part of our algorithms, we store a pair $(h, f) \in G^\phi \times F_n$ with $h = f\lambda$. In this way, we can effectively compute $h^{\phi^{-1}}$ by evaluating $f$ in $G$.

The main reason why we use $\Sigma$-words instead of words in the free group on $n$ generators is that several of our algorithms construct commutators $c = [c_1, \ldots, c_r]$. The length of such an element $c$ as a group word is exponential in $r$ but it is linear as a
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Σ-word. In practice, working with group words can thus be prohibitively expensive. Recall from §2.6 and §3.8 that over number fields and rational function fields over number fields, nilpotent linear groups have small nilpotency class in terms of the degree.

Finally, we chose Σ-words over straight-line programs since evaluating the latter involves matrix inversion which can be expensive in practice. Our method only involves inverses of the defining generators of $G$ and these are computed by the matrix group constructor of Magma.

11.4. The Magma package finn

The Magma-package finn [76] contains an implementation of our algorithms for irreducibility and primitivity testing of finite nilpotent linear groups $G \leqslant \text{GL}(V)$, where the underlying field $K$ is a number field or a rational function field over a number field. We note that the core functions provided by finn have been included in Magma V2.17.

Since our algorithms for irreducibility and primitivity testing share common ingredients, we provide a function which simultaneously tests irreducibility and primitivity of a finite nilpotent linear group. This function will thus determine if the input group is (a) reducible, (b) imprimitive but irreducible, or (c) primitive. In the cases (a)–(b), it will then proceed to construct a submodule (resp. a system of imprimitivity), unless the user requested to merely decide to which of the three classes (a)–(c) the input group belongs.

11.5. Example run-times

All run-times below were obtained on an Intel Xeon E5440 with 16GB RAM running the 64-bit version of Magma V2.17-3 under Linux. Up to differences arising from randomisations (see below), the examples below are available in finn.

11.5.1. Irreducibility testing for $K = \mathbb{Q}$

The main focus of our implementation has been on the case of linear groups over the rationals. In this situation, our implementation competes with functionality built into Magma V2.16. The following is from the “Summary of New Features in Magma V2.16” (available from the Magma website [55]):

A new Meataxe algorithm has been developed for splitting general $A$-modules, where $A$ is a finite dimensional matrix algebra defined over the rational field. This yields an effective algorithm for decomposing a module into indecomposable summands.

Note that this solves a more general problem than our algorithm.
Table 11.1 shows run-times of irreducibility testing for linear groups over the rationals. For each group, we give data on the group ("group"), its degree ("deg"), the number of defining generators ("gens"), an entry ("irr?") indicating whether the group is irreducible, and the dimension of the submodule constructed by our algorithm in the reducible case ("dim"). We also give approximations of the largest absolute values of the numerators ("num") and denominators ("den") of the matrix entries in the defining generators. Next, the time in seconds (unless otherwise indicated) irreducibility testing took using our algorithm is given under "time-f". Finally, we also give the time ("time-M") it took for the Magma function IndecomposableSummands to decompose the natural $\mathbb{Q}G_i$-module (obtained using the Magma function GModule) into a direct sum of irreducibles.

Table 11.1. Irreducibility testing over the rationals

The group $W_{p,i}$ is $C_p \wr \cdots \wr C_p$ (i factors) realised as an irreducible Sylow $p$-subgroup of $GL_d(\mathbb{Q})$, where $d = (p - 1)p^{i - 1}$; see §2.5. We did not use the “natural” generating sets for any of the groups in Table 11.1. Instead, we added a randomisation step by applying the product replacement algorithm [11] to copies of the original generating sets. The groups $G_2$ and $G_{13}$ only differ in their defining generating sets; $G_{14}$ is a conjugate of $G_3$. These two examples are meant to illustrate the impact the number of generators (resp. the size of the entries in the matrices) has on the performance of our algorithm.

For $G_{12}$, constructing a submodule amounts to solving $x^2 + y^2 = -1$ in $\mathbb{E}^+_{16,11}$; cf. §8.4. In fact, $x^2 + y^2 = -1$ can be solved in $\mathbb{E}_{11}$. As remarked in Example 9.8, explicit solutions of these equations are known over cyclotomic fields whenever they exist; finn then uses these. We do not provide run-times for cases where a norm equation solver is actually used since, apart from small examples and special cases, such computations are infeasible. Apart from this exceptional behaviour involving $x^2 + y^2 = -1$, in our experiments over the rationals, constructing submodules took little extra time in addition to deciding irreducibility.
11.5.2. Irreducibility testing over other fields

To illustrate the performance of our algorithm over extensions of $\mathbb{Q}$, we now consider groups over the fields $\mathbb{Q}(\gamma)$ and $\mathbb{Q}(X)$, where $\gamma$ satisfies $\gamma^3 - \gamma^2 + 1 = 0$ and $X$ is transcendental over $\mathbb{Q}$. As input groups, we use (irrational) conjugates $G_{i,\gamma}$ and $G_{i,X}$ of $G_i$ in $\text{GL}_{d_i}(\mathbb{Q}(\gamma))$ and $\text{GL}_{d_i}(\mathbb{Q}(X))$, respectively, where $d_i$ is the degree of $G_i$ (see Table 11.1). The conjugating matrices were chosen such that no additional coefficient explosion occurred in the transition from $G_i$ to $G_{i,\gamma}$ or $G_{i,X}$; here the “coefficients” are those of the rational polynomials used to represent field elements.

It turns out that each of the groups $G_{i,\gamma}$ (resp. $G_{i,X}$) is irreducible over $\mathbb{Q}(\gamma)$ (resp. $\mathbb{Q}(X)$) if and only if $G_i$ is irreducible over $\mathbb{Q}$. In Tables 11.2–11.3 we list the resulting run-times obtained using our algorithm (“time-\text{f}“, as above). For reducible groups, the columns labelled “vector-mode” show how long it took to construct a vector which generates a proper submodule. The discrepancies between the full times and those in “vector-mode” for the groups $G_{12,\gamma}$ and $G_{12,X}$ arose from coefficient explosions occurring in the construction of a submodule.

Since run-times of basic linear algebra quickly increase as the underlying field $K$ becomes “larger” and, furthermore, the underlying linear algebra in MAGMA is heavily optimised over the rationals, in practice, $K$ is restricted to being a “small” extension of $\mathbb{Q}$; [76] provides further irrational conjugates of the $G_i$ that illustrate this.

<table>
<thead>
<tr>
<th>Group</th>
<th>Time-f</th>
<th>Vector-mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{1,\gamma}$</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$G_{2,\gamma}$</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>$G_{3,\gamma}$</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>$G_{4,\gamma}$</td>
<td>0.21</td>
<td>0.19</td>
</tr>
<tr>
<td>$G_{5,\gamma}$</td>
<td>1.49</td>
<td>1.38</td>
</tr>
<tr>
<td>$G_{6,\gamma}$</td>
<td>0.70</td>
<td>–</td>
</tr>
<tr>
<td>$G_{7,\gamma}$</td>
<td>0.61</td>
<td>0.55</td>
</tr>
<tr>
<td>$G_{8,\gamma}$</td>
<td>30.18</td>
<td>–</td>
</tr>
<tr>
<td>$G_{9,\gamma}$</td>
<td>8.71</td>
<td>–</td>
</tr>
<tr>
<td>$G_{10,\gamma}$</td>
<td>1.75</td>
<td>–</td>
</tr>
<tr>
<td>$G_{11,\gamma}$</td>
<td>4.12</td>
<td>3.79</td>
</tr>
<tr>
<td>$G_{12,\gamma}$</td>
<td>22.73</td>
<td>2.42</td>
</tr>
<tr>
<td>$G_{13,\gamma}$</td>
<td>0.43</td>
<td>0.38</td>
</tr>
<tr>
<td>$G_{14,\gamma}$</td>
<td>0.14</td>
<td>0.12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group</th>
<th>Time-f</th>
<th>Vector-mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{1,X}$</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>$G_{2,X}$</td>
<td>0.32</td>
<td>0.27</td>
</tr>
<tr>
<td>$G_{3,X}$</td>
<td>0.21</td>
<td>0.15</td>
</tr>
<tr>
<td>$G_{4,X}$</td>
<td>1.07</td>
<td>0.92</td>
</tr>
<tr>
<td>$G_{5,X}$</td>
<td>26.15</td>
<td>20.81</td>
</tr>
<tr>
<td>$G_{6,X}$</td>
<td>2.18</td>
<td>–</td>
</tr>
<tr>
<td>$G_{7,X}$</td>
<td>4.00</td>
<td>3.12</td>
</tr>
<tr>
<td>$G_{8,X}$</td>
<td>5.37min</td>
<td>–</td>
</tr>
<tr>
<td>$G_{9,X}$</td>
<td>28.40</td>
<td>–</td>
</tr>
<tr>
<td>$G_{10,X}$</td>
<td>4.22</td>
<td>–</td>
</tr>
<tr>
<td>$G_{11,X}$</td>
<td>32.96</td>
<td>25.24</td>
</tr>
<tr>
<td>$G_{12,X}$</td>
<td>12h 34min</td>
<td>5.05</td>
</tr>
<tr>
<td>$G_{13,X}$</td>
<td>1.17</td>
<td>0.83</td>
</tr>
<tr>
<td>$G_{14,X}$</td>
<td>1.60</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Table 11.2. Irred. testing over $\mathbb{Q}(\gamma)$ Table 11.3. Irred. testing over $\mathbb{Q}(X)$

11.5.3. Primitivity testing over $\mathbb{Q}$

Table 11.4 shows run-times for primitivity testing over the rationals. In addition to information as in Table 11.1, we indicate whether the group was found to be primitive (“prim?”). For an imprimitive group, we also give the size of the system of imprimitivity constructed (“size”). Two different run-times (all in seconds) of primitivity testing are given for each group. The first (“total”) includes irreducibility testing and the construction of a system of imprimitivity in the imprimitive
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case. We then repeated the computation without testing irreducibility and without ever constructing a system of imprimitivity; the resulting run-time is also shown ("decide"). All the groups considered here are irreducible.

<table>
<thead>
<tr>
<th>group</th>
<th>deg</th>
<th>gens</th>
<th>num</th>
<th>den</th>
<th>prim?</th>
<th>size</th>
<th>total</th>
<th>decide</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1 \cong 5^{1+2}$</td>
<td>20</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>no</td>
<td>5</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>$H_2 \cong W_7$</td>
<td>42</td>
<td>7</td>
<td>34.387</td>
<td>6204</td>
<td>no</td>
<td>7</td>
<td>0.28</td>
<td>0.02</td>
</tr>
<tr>
<td>$H_3$ (order $2^3 \cdot 5^3$, class 3)</td>
<td>80</td>
<td>4</td>
<td>4.94 \cdot 10^6</td>
<td>1.91 \cdot 10^5</td>
<td>no</td>
<td>2</td>
<td>0.74</td>
<td>0.25</td>
</tr>
<tr>
<td>$H_4 \cong W_2 \otimes W_3$</td>
<td>96</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>no</td>
<td>2</td>
<td>0.37</td>
<td>0.08</td>
</tr>
<tr>
<td>$H_5 \cong Q_4 \times C_{11}$</td>
<td>20</td>
<td>5</td>
<td>7.1 \cdot 10^7</td>
<td>3.34 \cdot 10^6</td>
<td>yes</td>
<td>–</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>$H_6 \cong Q_{16} \times C_7$</td>
<td>24</td>
<td>5</td>
<td>3.2 \cdot 10^{11}</td>
<td>3.68 \cdot 10^{10}yes</td>
<td>–</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>$H_7 \cong D_{16} \times C_{11}$</td>
<td>40</td>
<td>5</td>
<td>1.26 \cdot 10^{11}</td>
<td>2.21 \cdot 10^6</td>
<td>no</td>
<td>2</td>
<td>0.12</td>
<td>0.09</td>
</tr>
<tr>
<td>$H_8 \cong Q_{16} \times C_{25}$</td>
<td>160</td>
<td>5</td>
<td>5.6 \cdot 10^7</td>
<td>4.76 \cdot 10^6</td>
<td>no</td>
<td>5</td>
<td>0.84</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 11.4. Primitivity testing over the rationals

As before, we again made use of the product replacement algorithm to obtain generating sets. The groups $H_1$ has been obtained from $G_{11}$ in Table 11.1. The practical limitations of primitivity testing are the same as for irreducibility testing.

11.5.4. Primitivity testing over other fields

In Table 11.5 we provide run-times for groups over proper extensions of the rationals. All of these groups are generated by matrices with moderately sized entries.

<table>
<thead>
<tr>
<th>group</th>
<th>field</th>
<th>degree</th>
<th>gens</th>
<th>prim?</th>
<th>size</th>
<th>total</th>
<th>decide</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_9 \cong D_{16} \times C_4$</td>
<td>$\mathbb{Q}(\sqrt{2})$</td>
<td>8</td>
<td>8</td>
<td>no</td>
<td>2</td>
<td>0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>$H_{10} \cong C_4 \cdot C_{20}$ (non-split ext.)</td>
<td>$\mathbb{Q}(\zeta_{49})$</td>
<td>7</td>
<td>5</td>
<td>no</td>
<td>7</td>
<td>1.08</td>
<td>0.17</td>
</tr>
<tr>
<td>$H_{11}$ (order $3^{40}$, class 27)</td>
<td>$\mathbb{Q}(\sqrt{-3})$</td>
<td>27</td>
<td>9</td>
<td>no</td>
<td>3</td>
<td>1.39</td>
<td>0.05</td>
</tr>
<tr>
<td>$H_{12}$ (order $2^5 \cdot 5$, class 4)</td>
<td>$\mathbb{Q}(X)$</td>
<td>49</td>
<td>5</td>
<td>no</td>
<td>5</td>
<td>4.69</td>
<td>0.02</td>
</tr>
<tr>
<td>$H_{13} \cong SD_{16} \times C_5$</td>
<td>$\mathbb{Q}(\sqrt{-2})$</td>
<td>8</td>
<td>5</td>
<td>yes</td>
<td>–</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>$H_{14} \cong SD_{32} \times C_5$</td>
<td>$\mathbb{Q}(\sqrt{5})$</td>
<td>16</td>
<td>5</td>
<td>no</td>
<td>2</td>
<td>0.42</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 11.5. Primitivity testing over fields other than $\mathbb{Q}$
Part III.

The structure of primitive finite nilpotent linear groups
12. Irreducible ANC groups

Throughout this chapter, let $K$ be an arbitrary subfield of the complex field $\mathbb{C}$.

Recall from Chapter 7 that an ANC group is a finite nilpotent group all of whose abelian normal subgroups are cyclic. These groups have been completely classified up to isomorphism (Theorem 7.1). We have seen that every primitive finite nilpotent linear group is an ANC group. In this chapter, we investigate irreducible ANC groups over $K$. This is a first major step towards a classification of primitive (or, more generally, irreducible) finite nilpotent linear groups over $K$; we note that primitive nilpotent linear groups over finite fields have been classified up to similarity $[19, 20]$. The goal of this chapter (to be achieved in §12.4) is to prove the following.

12.1 Proposition.

(i) Every ANC group has a faithful irreducible $K$-representation.

(ii) Isomorphic irreducible linear ANC groups over $K$ are similar.

We note the following immediate consequence; the corresponding statement for primitive nilpotent linear groups over finite fields has been known $[19, \text{Prop. 4.5}]$.

12.2 Corollary. Two primitive finite nilpotent linear groups over $K$ which are isomorphic as abstract groups are similar (over $K$).

Apart from the ubiquitous issue of solving $x^2 + y^2 = -1$ in extensions of $K$, the proof we give for the existence part (i) in Proposition 12.1 is constructive.

12.1. Cyclic groups

First, we consider the easy case of cyclic groups in Proposition 12.1. We write $g \cong h$ (resp. $G \cong H$) to signify similarity of linear maps and linear groups, respectively.

Regarding the existence part, $H = \langle \zeta_m \rangle \leq \text{GL}_1(E_mK)$ is irreducible when considered as a $K$-linear group. Uniqueness up to similarity is a consequence of the following simple fact.

12.3 Lemma. Let $G = \langle g \rangle$ and $H$ be homogeneous finite cyclic linear groups over $K$. If $G \cong H$, then there exists a generator $h \in H$ such that $g \mapsto h$ induces a $K$-isomorphism $K[G] \to K[H]$.

Proof. Write $m = |G| = |H|$. The $m$th cyclotomic polynomial $\phi_m$ splits completely both over $K[G]$ and over $K[H]$. Let $f = \text{mpol}_K(g)$. Then $f \mid \phi_m$ so there exists $h \in K[H]$ with $f(h) = 0$. As $K[H]$ is a field, the roots of $X^m - 1$ in $K[H]$ are
12. Irreducible ANC groups

precisely the elements of $H$. Since $h$ is a primitive $m$th root of unity, we conclude that $H = \langle h \rangle$. Clearly, $g \mapsto h$ is an isomorphism with the properties stated.

In particular, $g$ and $h$ have the same minimal polynomials over $K$. Hence, if $G$ and $H$ are both irreducible, then $g \approx h$ and thus $G \approx H$. This completes the proof of Proposition 12.1 for cyclic groups.

12.2. Schur indices and the structure of $K$-representations of a finite group

We briefly recall some well-known facts from representation theory. Throughout, let $G$ be a finite group. If $\chi \in \text{Irr}(G)$ is an ordinary irreducible character of $G$, then there exists a finite extension $L$ of the character field $K(\chi)$ such that $\chi$ is afforded by an $LG$-module. The Schur index $m_K(\chi)$ of $\chi$ over $K$ is the smallest possible degree $[L : K(\chi)]$ of such an extension; see [17, §70], [44, §10], [43, §8] for details.

Let $\psi$ be the character of an irreducible $KG$-module. By [17, Thm 70.15], there exists $\chi \in \text{Irr}(G)$ such that $\psi = m_K(\chi) \left( \sum_{\sigma \in \Gamma} \chi^\sigma \right)$, where $\Gamma = \text{Gal}(K(\chi)/K)$. The conjugates $\chi^\sigma \in \text{Irr}(G)$ are distinct. If the $KG$-module $V$ affords $\psi$, then the above decomposition of $\psi$ can be found by splitting the $EG$-module $V_E = V \otimes_K E$, where $E \supseteq K$ is a splitting field for $G$ which is finite and normal over $K$.

Conversely, let $\chi \in \text{Irr}(G)$. Choose $L \supseteq K(\chi)$ with $[L : K(\chi)] = m_K(\chi)$ such that $\chi$ is afforded by an $LG$-module $V$. By [43, Ex. 1.6(e)], the character of $V$ as a $KG$-module is $m_K(\chi) \left( \sum_{\sigma \in \Gamma} \chi^\sigma \right)$, where again $\Gamma = \text{Gal}(K(\chi)/K)$. The characters $\chi^\sigma$ are distinct and form a Galois conjugacy class over $K$ [44, Lem. 9.17(c)]. Hence, $m_K(\chi) \left( \sum_{\sigma \in \Gamma} \chi^\sigma \right)$ is the character of an irreducible $KG$-module [44, Cor. 10.2(b)] and we conclude from [68, 8.3.7] that $V$ is irreducible when regarded as a $KG$-module.

12.3. Representations of ANC 2-groups

In this section, we recall descriptions of the irreducible $C$-representations of an ANC 2-group $G$. We then compute the Schur indices of their characters and construct the faithful irreducible $K$-representations of $G$. Recall from §8.3 that for a non-abelian ANC group $G$, we defined $\vartheta(G) = 1$ if $G_2$ is (semi)dihedral, and $\vartheta(G) = -1$ if $G_2$ is generalised quaternion; also, $\delta(G) = 1$ if $G_2$ is dihedral or generalised quaternion, and $\delta(G) = -1$ if $G_2$ is semidihedral.

12.4 Proposition (Cf. [49, Prop. 10.1.16]). Let $G = \langle a, g \rangle$ be a non-abelian ANC 2-group, where $\langle a \rangle$ is cyclic of order $2^l$ and index 2 in $G$ and $g^2 = 1$ if $\vartheta(G) = 1$ and $g^4 = 1$ if $\vartheta(G) = -1$. Then, up to equivalence, the irreducible $C$-representations of $G$ of degree $> 1$ (written over the splitting field $E_2/K$ of $G$) are precisely given by

$\vartheta_k^G: G \rightarrow \text{GL}_2(E_2/K), \ a \mapsto \left[ \begin{array}{cc} \zeta_{2^k} & \delta(G)^k \cdot \zeta_{2^k}^{-1} \\ \delta(G)^k \cdot \zeta_{2^k} & 1 \end{array} \right], \ g \mapsto \left[ \begin{array}{cc} \vartheta(G) & 1 \\ 0 & 1 \end{array} \right]$.
where $0 < k < 2^{j-1}$; faithful representations correspond precisely to odd values of $k$.

We henceforth assume that $k$ is odd. Let $\chi_k^G$ be the character of $\varrho_k^G$. Then
\[ K(\chi_k^G) = K(\zeta_{2^k}^G + \delta(G) \cdot \zeta_{2^k}^G); \]
in particular, all the fields $K(\chi_k^G)$ with $k$ odd are equal (Lemma 8.5).

12.5 Lemma (49 Prop. 10.1.17(i)). If $\vartheta(G) = 1$, then $m_K(\chi_k^G) = 1$.

For generalised quaternion groups, we use a variation of [49, Prop. 10.1.17(ii)–(iii)]. The case $G \cong Q_n$ of the following is well-known; cf. [17, p. 470]. Part (i) can also be deduced from [44 Prb. 10.5].

12.6 Lemma. Let $G \cong Q_{2i+1}$ and write $\chi = \chi_k^G$, where $k$ is odd.

(i) If $x^2 + y^2 = -1$ is soluble in $K(\chi)$.

(ii) If $-1$ is not a sum of two squares in $K(\chi)$, then $m_K(\chi) = 2$.

Proof. Since $\zeta_{2^k}$ is chosen arbitrarily among the primitive $2^i$th roots of unity, we may assume that $k = 1$. Write $\theta_i = \zeta_{2^i} + \zeta_{2^i}^{-1}$. The corresponding statements for the equation $x^2 + \theta_j x y + y^2 = -1$ over $K(\chi) = K(\theta_j)$ are given in [49 Prop. 10.1.17(ii)–(iii)]. We will complete the proof by showing that \( a_i = \left[ \frac{1}{2} \theta_i/2 \right] \) is congruent to the $2 \times 2$ identity matrix over $Q(\theta_i)$ for any $i \geq 2$; in other words, we will show that the quadratic forms $X^2 + \theta_j XY + Y^2$ and $X^2 + Y^2$ are equivalent over $Q(\theta_i)$.

We may assume that $\zeta_{2^i+1} = \zeta_{2^i}$ for any $i \geq 1$. It follows that $\theta_i^2 = 2 + \theta_{i-1}$ for $i \geq 3$. We therefore have $(2 + \theta_i)(2 - \theta_i) = 4 - \theta_i^2 = 2 - \theta_{i-1}$. Define $\lambda_3 = \theta_3$ and $\lambda_i = \lambda_{i-1}/\theta_i \in Q(\theta_i)$ $(i \geq 4)$. By induction, $\lambda_i^2 = 2 - \theta_{i-1}$ for $i \geq 3$; indeed, for $i \geq 4$, we have $\lambda_i^2 = \lambda_{i-1}^2/\theta_i^2 = (2 - \theta_{i-2})/(2 + \theta_{i-1}) = 2 - \theta_{i-1}$. We obtain $x_i a_i x_i^T = 1$, where $x_2 = 1$ and $x_i = \left[ \frac{1}{2} \lambda_i/\lambda_{i-2} \right]$ $(i \geq 3)$.

Let $G = \langle a, g \rangle$ be as in Proposition 12.4. We now construct the faithful irreducible $K$-representations of $G$. In some cases, these can be obtained by restricting $\varrho_k = \varrho_k^G$ to $K$. In the more interesting cases, the images of $a$ and $g$ which we give below are taken from [45 Lem. 5]. Throughout, we make free use of [12.2]

Let $\chi_k$ be the character of $\varrho_k$ and $Z = K(\chi_k)$. Recall that $K(\chi_k)$ does not depend on $k$, where we still assume that $k$ is odd. Define $L = E_{2i} K$ and $\Delta = \text{Gal}(L/Z)$. If $\zeta_4 \in Z$, then $L = Z$ (hence $m_K(\chi_k) = 1$) and $\varrho_k$ can be regarded as an irreducible $Z$-representation; note that $E_{2i}^G(\zeta_4) = E_{2i}$. The restriction of $\varrho_k$ to $K$ is then irreducible. We henceforth assume that $\zeta_4 \notin Z$ so that $L = Z(\zeta_4)$ is a quadratic extension of $Z$. It follows that
\[
\psi : L \to M_2(Z), \quad \alpha + \zeta_4 \cdot \beta \mapsto \begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix} \quad (\alpha, \beta \in Z)
\]
is equivalent to the regular representation of $L$ as a $Z$-algebra. Hence, $\text{trace}(\psi(u)) = \text{trace}(c_{L/Z}(u))$ for $u \in L$. Note that the space of matrices of the form $\begin{bmatrix} \alpha & \beta \\ \beta & -\alpha \end{bmatrix} \quad (\alpha, \beta \in Z)$ is the orthogonal complement of $L\psi$ with respect to the trace bilinear form.
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\((s, t) \mapsto \text{trace}(st)\) on \(\mathbb{M}_2(\mathbb{Z})\). We conclude that if \(\vartheta(G) = 1\), then the representation \(G \to \text{GL}_2(\mathbb{Z})\) given by \(a \mapsto \zeta_2^k \psi\) and \(g \mapsto \text{diag}(1, -1)\) affords \(\chi_k\). The restriction to \(K\) is then irreducible.

Let \(\vartheta(G) = -1\) and suppose that there exist \(x, y \in \mathbb{Z}\) such that \(x^2 + y^2 = -1\); by Lemma 12.6 the latter condition is equivalent to \(m_K(\chi_k) = 1\). Since the existence of such a pair \((x, y)\) does not depend on \(k\), we assume that the same choice of \((x, y)\) has been made for all odd \(k\). Let \(t = \begin{bmatrix} x & y \\ y & -x \end{bmatrix}\) and let \(\gamma \in \Delta\) be the non-trivial automorphism given by \((\alpha + \zeta_4 \cdot \beta)\gamma = \alpha - \zeta_4 \cdot \beta\) for \(\alpha, \beta \in \mathbb{Z}\). It is readily checked that \((a\gamma)\psi = t^{-1}(a\psi)t\) for all \(a \in L\) and that \(t^2 = -1\). We conclude that \(G \to \text{GL}_2(\mathbb{Z})\) defined by \(a \mapsto (\zeta_2^k)\psi\) and \(g \mapsto t\) affords \(\chi_k\) and remains irreducible after restriction to \(K\). Finally, if \(\zeta_4 \not\in \mathbb{Z}\) and \(\vartheta(G) = -1\) but \(m_K(\chi_k) = 2\), then the restriction of \(\vartheta_k\) to \(K\) affords \(2 \sum_{\sigma \in \Gamma} \chi_k^\sigma\) (where \(\Gamma = \text{Gal}(K(\chi_K)/K)\)) and is thus irreducible.

By \(\S 12.2\) we have thus exhausted all the faithful irreducible \(K\)-representations of the non-abelian ANC 2-group \(G\); note that equivalence classes of \(K\)-representations correspond to Galois conjugacy classes of ordinary characters.

12.4. Proof of Proposition 12.1

We are now in a position to prove Proposition 12.1. In \(\S 12.1\) we have seen that it is true for the special case of cyclic groups. Next, we will argue that it is true for any non-abelian ANC 2-group \(G\). Let \(\sigma_k\) be the irreducible \(K\)-representation of \(G\) which we have obtained from \(\chi_k\) in \(\S 12.3\). Of course, the existence statement in Proposition 12.1(i) is obvious at this point. By construction, the image of \(\sigma_k\) is the same for all odd \(k\). Since any faithful irreducible \(K\)-representation of \(G\) is equivalent to \(\sigma_k\) for some odd \(k\), (ii) follows for ANC 2-groups.

In order to deduce the general case, we proceed as follows. For part (i), let \(G\) be a non-abelian ANC group. Write \(m = |G_2|\) and suppose that \(G_2 \cong H \leq \text{GL}(W)\), where \(W\) is an \(E_m K\)-space and \(H\) is irreducible. Then \(G \cong \hat{G} = \langle H, \zeta_m, 1_W \rangle\) and the restriction of \(G\) to \(K\) is irreducible.

Regarding (ii), let \(G \leq \text{GL}(V)\) and \(H \leq \text{GL}(W)\) be irreducible ANC groups over \(K\) such that \(G \cong H\) (as abstract groups). Using Lemma 12.3, we find \(a \in G_2 \leq Z(G)\) and \(b \in H_2 \leq Z(H)\) of order \(m = |G_2| = |H_2|\) such that \(a \mapsto b\) induces a \(K\)-isomorphism \(K[a] \overset{\phi}{\to} K[b]\). We may then regard both \(G\) and \(H\) as \(Z\)-linear groups, where \(Z = K[a]\) acts on \(W\) via \(\phi\). We see that \(G_2\) and \(H_2\) are isomorphic irreducible \(Z\)-linear ANC 2-groups. By using what we have proved above with \(Z\) in place of \(K\), we see that there exists a \(Z\)-isomorphism \(V \to W\) with \(t^{-1}G_2t = H_2\).

In particular, \(|V : K[a]| = |W : K[b]|\). Since \(a\) and \(b\) have the same (irreducible) minimal polynomial over \(K\), we obtain \(s^{-1}as = b\) for some \(K\)-isomorphism \(V \overset{\phi}{\to} W\). Now replace \(G\) by \(s^{-1}Gs\). Repeating the above steps with \(V = W, G_2 = H_2, a = b, \) and \(\phi = 1\), we obtain \(t^{-1}G_2t = H_2\). Since \(t^{-1}at = a\) by \(Z\)-linearity of \(t\), we conclude that \(t^{-1}Gt = H\). ♦
12.5. Construction of irreducible ANC groups over cyclotomic fields

We illustrate the construction used in our proof of Proposition 12.1 in the special case that $K$ is a cyclotomic field. More precisely, let $G$ be a non-abelian ANC group of order $2n$, where $n = 2^m$ ($m$ odd). For a given cyclotomic field $K$, we now describe the (essentially unique) irreducible linear group $G(K)$ over $K$ with $G \cong G(K)$.

First, let $K \subset C$ be any subfield. Define $Z = E_n^+ K$ if $\delta(G) = 1$ and $Z = E_n^- K$ if $\delta(G) = -1$. Further define $L = E_n K$ so that $L = Z(\sqrt{-1})$.

The case $\sqrt{-1} \in K$. Suppose that $\sqrt{-1} \in K$. Then $\zeta_{2^j} \in Z = L$ and we have

\[ G(K) \approx_K \left\langle \begin{bmatrix} \zeta_{2^j} & \zeta_m \\ -\zeta_{2^j} & -\zeta_m \end{bmatrix}, \begin{bmatrix} 1 \\ \cdot \\ \cdot \end{bmatrix} \right\rangle \leq \text{GL}_2(Z); \]

here we denote similarity using the symbol $\approx_K$ to indicate that we regard the group on the right-hand side as a linear group over $K$. Hence, $G(K)$ has degree $2|Z : K|$. Recall the well-known identity $E_r E_l = E_{\text{lcm}(k,l)}$ for all $k,l \geq 1$; see [33] Satz 11.14. Thus, if $K = E_r$ with $4 \mid r$, then $|Z : K| = |L : Q|/|K : Q| = \varphi(\text{lcm}(r,n))/\varphi(r)$.

Odd order cyclotomic field. Henceforth, we assume that $K = E_r$ is a cyclotomic field, where $r$ is odd. Then $|L : Z| = 2$ and we may write $\zeta_{2^j} = \alpha + \zeta_4 \beta$ for $\alpha, \beta \in Z$.

If $G_2$ is dihedral or semidihedral, then

\[ G(K) \approx_K \left\langle \begin{bmatrix} \alpha \zeta_m & \beta \zeta_m \\ -\beta \zeta_m & \alpha \zeta_m \end{bmatrix}, \begin{bmatrix} 1 \\ x \\ y \\ -x \\ -y \end{bmatrix} \right\rangle \leq \text{GL}_2(Z). \]

Therefore, $G(K)$ has degree $2|Z : K| = |L : K| = \varphi(\text{lcm}(r,n))/\varphi(r)$.

Let $G_2$ be generalised quaternion. Using Lemma 9.3, we see that $-1$ is a sum of two squares in $Z$ if and only if (i) $rm > 1$ and (ii) $j \geq 3$ or $\text{ord}(2 \mod \text{lcm}(r,m))$ is even; note that $\text{ord}(2 \mod \text{lcm}(r,m)) \equiv \text{ord}(2 \mod rm) \equiv \text{ord}(2 \mod r) \text{ord}(2 \mod m)$ mod 2 (consider prime divisors as in the proof of Corollary 9.7).

If $x^2 + y^2 = -1$ for $x, y \in Z$, then

\[ G(K) \approx_K \left\langle \begin{bmatrix} \alpha \zeta_m & \beta \zeta_m \\ -\beta \zeta_m & \alpha \zeta_m \end{bmatrix}, \begin{bmatrix} x \\ y \\ y \\ -x \end{bmatrix} \right\rangle \leq \text{GL}_2(Z) \]

and $G(K)$ again has degree $2|Z : K| = |L : K|$ as in the last case. However, if $-1$ is not a sum of two squares in $Z$, then

\[ G(K) \approx_K \left\langle \begin{bmatrix} \zeta_{2^j} & \zeta_m \\ -\zeta_{2^j} & -\zeta_m \end{bmatrix}, \begin{bmatrix} 1 \\ \cdot \\ \cdot \end{bmatrix} \right\rangle \leq \text{GL}_2(L) \]

whence $G(K)$ has degree $2|L : K|$.  
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12.7 Proposition. Let $K/Q$ be finitely generated and let $\varepsilon > 0$. The number of conjugacy classes of irreducible ANC subgroups of $GL_d(K)$ is $O(d^{1+\varepsilon})$.

Proof. By Proposition 7.4, the number of irreducible (or merely homogeneous) finite cyclic subgroups of $GL_d(K)$ is $O(d^{1+\varepsilon})$. Define $\psi(n) = |E_n K : K|$. As explained in the proof of Proposition 7.4, there exists $C > 0$ such that $\psi(n) \leq n \leq C \cdot \psi(n)^{1+\varepsilon}$ for all $n \geq 1$. Let $G \leq GL_d(K)$ be a non-abelian irreducible ANC group, say $|G| = 2n$. For a given $n$, there are at most 3 different isomorphism classes of such groups and therefore at most that many conjugacy classes in $GL_d(K)$. Given $G$ and $n$, the above constructions of irreducible ANC groups show that we either have $d = \psi(n)$ or $d = 2\psi(n)$. By the above estimate, the number of solutions $m \geq 1$ of either $d = \psi(m)$ or $d = 2\psi(m)$ is $O(d^{1+\varepsilon})$, which proves the claim. ♦

Given a finitely generated field extension $K/Q$, it is natural to ask for the precise number of irreducible or primitive ANC subgroups of $GL_d(K)$. However, this problem seems to be intractable even for $K = Q$. For instance, from Theorem 14.13 below, we will obtain a natural bijection between the square-free integers $n \geq 1$ with $\varphi(n) = d$ and the conjugacy classes of primitive finite cyclic subgroups of $GL_d(Q)$. It seems that determining (or merely counting) all such numbers $n$ is a difficult number theoretic problem.
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In the last chapter, we saw that for an abstract ANC group $G$ and a subfield $K$ of $\mathbb{C}$, there exists an irreducible linear group, $G(K)$ say, over $K$ with $G(K) \cong G$. Moreover, up to similarity, $G(K)$ is uniquely determined by $G$ and $K$. In the next chapter, we will characterise primitivity of $G(K)$ when $K$ is a number field. Here, we provide the technical foundations for these investigations. Specifically, in this chapter, we investigate the conditions $|E_nK : E_n/K| = p$ and $\sqrt{-1} \in E_n^+K$ which arose in primitivity testing of ANC groups (Chapter 10). All fields in this chapter are understood to be subfields of the algebraic closure $\Omega$ of $\mathbb{Q}$ in $\mathbb{C}$.

13.1. Supernatural numbers

Recall (e.g. from the theory of profinite groups [89, §2.1]) that a supernatural number is a formal product $a = \prod p^\alpha(p)$ taken over all primes, where $\alpha(p) \in \{0, 1, \ldots, \infty\}$. Of course, every natural number is supernatural. Divisibility, greatest common divisors, products, etc. of supernatural numbers are defined in the natural way, extending the corresponding notions for natural numbers. We extend the definition of $\sigma$ in §9.1 by setting $\sigma = \prod \{p : \alpha(p) > 0\}$. We also extend the $p$-adic valuation $\nu_p$ to supernatural numbers via $\nu_p(a) = \alpha(p)$. The set $S$ of supernatural numbers forms a complete lattice w.r.t. divisibility; the infimum of a set of supernatural numbers is their greatest common divisor. We write $\top = \prod p^\infty$ and thus $\gcd(\emptyset) = \top$. If $\pi$ is a set of primes and $a = \prod p^\alpha(p)$ is a supernatural number, then we define the $\pi$-part of $a$ to be $a_\pi = \prod_{p \in \pi} p^\alpha(p)$. As usual, $\pi'$ denotes the complement of $\pi$ in the set of prime numbers.

13.2. Cyclotomic families

Recall that $E_n = \mathbb{Q}(\zeta_n)$ is the $n$th cyclotomic field. Let us call a collection $I = (I_n)_{n \geq 1}$ of subfields $I_n \subset E_n$ a cyclotomic family. For a field $K \subset \Omega$, let $\Gamma^*(K) = \{d \geq 1 : K \subset I_d\}$. We define the $I$-cyclometer of $K$ to be the function $\gamma^*_K : \mathbb{N} \to S$ defined by $\gamma^*_K(n) = \gcd(\Gamma^*(K \cap E_n))$. Note that if $\gamma^*_K(n) \neq \top$, then $\Gamma^*(K \cap E_n) \subset \gamma^*_K(n) \cdot \mathbb{N}$.

13.1 Lemma. Let $I$ be a cyclotomic family. Let $n \geq 1$ and let $d \mid n$. Then the restriction map $\text{Gal}(E_nK/I_dK) \xrightarrow{\rho} \text{Gal}(E_n/I_d)$ is injective. It is surjective if and only if $d \in \Gamma^*(K \cap E_n)$. 99
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Proof. First note that $E_nK/I_dK$ and $E_n/I_d$ are Galois. Let $G = \text{Gal}(\Omega/\mathbb{Q})$, $U = \text{Gal}(\Omega/K) \unlhd G$, $N = \text{Gal}(\Omega/E_n) \unlhd G$, and $M = \text{Gal}(\Omega/I_d) \unlhd G$. Note that $I_d \subset E_n \subset E_{nd}$. By Galois theory, we obtain a commutative diagram

\[
\begin{array}{ccc}
(U \cap M)/(U \cap N) & \rightarrow & M/N \\
\downarrow \cong & & \downarrow \cong \\
\text{Gal}(E_nK/I_dK) & \rightarrow & \text{Gal}(E_n/I_d)
\end{array}
\]

where the unlabelled maps are induced by inclusions and restrictions. The map in the top row naturally factors as

\[
U \cap M \rightarrow (U \cap M)N \rightarrow M/N
\]

This proves that $\varrho$ is injective. By Dedekind’s modular law [68, 1.3.14], we have $(U \cap M)N = UN \cap M$. Hence, $\varrho$ is surjective if and only if $UN \cap M = M$ or, equivalently, $M \leq UN$. This is in turn equivalent to $K \cap E_n \subset I_d$ and thus to $d \in I'(K \cap E_n)$.

We say that a cyclotomic family $I$ is ideal if $I_n \cap E_m \subset I_{(n,m)}$ for all $n, m \geq 1$.

13.2 Lemma. Let $I$ be an ideal cyclotomic family. Then

\[ \kappa_I^K(n) = \gcd(d \mid n : d \in I'(K \cap E_n)) \]

for all $n \geq 1$.

Proof. By assumption, if $d \in I'(K \cap E_n)$, then $K \cap E_n \subset I_d \cap E_n \subset I_{(d,n)}$ whence $(d,n) \in I'(K \cap E_n)$.

That is, if $I$ is ideal, then in order to determine $\kappa_I^K(n)$, we only need to consider the finitely many divisors of $n$.

13.3. Regular cyclotomic families

We say that a cyclotomic family $I$ is regular if $I_n \cap I_m \subset I_{(n,m)}$ for any $n, m \geq 1$; if the stronger condition $I_n \cap I_m = I_{(n,m)}$ always holds, then $I$ is strongly regular. If $I_d \subset I_n$ whenever $d \mid n$, then $I$ is isotonic.

13.3 Lemma. Let $I$ be a cyclotomic family. Then $I$ is strongly regular if and only if it is regular and isotonic.

Proof. Let $I$ be strongly regular and $d \mid n$. Then $I_d \cap I_n = I_{(d,n)} = I_d$ whence $I$ is isotonic. Conversely, let $I$ be regular and isotonic and let $n, m \geq 1$. By regularity, we have $I_n \cap I_m \subset I_{(n,m)}$. On the other hand, since $(n, m)$ divides $n$ and $m$, we also have $I_{(n,m)} \subset I_n \cap I_m$. 
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13.4 Examples.

(i) It is well-known that $E = (E_n)_{n \geq 1}$ is strongly regular; see [34] Satz 11.14.

(ii) We will see in §13.5 that $E^\pm = (E^\pm_n)_{n \geq 1}$ (see §8.1 for a definition) is regular. Also, $E^+$ is strongly regular but $E^-$ is not.

(iii) If $L \subset \Omega$ is any subfield and $I$ is a (strongly) regular cyclotomic family, then $L \cap I = (L \cap I_n)_{n \geq 1}$ is a (strongly) regular cyclotomic family too.

13.5 Lemma. Let $I$ be a regular cyclotomic family. Let $n \geq 1$ with $\kappa_I^E(n) \neq \top$. Then $\kappa_I^E(n) = \min(I^*(K \cap E_n))$, the minimum being taken with respect to the usual ordering of $N$.

Proof. Write $D = I^*(K \cap E_n)$. Let $d, e \in D$. Then $K \cap E_n \subset I_d \cap I_e \subset I_{(d,e)}$ and therefore $(d,e) \in D$. Since $\kappa_I^E(n) = \gcd(F)$ for some finite $F \subset D$, we conclude that $\kappa_I^E(n) \in D$ whence minimality follows immediately. ♦

13.6 Lemma. Let $I$ be a strongly regular cyclotomic family. Suppose that $\kappa_I^E(n) \neq \top$. Then $I^*(K \cap E_n) = \kappa_I^E(n) \cdot N$.

Proof. Let $n \geq 1$ be divisible by $d = \kappa_I^E(n)$. Since $I$ is regular, $d \in I^*(K \cap E_n)$ (Lemma 13.5). As $I$ is isotonic, $K \cap E_n \subset I_d \subset I_n$ and thus $n \in I^*(K \cap E_n)$. We mentioned the other inclusion in §13.2. ♦

13.4. Multiplicative cyclotomic families

Let $I$ be a cyclotomic family. We say that $I$ is multiplicative if $I_{nm} = I_n I_m$, whenever $(n,m) = 1$. In this case, $I$ is completely determined by all $I_p^\alpha$, where $p$ is a prime and $\alpha > 0$. Conversely, given $I_p^\alpha \subset E_p^\alpha$ for all primes $p$ and $\alpha > 0$, there exists a unique extension to a multiplicative cyclotomic family.

In this section, we will prove the following.

13.7 Lemma. Let $I$ be a multiplicative cyclotomic family, $\pi$ be a set of primes, and $n, m \geq 1$. Then $I_n \cap I_m = (I_{n_\pi} \cap I_{m_\pi})(I_{n_\pi'} \cap I_{m_\pi'})$.

We will give a proof below after recalling some elementary facts from Galois theory. The following is well-known, although part (ii) is not usually spelled out explicitly in the literature.

13.8 Proposition. Let $K \subset E \subset \Omega$ and $K \subset F \subset \Omega$ be subfields such that $E/K$ and $F/K$ are finite Galois and such that $E \cap F = K$. Let $\Gamma = \text{Gal}(EF/K)$, $G = \text{Gal}(E/K)$, and $H = \text{Gal}(F/K)$.

(i) ([18] Thm VI.1.14) The extension $EF/K$ is Galois and the map $\Gamma \to G \times H$ induced by restrictions is an isomorphism.
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(ii) Identify $\Gamma$ with $G \times H$ via (i). Then the diagram

\[
\begin{array}{ccc}
\text{subgroups of } G & \xrightarrow{U \mapsto U^\Gamma} & \text{intermediate fields of } E/K \\
\downarrow U \mapsto U \times H & & \downarrow & \\
\text{subgroups of } \Gamma & \xrightarrow{\Lambda \mapsto (EF)^\Lambda} & \text{intermediate fields of } EF/K
\end{array}
\]

commutes. Of course, the roles of $E$ and $F$ can be interchanged.

Proof.

(ii) The identification $\Gamma = G \times H$ takes the following explicit form: each $\sigma \in G$ admits a unique extension $\tilde{\sigma} \in \Gamma$ which acts trivially on $F$. We then have $\tilde{\sigma} = (\sigma, 1)$. In the same way, $H$ is embedded into $\Gamma$. Note that, by construction, the restriction of $(\sigma, \tau) \in \Gamma$ to $E$ is $\sigma$.

Write $L = EF$. Clearly, $E \subset L^{1 \times H}$. By Galois theory, we have $|L : L^{1 \times H}| = |H|$. Using (i), we see that $|H| = |L : E|$ and therefore $E = L^{1 \times H}$.

Now let $U \leq G$. Then $L^{U \times H} = (L^{1 \times H})^{U \times 1} = E^U$. ✷

13.9 Corollary. Let $K \subset \mathcal{E} \subset \Omega$ and $K \subset \mathcal{F} \subset \Omega$ be subfields such that $\mathcal{E}/K$ and $\mathcal{F}/K$ are finite Galois and $\mathcal{E} \cap \mathcal{F} = K$. Let $K \subset E_i \subset \mathcal{E}$ and $K \subset F_i \subset \mathcal{F}$ be further subfields for $i = 1, 2$. Then $E_1 F_1 \cap E_2 F_2 = (E_1 \cap E_2)(F_1 \cap F_2)$.

Proof. Let $\Gamma = \text{Gal}(\mathcal{E}/K)$, $G = \text{Gal}(\mathcal{E}/K)$, and $H = \text{Gal}(\mathcal{F}/K)$. Identify $\Gamma = G \times H$ as in Proposition 13.8. Let $U_i \leq G$ belong to $E_i$ and let $V_i \leq H$ belong to $F_i$. By Proposition 13.8(ii), the subgroups of $\Gamma$ belonging to $E_i$ and $F_i$ (regarded as intermediate fields of $\mathcal{E}/\mathcal{F}/K$) are $U_i \times H$ and $G \times V_i$, respectively. The subgroup of $\Gamma$ belonging to $E_1 F_1 \cap E_2 F_2$ is therefore $(U_1 \times V_1, U_2 \times V_2) = (U_1, U_2) \times (V_1, V_2) = ((U_1, U_2) \times H) \cap (G \times \{V_1, V_2\})$, which belongs to $(E_1 \cap E_2)(F_1 \cap F_2)$. ✷

Proof of Lemma 13.7. Set $K = \mathbb{Q}$, $E_1 = \mathbf{I}_{m^*}$, $E_2 = \mathbf{I}_{m\lambda}$, $\mathcal{E} = \mathbf{E}_{(nm)\pi}$, $F_1 = \mathbf{I}_{m^*}$, $F_2 = \mathbf{I}_{m\lambda}$, and $\mathcal{F} = \mathbf{E}_{(nm)\pi}$. Now apply Corollary 13.9. ✷

13.10 Corollary. Let $\mathbf{I}$ be a multiplicative cyclotomic family. Then $\mathbf{I}$ is regular.

Proof. If $p$ is a prime and $\alpha, \beta \geq 0$, then clearly $\mathbf{I}_p^\alpha \cap \mathbf{I}_p^\beta \subset \mathbf{I}_{p^{\min(\alpha, \beta)}}$. The claim now follows from Lemma 13.7. ✷

13.5. Facts on $\mathbf{E}^\pm$

By construction, the cyclotomic families $\mathbf{E}^+$ and $\mathbf{E}^-$ are multiplicative; indeed, $\mathbf{E}_{2^j m}^\pm = \mathbf{E}_{2^j}^\pm \mathbf{E}_m^\pm$ for odd $m \geq 1$.

Let $j \geq 3$. The three involutions in $\text{Gal}(\mathbf{E}_{2^j} / \mathbb{Q}) \cong (\mathbb{Z}/2^j)\times$ are $\zeta_{2^j} \mapsto -\zeta_{2^j}$, $\zeta_{2^j} \mapsto \zeta_{2^j}^{-1}$, and $\zeta_{2^j} \mapsto -\zeta_{2^j}^{-1}$. The corresponding fixed fields are $\mathbf{E}_{2^{j-1}}$, $\mathbf{E}_{2^j}^+$, $\mathbf{E}_{2^j}$, and $\mathbf{E}_{2^j}^-$, respectively, and these are precisely the maximal subfields of $\mathbf{E}_{2^j}$. By going through the subgroup lattice of $(\mathbb{Z}/2^j)\times$, we see that the subfield lattice of $\mathbf{E}_{2^j}$ is as shown in Figure 13.1. We can thus read off the following.
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![Subfield lattice of $E_{2j}$ for $j \geq 3$](image)

Figure 13.1. The subfield lattice of $E_{2j}$ for $j \geq 3$

13.11 Lemma. Let $1 \leq i < j$.

(i) $E_{2i}^+ \cap E_{2j}^+ = E_{2i}^+ \cap E_{2j}^- = E_{2i}^+$.

(ii) $E_{2i}^- \cap E_{2j}^- = E_{2i}^- \cap E_{2j}^+ = E_{2i-1}^+$.

(iii) $E_{2i}^+ \cap E_{2i}^- = E_{2i-1}^+$.

(iv) $E_{2i}^- \cap E_{2j}^+ = E_{2i}^- \cap E_{2j}^- = E_{2i}^+$.

Together with Lemma 13.7, we thus obtain the following.

13.12 Corollary. Let $n, m \geq 1$.

(i) $E_n^+ \cap E_m^+ = E_n^+ \cap E_m^- = E_{(n,m)}^+$.

(ii) $E_n^+ \cap E_m^- = \begin{cases} E_{(n,m)/2}^+, & 0 < \nu_2(m) \leq \nu_2(n) \\ E_{(n,m)}^+, & \text{otherwise} \end{cases}$

(iii) $E_n^- \cap E_m^- = \begin{cases} E_{(n,m)/2}^+, & 0 \neq \nu_2(n) \neq \nu_2(m) \neq 0 \\ E_{(n,m)}^-, & \text{otherwise} \end{cases}$

(iv) $E_n^- \cap E_m^- = \begin{cases} E_{(n,m)}^-, & \nu_2(n) \geq \nu_2(m) \\ E_{(n,m)}^+, & \text{otherwise} \end{cases}$

In particular, we see that $E^+$ is strongly regular and ideal while $E^-$ has neither of these properties (but it is regular).

103
13. Cyclotomic families

13.6. Cyclometers for \( E \) and \( E^\pm \)

Let \( K \subset \Omega \) be a subfield. We write \( \kappa_K = \kappa_E^\oplus \), \( \mathcal{D}_K^\oplus(n) = (E^\oplus)^r(K \cap E_n) = \{d \geq 1 : K \cap E_n \subset \mathbb{F}_d\} \), and \( \mathcal{D}_K^\oplus(n; i) = \{d \in \mathcal{D}_K^\oplus(n) : d \equiv i \mod 2\} \), where \( \omega \in \{+, -, 1\} \).

We now give arithmetical descriptions of these sets.

13.13 Proposition. Let \( n \geq 1 \).

1. If \( \mathcal{D}_K^\oplus(n) \neq \emptyset \), then \( \mathcal{D}_K^\oplus(n) = \kappa_K^\oplus(n) \cdot N \), where \( \omega \in \{+, -\} \).

2. If \( d \in \mathcal{D}_K(n) \), then \( (d, n) \in \mathcal{D}_K(n) \) or \( 2(d, n) \in \mathcal{D}_K(n) \).

3. If \( \mathcal{D}_K(n+1) \neq \emptyset \) but \( \mathcal{D}_K(n) \neq \emptyset \). Then \( 8 \mid \kappa_K(n) \) and \( \mathcal{D}_K(n) = \kappa_K(n) \cdot (2N - 1) \). Furthermore, \( \kappa_K(n) = \gcd(d \in \mathcal{D}_K(n) : d \mid n) \).

4. Suppose that \( \mathcal{D}_K(n) \neq \emptyset \). Then \( \mathcal{D}_K(n; 0) = 2 \cdot \mathcal{D}_K^\oplus(n) \subset \mathcal{D}_K^\oplus(n; 0) \). If \( \kappa_K(n) \) is even, then \( \kappa_K^\oplus(n) = 2 \kappa_K^\oplus(n) \), otherwise \( \kappa_K(n) = \kappa_K^\oplus(n) \) and therefore \( \kappa_K(n) = \kappa_K^\oplus(n) \).

Proof. We freely use Corollary \[13.12\]

1. This follows from the strong regularity of \( E \) and \( E^\oplus \) via Lemma \[13.6\].

2. \( K \cap E_n \subset E_d \cap E_n \) which is either equal to \( E_{(d, n)}^\ominus \) or to \( E_{(d, n)}^{\ominus} \subset E_2^{(d, n)} \).

3. This is obvious since \( E_d = E_d^{\ominus} \) for odd \( d \geq 1 \).

4. Let \( d, e \in \mathcal{D}_K(n) \), i.e. \( K \cap E_n \subset E_d \cap E_e \). Then \( E_d \cap E_e \) is not of the form \( E_f^\oplus \) for any \( f \geq 1 \) whence \( \nu_2(d) = \nu_2(e) \geq 3 \). It follows that \( (d, e) \in \mathcal{D}_K^\ominus(n) \). We conclude that \( \kappa_K^\ominus(n) \in \mathcal{D}_K^\ominus(n) \) is divisible by 8 and that \( \mathcal{D}_K(n) \subset \kappa_K(n) \cdot (2N - 1) \). If \( r \geq 1 \) is odd, then \( E_{\kappa_K(n)}^\ominus \subset E_{\kappa_K(n)}^\ominus \) which gives the other inclusion. Finally, if \( d \in \mathcal{D}_K(n) \), then

\[
K \cap E_n \subset E_n \cap E_d^\ominus = \begin{cases} E_{(d, n)}^\ominus, & \nu_2(d) \geq \nu_2(d) \\ E_{(d, n)}^\ominus, & \text{otherwise.} \end{cases}
\]

Since \( \mathcal{D}_K^\ominus(n) = \emptyset \), we are in the first case. Therefore, \( (d, n) \in \mathcal{D}_K(n) \).

5. Write \( e = \kappa_K^\oplus(n) \) and let \( d \in \mathcal{D}_K(n; 0) \). Then \( K \cap E_n \subset E_d^\ominus \cap E_n^\ominus = E_f^\oplus \), where \( f = (d, e)/2 \) if \( \nu_2(e) \geq \nu_2(d) \) and \( f = (d, e) \) otherwise. By minimality of \( e \) (Lemma \[13.5\]) and since \( d \) is even, we conclude that \( f = e \mid d \) and \( \nu_2(d) \geq \nu_2(e) \). Therefore, \( 2e \mid d \) and thus \( \mathcal{D}_K(n; 0) \subset 2 \kappa_K^\oplus(n) \cdot N = 2 \mathcal{D}_K(n) \) by (i). Conversely, let \( d \geq 1 \) with \( 2e \mid d \). Then \( K \cap E_n \subset E_f^\ominus \subset E_d^\ominus \subset E_n^\ominus \), whence \( 2 \mathcal{D}_K^\ominus(n) \subset \mathcal{D}_K^\ominus(n; 0) \). The final claim follows from (i), (iii), and what has just been proved.

\[ \blacksquare \]
Extending the notion of supernatural numbers, we may consider formal products
\[ a = \prod_p p^{a(p)}, \]\nwhere \( p \) is a prime and \( a(p) \in \mathbb{Z} \cup \{\infty\} \). Such objects (we might call them “superrational numbers”) arise as formal quotients of supernatural numbers by natural numbers (whenever the division makes sense). We let \( \|a\| = \prod_p p^{\max(a(p),0)} \).

13.14 Corollary. Let \( d \mid n, \circ \in \{+,-,\} \), and let \( \text{Gal}(E_nK/E_d^nK) \xrightarrow{\varrho} \text{Gal}(E_n/E_d^n) \) be the restriction map.

(i) If \( \circ \in \{+,-\} \), then \( \varrho \) is surjective if and only if \( \kappa_K(n) \mid d \).

(ii) If \( \circ \in \{-\} \), then \( \varrho \) is surjective if and only if

(a) \( \kappa_K(n) \mid \|d/2\| \), or

(b) \( \kappa_K(n) \mid d, \kappa_K(n) \nmid d/2, \) and \( \kappa_K(n) = \top \).

Proof. We use Lemma 13.1. The first part is immediate from Proposition 13.13(i).

Note that (a) and (b) in (ii) are mutually exclusive. Suppose that \( \kappa_K(n) = \top \). By Proposition 13.13(iv), \( D_K(n) \) consists precisely of those multiples of \( \kappa_K(n) \) which are odd (if any) and arbitrary multiples of \( 2 \kappa_K(n) \). Hence, if \( d \geq 1 \), then \( d \in D_K(n) \) if and only if \( 2 \kappa_K(n) \mid d \) (for \( d \) even) or \( \kappa_K(n) \mid d \) (for \( d \) odd). This is equivalent to \( \kappa_K(n) \mid \|d/2\| \).

If \( \kappa_K(n) = \kappa_K(n) = \top \), then neither (a) nor (b) can be satisfied and \( \varrho \) is not surjective. Suppose that \( \kappa_K(n) = \top \neq \kappa_K(n) \) so that Proposition 13.13(iv) applies. In particular, \( \kappa_K(n) \) is necessarily even. If \( d \geq 1 \), then \( d \in D_K(n) \) if and only if \( \kappa_K(n) \mid d \) and \( d/\kappa_K(n) \) is odd. Clearly, the latter condition can be replaced by \( \kappa_K(n) \mid d/2 \).

13.7. Cyclometers over number fields

In this section, let \( K \) be a number field.

**Periodicity.** For any \( n \geq 1 \), the intersection \( K \cap E_n \) is a subfield of the maximal abelian subfield \( K^{ab} \) of \( K \). By the Kronecker-Weber theorem [59, Thm V.1.10], there exists \( c \geq 1 \) such that \( K^{ab} \subset E_c \). Recall that the smallest possible value of such a \( c \) is known as the **conductor** of \( K^{ab} \). By the following, \( \kappa_K^I \) is “periodic” for every cyclotomic family \( I \).

13.15 Proposition. Let \( I \) be a cyclotomic family. Then \( \kappa_K^I(n) = \kappa_K^I(\gcd(n,c)) \) for all \( n \geq 1 \).

Proof. \( K \cap E_n = K \cap E_n \cap E_c = K \cap E_{(n,c)} \).
Computing with $E$ and $E^\pm$. Let $\circ \in \{+, -, \}$. Using Lemma 13.2 and Proposition 13.13(ii), we see that in order to test if $\mathcal{D}_K(n)$ is empty, it suffices to test if any of the finitely many divisors of $2n$ belongs to it. If $\mathcal{D}_K(n)$ is found to be non-empty, then the precise value of $\mathcal{X}_K^0(n)$ can be computed using Lemma 13.2 and Proposition 13.13(iii)-(v). By Proposition 13.15 it suffices to compute $\mathcal{X}_K^0(n)$ for the divisors of the conductor of $K^{ab}$. It follows that $\mathcal{X}_K^0$ is a finite object.

13.8. Applications

Let $K$ be a number field. The main results of this chapter are the following two corollaries; they provide equivalent characterisations of the conditions $|E_nK : E_{n/p}K| = p$ and $\sqrt{-1} \in E_n^\pm K$ in terms of cyclometers. As mentioned above, these two conditions are related to primitivity of linear ANC groups.

13.16 Corollary. Let $p$ be a prime and let $p \mid n$. Then $|E_nK : E_{n/p}K| = p$ if and only if $p^2 \mid n$ and $p \mid \frac{n}{\mathcal{X}_K(n)}$.

Proof. If $p^2 \nmid n$, then $|E_nK : E_{n/p}K| \leq p - 1$. Now apply Corollary 13.14(i) with $d = n/p$; recall that $\mathcal{X}_K(n) \mid n$.

13.17 Corollary. Let $4 \mid n$.

(i) The following are equivalent: $\sqrt{-1} \notin E_n^\pm K$, $\mathcal{X}_K^+(n) \mid n$, and $\mathcal{X}_K^+(n) \neq \top$.

(ii) $\sqrt{-1} \notin E_n^- K$ if and only if

(a) $\mathcal{X}_K^+(n) \mid n/2$, or

(b) $\mathcal{X}_K^-(n) \mid n$, and $\mathcal{X}_K^+(n) \nmid n/2$.

Proof. Since $4 \mid n$, we have $E_n = E_n^\pm (\sqrt{-1}) \neq E_n^\pm$. Thus, $|E_nK : E_n^\pm K| = 2$ is equivalent to $\sqrt{-1} \notin E_n^\pm K$. But it is also equivalent to the restriction map $\text{Gal}(E_nK/E_n^\pm K) \to \text{Gal}(E_n/E_n^\pm K)$ being surjective. Note that since $E^\pm$ is ideal, if $\mathcal{X}_K^+(n) \neq \top$, then $\mathcal{X}_K^+(n) \mid n$ by Lemma 13.2. Now apply Corollary 13.14 with $d = n$. This proves (i) and also (ii) provided that we add the extra condition $\mathcal{X}_K^+(n) = \top$ to (b). To complete the proof, we show that if (b) is satisfied and $\mathcal{X}_K^+(n) \neq \top$, then (a) is satisfied too. Recall from Proposition 13.13(v) that $\mathcal{X}_K^+(n) = 2 \mathcal{X}_K^+(n)$ if $\mathcal{X}_K^+(n)$ is even and $\mathcal{X}_K^+(n) = \mathcal{X}_K^+(n)$ otherwise. Suppose that $\mathcal{X}_K^+(n)$ is odd. Then $\mathcal{X}_K^-(n) = \mathcal{X}_K^+(n)$ is odd and $\mathcal{X}_K^-(n) \mid n$ implies that $\mathcal{X}_K^-(n) \mid n/2$, contradicting our assumption that (b) holds. Therefore, $\mathcal{X}_K^+(n)$ is even and $2 \mathcal{X}_K^+(n) \mid n$ which gives $\mathcal{X}_K^+(n) \mid n/2$. ✷
14. Primitive ANC groups over number fields

Let $G$ be an ANC group and let $K$ be a number field. By Proposition 12.1, there exists an irreducible linear group $G(K)$ over $K$ with $G \cong G(K)$; furthermore, $G(K)$ is uniquely determined up to similarity. A natural question to ask is the following: given $K$, for which $G$ is $G(K)$ primitive? In this chapter, we combine results from Chapters 8–10 and 12–13 to obtain number-theoretic conditions (involving cyclometers) which characterise precisely when $G(K)$ is primitive for given $G$ and $K$. In the special case that $K$ is a cyclotomic field, these conditions simplify drastically, leading to a complete list of those ANC groups $G$ such that $G(K)$ is primitive (Theorem 14.13).

Unless otherwise indicated, fields in this chapter are subfields of the algebraic closure of $\mathbb{Q}$ in $\mathbb{C}$, and $K$ is a number field.

14.1. The cyclic case

For a supernatural number $a$, define $\hat{a} = a \cdot \prod \{p \text{ prime} : \nu_p(a) = 0\}$; in other words, $\hat{a}$ is the smallest supernatural number (w.r.t. divisibility) which is divisible by $a$ and all primes. The following is elementary.

14.1 Lemma. Let $r \geq 1$ and $d \mid r$. The following are equivalent.

(i) For each prime $p$ with $p^2 \mid r$, we have $p \mid \frac{r}{d}$.

(ii) $r/d$ is square-free and $(r/d,d) = 1$.

(iii) $r \mid \hat{d}$.

Proof.

(i)→(ii): Let (ii) be false. Then, for some prime $p$, either $p^2$ divides $r/d$ or $p$ divides $(r/d,d)$. In either case, (i) is not satisfied for the given prime $p$.

(ii)→(i): Let (ii) be satisfied but (i) be violated for some $p$. Then $p$ divides $\frac{r}{p} = \frac{r}{dp} \cdot d$ but not the left factor. Hence, $p$ divides $d$ and thus also $(r/d,d)$, a contradiction to (ii).

(i)↔(iii): Statement (i) is equivalent to the following: for each prime $p$ with $\nu_p(r) \geq 2$, we have $\nu_p(r) = \nu_p(d)$. Since $\nu_p(d) \leq \nu_p(r)$, the last condition can be relaxed to $\nu_p(r) \leq \nu_p(d)$. We see that (i) is equivalent to $\nu_p(r) \leq \max(\nu_p(d),1)$ for all $p$; clearly, this simply means $r \mid \hat{d}$.

♦
The formalism of supernatural numbers allows us to give the following compact characterisation of primitivity for cyclic groups.

**14.2 Proposition.** $C_n(K)$ is primitive if and only if $n | \hat{\kappa}_K(n)$.

**Proof.** By Corollary [10.5 Proposition 10.6] and Lemma [12.3], $C_n(K)$ is primitive if and only if for each prime divisor $p | n$, we have $|E_nK : E_{n/p}K| \neq p$. The claim now follows from Corollary [13.16] and Lemma [14.1].

**14.3 Odd order cyclotomic extensions**

The following is well-known.

**14.3 Proposition ([71, Thm 5.5.1]).** Let $E/L$ and $F/L$ be algebraic extensions. If $E/L$ is Galois, then so is $EF/F$ and $\text{Gal}(EF/F) \cong \text{Gal}(E/E \cap F)$ via restriction.

**14.4 Corollary.** Let the notation be as in Proposition 14.3. Then $\text{Gal}(EF/F)$ embeds into $\text{Gal}(E/L)$ via restriction.

Below, we will make use of the following.

**14.5 Lemma.** Let $n \geq 1$. Write $n = 2^j m$ ($m$ odd) and let $p$ be an odd prime divisor of $n$. Then $|E_nK : E_{n/p}K| = p$ if and only if $|E_mK : E_{m/p}K| = p$.

**Proof.** By Corollary [14.4], $r = |E_nK : E_{n/p}K|$ divides $s = |E_mK : E_{m/p}K|$ which in turn divides $|E_{p^a} : E_{p^a-1}| < p$, where $a = \nu_p(m)$. Hence, if $r = p$, then $s = p$. Conversely, let $s = p$. Then $a \geq 2$ (for otherwise $s \leq p - 1$) and $r$ can only be 1 or $p$. Suppose, for the sake of contradiction, that $r = 1$. Then $E_mK \subset E_nK = E_{n/p}K = (E_{m/p}K)E_{2^j}$, whence $s$ divides $t = |(E_{m/p}K)E_{2^j} : E_{m/p}K|$. However, by Corollary [14.4], $t$ divides $|E_{2^j} : Q|$, which is a power of 2. This contradicts $s = p$.

**14.3. Some arithmetical conditions**

Let $n = 2^j m$, where $m$ is odd and $j \geq 2$. Consider the following conditions.

(a) $\hat{\kappa}_K(n) \neq T$.

(b) $m | \hat{\kappa}_K(m)$.

(c) $n/\hat{\kappa}_K(n)$ is odd.

(d) $K$ is totally imaginary or $m > 1$.

(e) $\text{ord}(2 \text{ mod } m) \cdot |K_p : Q_2|$ is even for all primes $p | 2$ of $K$.

Using results from preceding chapters, we may summarise major properties of these conditions as follows.
14.6 Lemma.

(i) Condition (a) is equivalent to $\sqrt{-1} \notin \mathbb{E}_n^+K$.

(ii) Condition (b) is equivalent to the following: for each odd prime divisor $p$ of $n$, $|\mathbb{E}_nK : \mathbb{E}_{n/p}K| \neq p$.

(iii) Condition (c) is equivalent to $|\mathbb{E}_nK : \mathbb{E}_{n/2}K| \neq 2$.

(iv) Conditions (b) and (c) are both satisfied if and only if $n \mid \kappa_K(n)$.

(v) If $j \geq 3$, then (d) is equivalent to $x^2 + y^2 = -1$ being soluble in $\mathbb{E}_n^+K$.

(vi) $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_n^+K$ if and only if (d) and (e) are satisfied.

(vii) If $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_n^+K$ and $p$ is an odd prime with $p^2 \mid n$, then $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_{n/p}^+K$.

Proof.

(i) Corollary 13.17(i).


(v)–(vi) Lemma 9.3.

(vii) Lemma 9.4.

14.4. Characterisations of primitivity in the non-abelian case

Let $G$ be a non-abelian ANC group of order $2n$, where $n = 2^j m$ and $m$ is odd.

14.7 Lemma. Let $A \triangleleft G(K)$ be cyclic of index 2. Let $\circ = +$ if $G_2$ is dihedral or generalised quaternion and let $\circ = -$ if $G_2$ is semidihedral.

(i) $A$ is homogeneous if and only if $\sqrt{-1} \notin \mathbb{E}_n^0K$.

(ii) Let $A$ be homogeneous. Then $A$ is irreducible if and only if $G = 1$ or $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_n^+K$.

Proof. In view of the uniqueness statement in Proposition 12.1, we may assume that $G(K)$ is given by the explicit construction from Chapter 12. Thus, $K[A] \cong_K K[a, b]$, where $a = \text{diag}(\zeta_{2^j}, \delta(G)\zeta_{2^j}^{-1}) \in \text{GL}_2(\mathbb{E}_nK)$ and $b = \text{diag}(\zeta_m, \zeta_m) \in \text{GL}_2(\mathbb{E}_nK)$; note that the isomorphism type of $K[a, b]$ does not change if $G(K)$ is rewritten over $\mathbb{E}_nK$ (if possible) since this amounts to replacing $G(K)$ by $x^{-1}G(K)x$ for a suitable $x \in \text{GL}_2(\mathbb{E}_nK)$. We see that $K[A] \cong_K (\mathbb{E}_n^0K)[a]$. The minimal polynomial of $a$ over $\mathbb{E}_n^0K$ is $X^2 - (\zeta_{2^j} + \delta(G)\zeta_{2^j}^{-1})X + \delta(G) \zeta_{2^j}$ (cf. Lemma 8.4). Thus, $K[A]$ is a field if and only if $\zeta_{2^j} \notin \mathbb{E}_n^0K$ or, equivalently, $\mathbb{E}_nK \neq \mathbb{E}_n^0K$. Since $\mathbb{E}_n = \mathbb{E}_n^0(\sqrt{-1})$, this is equivalent to $\sqrt{-1} \notin \mathbb{E}_n^0K$ which proves (i). Now let $A$ be homogeneous.
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From the description in Chapter 12, we further obtain that the degree of $G(K)$ is $2^{\ell-1}|\mathbb{E}_m K : K|$, where $\ell$ is the Schur index of the representation of $G_2$ over $\mathbb{E}_m K$ used in the construction of $G(K)$. Thus, $A$ is irreducible if and only if $\ell = 1$ which happens precisely under the conditions stated; cf. Lemmas 12.5 and 12.6.

Having characterised irreducibility of $A$ in the last lemma, we may now continue to decide primitivity of $G(K)$. The next four propositions constitute the main result of this chapter.

14.8 Proposition.

(i) If $G_2$ is dihedral, then $G(K)$ is primitive if and only if (a)–(c) hold.

(ii) If $G_2$ is generalised quaternion with $|G_2| > 16$, then $G(K)$ is primitive if and only if (a)–(d) hold.


14.9 Proposition. If $G_2 \cong Q_8$, then $G(K)$ is primitive if and only if (a), (b), (d), and (e) are satisfied.

Proof. We have $n = 4m$ and therefore $\mathbb{E}_n^+ = \mathbb{E}_m$. Hence, $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_n^+ K$ if and only if (d) and (e) are both satisfied (Lemma 14.6(vi)). By Lemma 10.9, the subgroups of index 2 in $G$ are all irreducible and they can therefore not be block stabilisers, regardless of whether $|\mathbb{E}_m K : \mathbb{E}_{m/2} K| = 2$ or not. The odd prime divisors of $n$ are covered by Proposition 10.13 and Lemma 14.6(ii).

14.10 Proposition. Let $G_2 \cong Q_{16}$. Then $G(K)$ is primitive if and only if (a), (b), (d) hold and (c) is satisfied if (e) is.

Proof. Since $8 | n$, by Lemma 14.6(v), $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_n^+ K$ if and only if (d) is satisfied. As before, none of the maximal subgroups of $G$ of odd prime index is a block stabiliser if and only if (b) is satisfied. It remains to consider a non-abelian subgroup, $H$ say, of index 2 in $G$. By Lemma 10.11 and Corollary 8.6, $H$ is a block stabiliser for $G$ if and only if $|\mathbb{E}_m K : \mathbb{E}_{m/2} K| = 2$ and $x^2 + y^2 = -1$ is soluble in $\mathbb{E}_n^{+/2} K$. The former condition is equivalent to (c) being false. Since $n/2 = 4m$ so that $\mathbb{E}_n^{+/2} = \mathbb{E}_m$, the latter condition is equivalent to (d) and (e) being true. Hence, primitivity of $G$ is equivalent to (a), (b), (d), and “(c) or not (e)” being true. This gives the condition stated.

14.11 Proposition. Let $G_2$ be semidihedral. Then $G(K)$ is primitive if and only if (b)–(c) hold and $\mathbb{E}_K(n) \mid n$.

Proof. This is a consequence of Proposition 10.13, Corollary 13.17, Lemma 14.7, Lemma 14.6(ii)–(iv), and the following two observations. First, if $n \mid \mathbb{E}_K(n)$, then $\mathbb{E}_K(n) \mid n/2$. Indeed, suppose that $\mathbb{E}_K(n) \mid n/2$. Then $\mathbb{E}_K(n) \mid n/2$ and thus $\nu_2(\mathbb{E}_K(n)) \leq \nu_2(n/2)$. As $8 \mid n$, we obtain $\nu_2(\mathbb{E}_K(n)) \leq \nu_2(n/2) < \nu_2(n)$ and so
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Let \( G \) be a group. Second, if \( n \) divides \( \overline{\kappa}_K(n) \) and \( \kappa_\hat{K}(n) \), then \( n/\overline{\kappa}_K(n) \) is odd. For \( 8 \) divides \( n \), implies that \( v_2(n) \leq v_2(\overline{\kappa}_K(n)) = v_2(\kappa_\hat{K}(n)) \leq v_2(n) \) whence \( n/\overline{\kappa}_K(n) \) is odd. As \( \kappa_\hat{K}(n) \) \( \kappa_\hat{K}(n) \), we conclude that \( n/\overline{\kappa}_K(n) \) is odd.

14.12 Remark. Primity of the Sylow \( p \)-subgroups of the general linear groups over arbitrary fields has been investigated in [50, 15]. In the case of 2-groups above, there is an unavoidable overlap between the techniques used here and those used in the sources just cited. For instance, the field invariants used in [50] are concerned with the inclusions of the fields \( E_n \) and \( E^n_2 \) in the ground field. In our approach, these fields enter (in a different way) via the cyclometers \( \kappa_K \) and \( \kappa_\hat{K} \).
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In this section, we apply the above results to give a precise description of the ANC groups \( G \) such that \( G(E_r) \) is primitive. Since \( E_r = E_{2r} \) for odd \( r \), we may assume that \( r \neq 2 \) mod 4.

14.13 Theorem. Let \( r \neq 2 \) mod 4. A complete list (up to isomorphism) of those ANC groups \( G \) such that \( G(E_r) \) is primitive is given by the following.

(i) \( C_n \), where \( n \) divides \( \hat{r} \).

(ii) \( Q_8 \times C_m \), where \( m \) and \( r \) are odd, \( m \) divides \( \hat{r} \), \( rm > 1 \), and \( \text{ord}(2 \text{ mod } rm) \) is even.

(iii) \( Q_{16} \times C_m \), where \( m \) and \( r \) are odd, \( m \) divides \( \hat{r} \), \( rm > 1 \), and \( \text{ord}(2 \text{ mod } rm) \) is odd.

Proof. Using the properties of the cyclotomic families \( E \) and \( E^\pm \) described in Chapter [13], we see that

\[
\kappa_{E_r}(n) = \begin{cases} (r, n), & (r, n) \equiv 0, 1, 3 \text{ mod } 4, \\ (r, n)/2, & (r, n) \equiv 2 \text{ mod } 4 \end{cases}
\]

and

\[
\kappa_{E_r}^\pm(n) = \begin{cases} (r, n), & (r, n) \equiv 1, 3 \text{ mod } 4, \\ (r, n)/2, & (r, n) \equiv 2 \text{ mod } 4, \\ \top, & (r, n) \equiv 0 \text{ mod } 4 \end{cases}
\]

for any \( n \geq 1 \). In particular, \( \kappa_{E_r}(n) = (\overline{r}, n) \) and

\[
\kappa_{E_r}^\pm(n) = \begin{cases} (\overline{r}, n), & (r, n) \equiv 1, 2, 3 \text{ mod } 4, \\ \top, & (r, n) \equiv 0 \text{ mod } 4 \end{cases}
\]

for any \( n \geq 1 \).

Given any \( r, n \geq 1 \), we have \( n \) divides \( (\overline{r}, n) \) if and only if \( n \) divides \( \hat{r} \). Indeed, since \( (r, n) \) divides \( r \), we have \( (r, n) \) divides \( \hat{r} \). Thus, if \( n \) divides \( (r, n) \), then \( n \) divides \( \hat{r} \). Conversely, let \( n \) divides \( \hat{r} \). Then
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\( n = (\hat{r}, n) \) which divides \((\hat{r}, n)\). We now consider primitivity of \( C_n(E_r) \). Using the above description of \( \kappa_{E_r} \) and \ref{14.1} we see that \( C_n(E_r) \) is primitive if and only if \( n \mid (\hat{r}, n) \). We have just seen that this is equivalent to \( n \mid \hat{r} \).

Let \( G \) be a non-abelian ANC group of order \( 2n \), where \( n = 2^j m \) (\( m \) odd, \( j \geq 2 \)). We now investigate the conditions determining primitivity of \( G(E_r) \) from \ref{14.3} (with \( K = E_r \)). The above description of \( \kappa_{E_r}^\pm \) and the introductory comment of the preceding paragraph show the following: condition (a) is equivalent to \( 4 \nmid r \), condition (b) is equivalent to \( m \mid \hat{r} \), and conditions (b) and (c) are both satisfied if and only if \( n \mid \hat{r} \). Hence, if (b)–(c) are satisfied, then (a) is false. This rules out primitivity of \( G(E_r) \) if \( G_2 \) is dihedral or quaternion with \( |G_2| > 16 \) by Proposition \ref{14.8}. Similarly, the case that \( G_2 \) is semidihedral is ruled out by Proposition \ref{14.11} since \( \kappa_{E_r}^\pm(n) = \kappa_{E_r}(n) = 1 \) whenever (b)–(c) are satisfied.

The case \( G_2 \cong Q_8 \) is now easily treated. Recall that for any odd \( s \geq 1 \), the degree of the \( s \)th 2-adic cyclotomic field over \( \mathbb{Q}_2 \) is precisely \( \text{ord}(2 \text{ mod } s) \) \cite[Prop. 3.5.18]{13}. By Corollary \ref{9.7} we have \( \text{ord}(2 \text{ mod } rm) \equiv \text{ord}(2 \text{ mod } r) \text{ mod } 2 \). Note that by (a) and since \( r \neq 2 \text{ mod } 4 \), \( r \) has to be odd in order for \( G(E_r) \) to be primitive. It remains to consider the case \( G_2 \cong Q_{16} \). Again, \( r \) has to be odd by (a). We therefore have \( \kappa_{E_r}(n) = (n, r) \) whence \( n \text{/} \kappa_{E_r}(n) \) is necessarily even. Therefore, condition (c) is never satisfied. Thus, primitivity of \( G(E_r) \) is equivalent to (a), (b), (d) being true and (e) being false. This leads to the conditions given.

\ref{14.14} Remark. It is shown in \cite[Thm 5]{29} that the set of odd primes \( p \) such that \( \text{ord}(2 \text{ mod } p) \) is even has Dirichlet density \( 17/24 \) (see \cite[VI, §4]{78} for a definition). In view of Corollary \ref{9.7} (c.f. the remark at the end of \cite{29}), it follows that even if \( \text{ord}(2 \text{ mod } r) \) is odd, the case (iii) in Theorem \ref{14.13} is still “asymptotically rare”. 

\( \blacksquare \)
## Notation

Maps usually act on the right. Throughout this thesis, \( K \) is a field and \( V \) is a non-trivial finite-dimensional \( K \)-vector space.

The default parent structures of objects are the natural numbers and the integers, the choice being clear from the context. For example, “let \( x \geq 0 \)” means “let \( x \in \mathbb{Z} \) with \( x \geq 0 \)”. As an exception to this rule, in “let \( \varepsilon > 0 \)”, the quantity \( \varepsilon \) is real.

### General

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 1_\text{M} &amp; identity map (on ( M )), multiplicative identity element (of ( M ))</td>
<td></td>
</tr>
<tr>
<td>( A \subset B, B \supset A ) &amp; ( A ) is a (not necessarily proper) subset of ( B )</td>
<td></td>
</tr>
<tr>
<td>( \cong, \cong_R ) &amp; ((R-)isomorphism)</td>
<td></td>
</tr>
</tbody>
</table>

### Linear algebra

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>([V : K]) &amp; dimension of ( V ) over ( K )</td>
<td></td>
</tr>
<tr>
<td>End(( M )), End_\text{R}(( M )) &amp; endomorphism ring of an ( R )-module</td>
<td></td>
</tr>
<tr>
<td>GL(( M )) &amp; unit group of End(( M ))</td>
<td></td>
</tr>
<tr>
<td>( M_d(\text{R}) ) &amp; ring of ( d \times d ) matrices over the ring ( \text{R} )</td>
<td></td>
</tr>
<tr>
<td>GL_\text{d}(\text{R}) &amp; unit group of ( M_d(\text{R}) )</td>
<td></td>
</tr>
<tr>
<td>mpol_\text{K}(\text{x}) &amp; minimal polynomial of ( \text{x} ) over ( \text{K} )</td>
<td></td>
</tr>
<tr>
<td>( \approx ) &amp; similarity</td>
<td></td>
</tr>
<tr>
<td>( g_u, g_s ) &amp; multiplicative Jordan decomposition of ( g )</td>
<td></td>
</tr>
</tbody>
</table>

### Group theory

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N \triangleleft \text{G} ) &amp; ( N ) is a (not necessarily proper) normal subgroup of ( \text{G} )</td>
<td></td>
</tr>
<tr>
<td>( \text{Z}(\text{G}) ) &amp; centre</td>
<td></td>
</tr>
<tr>
<td>( \text{G}', [\text{G}, \text{G}] ) &amp; derived subgroup</td>
<td></td>
</tr>
<tr>
<td>( \text{G}_p, \text{G}_p' ) &amp; Sylow ( p )-subgroup, ( p )-complement</td>
<td></td>
</tr>
<tr>
<td>( \langle g^p : g \in \text{G} \rangle ) &amp;</td>
<td></td>
</tr>
<tr>
<td>( \text{T}(\text{G}) ) &amp; torsion subgroup</td>
<td></td>
</tr>
<tr>
<td>( \text{class}(\text{G}) ) &amp; nilpotency class</td>
<td></td>
</tr>
<tr>
<td>( \text{exp}(\text{G}) ) &amp; exponent of ( \text{G} )</td>
<td></td>
</tr>
<tr>
<td>( \text{ord}(g) ) &amp; order of ( g )</td>
<td></td>
</tr>
<tr>
<td>( \text{A} \vartriangleleft \text{G} ) &amp; see Notation 6.1</td>
<td></td>
</tr>
<tr>
<td>( \text{C}_n ) &amp; cyclic group of order ( n )</td>
<td></td>
</tr>
<tr>
<td>( \text{D}<em>{2^k}, \text{SD}</em>{2^k}, \text{Q}_{2^k} ) &amp; dihedral, semidihedral, generalised quaternion group</td>
<td></td>
</tr>
</tbody>
</table>
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**Group actions and representations**

- \( \text{Stab}_G(x) \) stabiliser of \( x \) in \( G \)
- \( A^G \) \{ \( a \in A : ag = a \) for all \( g \in G \)\}
- \([a,g]\) \( ag - a \) or \( a^{-1}a^g \)
- \( E(\phi) \) extension corresponding to \( \phi \in \mathbb{Z}^2(G,A) \)
- \( \text{Irr}(G) \) (ordinary) irreducible characters of \( G \)
- \( K(\chi) \) character field
- \( K[\rho] \) \( K[\text{Im}(\rho)] \) where \( \rho \) is a representation

**Rings**

- \( a \triangleleft R \) \( a \) is a (not necessarily proper ideal) of \( R \)
- \( R^\times \) unit group of \( R \)
- \( (a,b,\ldots) \) ideal generated by \( a, b, \ldots; \gcd(a,b,\ldots) \)
- \( R/a \) \( R/(a) \)
- \( R_p \) localisation of \( R \) at the prime ideal \( p \triangleleft R \)
- \( R[G] \) \( R \)-algebra generated by \( G \)
- \( RG \) group ring of \( G \) over \( R \)
- \( \text{UFD} \) unique factorisation domain
- \( \text{PID} \) principal ideal domain

**Algebras**

- \( Z(A) \) centre of \( A \)
- \( L \ast_{\phi} \Gamma \) crossed product
- \( \text{Br}(K), \text{Br}(L/K) \) (relative) Brauer group
- \( [A] \) Brauer class of \( A \)
- \( \exp(A) \) exponent
- \( \left( \frac{a,b}{\pi} \right) \) quaternion algebra

**Special domains**

- \( \mathbb{Q}_p \) \( p \)-adic numbers
- \( \mathbb{F}_q \) finite field of size \( q \)
- \( \mathbb{E}_n \) \( \mathbb{Q}(\zeta_n) \)
- \( \mathbb{E}^+_n \) \( \mathbb{Q}(\zeta_2, \pm \zeta_2^{-1}, \zeta_m) \), where \( n = 2^jm, \ m \text{ odd} \)

**Field theory**

- \( \text{Gal}(L/K) \) Galois group of \( L/K \)
- \( N_{L/K} \) norm map
- \( X, T, X_1, \ldots \) indeterminates
- \( X_r, X \) the sequence \( (X_1,\ldots,X_r) \)
- \( K[\alpha] \) the ring of all \( f/g \), where \( f, g \in K[X] \) and \( g(\alpha) \neq 0 \)
- \( \zeta_n \) primitive nth root of unity over \( \mathbb{Q} \)
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**Arithmetic**
- ord($r \mod n$): order of $r + n\mathbb{Z}$ in $\mathbb{Z}/n\mathbb{Z}$
- $n$: product of the prime divisors of $n$
- $\nu_p(a)$: $p$-adic valuation of $a$
- $a_\pi$: $\pi$-part of $a$, where $\pi$ is a set of primes
- $\hat{a}$: lcm($a, 2, 3, 5, 7, \ldots$)

**Miscellaneous**
- $\vartheta(G), \delta(G)$: see §8.3
- $G(K)$: the irreducible ANC group over $K$ which is isomorphic to $G$
- $\zeta_K$: cyclometer
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