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ABSTRACT 

The occurrence of jellyfish in coastal areas, particularly in large numbers or swarms, 
can pose a significant threat to tourism and aquaculture. They can sting swimmers 
and bathers, become entangled in fishing nets, and harm and/or kill farmed fish. 
There have been many records of fish kills and large associated economic losses 
reported globally. Despite their threat, there is still quite a limited understanding of 
the mechanisms of jellyfish transport and swarming. While jellyfish primarily drift 
passively on the ocean’s currents, they also have the ability to swim with and against 
currents. However, their swimming behaviours are poorly understood, and the 
effects of their swimming on their total transport are relatively unknown. In this 
research, a jellyfish transport model was developed and used to investigate jellyfish 
transport in Killary Harbour, a fjord on the west coast of Ireland. Killary was chosen 
as a case study site as it has experienced damage and mass kills of farmed fish by 
jellyfish in recent years. 

A 3D baroclinic hydrodynamic model of Killary Harbour was developed using the 
Environmental Fluid Dynamics Code (EFDC) and was coupled with a Lagrangian 
particle-tracking module to simulate the transport of jellyfish. The particle-tracking 
model was developed to produce three different jellyfish transport models 
incorporating different transport mechanisms (1) passive drifting only, (2) passive 
drifting and diel vertical migration and (3) passive drifting, diel vertical migration, 
and horizontal swimming. Jellyfish transport predictions were compared with 
recorded movements of tagged jellies within the fjord. Tagged jelly movements 
were detected by 8 GPS receivers placed along the banks of the fjord. The 
percentage of the available number of modelled particles within each detector’s 
range was determined temporally and compared with the GPS observations.  

The jellyfish modelled as passively drifting particles agreed relatively well with the 
observed jellyfish positions in the short term, but longer term, results were mixed. 
The diel vertical migration (DVM) model offers a new approach to investigating 
jellyfish DVM behaviour in coastal waters through the use of a constant migration-
limiting threshold depth and synchronised movement with passive drift. Although 
this resulted in some improvements in performance over the passive drift model, 
the results were varied. Finally, in the horizontal swimming model, swimming 
behaviours were incorporated through a set of swim rules that govern horizontal 
swimming rates and times, while vertical swimming is implemented according to 
the DVM strategy. The main factors influencing jellyfish transport in this model were 
found to be swim speed and swim direction. The motility of jellyfish, combined with 
tidal and wind-driven currents, in the model can indeed cause particles to be 
transported in a similar manner to the observed jellyfish. However, the results also 
suggest that individual variations in jellyfish, such as size and development, may play 
a role in their transport. Overall, these investigations provide valuable insights into 
understanding jellyfish transport mechanisms and their relative contributions to 
their total transport. 
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CHAPTER 1: INTRODUCTION 

 

1.1. Jellyfish and Their Impacts 

Jellyfish are planktonic gelatinous invertebrates with more than 200 different 

species. They frequently occur along coastlines and can be found anywhere in the 

water column from the surface to the deep sea. Apart from their role in ecosystem 

functioning, they have become notable to researchers, and the public, for their 

negative impacts on maritime activities such as fisheries, tourism, and recreation. In 

recent times, they have gained much negative public attention due to beach 

closures and damage/mass kills of marine-farmed fish arising from the sudden 

occurrence of jellyfish swarms or 'blooms' (Fig 1.1) and are often considered a 

nuisance species in marine and coastal ecosystems or as indicators of ecosystem 

alteration (Doyle et al., 2014). Their tendency to form large blooms has made them 

renowned (Pitt & Lucas, 2014). Jellyfish numbers are thought to be increasing 

worldwide (Brotz et al., 2012; Mills, 2001), which would partly explain the recent 

increases in their notoriety. 

(a) 

 

(b) 

 

 

  

 

 

  

(c) 

  

  

Fig 1.1 A collage of pictures showing (a) a jellyfish bloom, (b) jellyfish sting on humans (photo 

courtesy: Google), (c) mortality and skin pathology of farmed Atlantic salmon caused by exposure 

to jellyfish (Mitchell et al., 2021). 
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Jellyfish aggregation events like swarm formation, seasonal bloom, and beach 

strandings in coastal waters have resulted in the deterioration of water quality, 

alterations within the food chain, hindrance in seawater uptake by power plants, and 

declines in tourism (Baliarsingh et al., 2020). The stinging incidents by jellyfish on 

beachgoers have had a significant impact on marine-based tourism and coastal 

recreation (Gómez & Gutiérrez-Hernández, 2020; Ruiz-Frau, 2022), which has led to 

more frequent beach closures, decreased attendance at seaside resorts, and a 

reduction in water-based activities such as swimming and surfing.  

Fish kill events or gill disorders in marine-farmed fish due to jellyfish sting toxins are 

a global problem (Purcell et al., 2007; Rodger et al., 2011). Jellyfish outbreaks can 

have a significant negative influence on the activities of fishing and aquaculture 

through damage to fish stocks (Boero, 2013; Richardson et al., 2009). Large blooms 

can pose a direct threat to the sustainability of fishing for finfish and other stocks 

(Lynam et al., 2006). They interfere with the operation of nets, thus reducing the fish 

catch and restricting the fishers’ activities, sometimes forcing them to move to 

another fishing area. These problems may result in an increase in working time and 

consequent economic losses (Nagata et al., 2009). Indirectly, large numbers of 

jellyfish can also affect fishing by competing for food with fish species of commercial 

value (Boero, 2013) and/or by preying on the eggs, larvae, and juveniles of those 

species. 

Jellyfish occurrence in Irish waters is a significant natural phenomenon, with various 

species making regular appearances along the country's coastal regions. While 

these gelatinous creatures play essential roles in marine ecosystems, their presence 

can also pose potential hazards. Ireland experiences seasonal influxes of jellyfish, 

particularly during the warmer months when favourable conditions support their 

blooms. The hazard they pose primarily stems from their ability to deliver painful 

stings, often causing discomfort and mild to moderate reactions in humans. Though 

most jellyfish stings are not life-threatening, some species found in Irish waters, such 

as lion's mane jellyfish (Cyanea capillata), can deliver more severe stings, requiring 

medical attention in certain cases. 



Chapter 1:  Introduction 

3 

 

In the summer of 2017, there was a notable increase in lion's mane jellyfish sightings 

along the west coast of Ireland (Surve, 2018). This influx prompted warnings to 

beachgoers and swimmers to be cautious and aware of the potential risks 

associated with encountering these jellyfish. Portuguese Man O' War jellyfish 

(Physalia physalis) can also be found in Irish waters. In 2016, there were reports of 

sightings of this jellyfish on beaches in counties Kerry and Clare (McSorley, 2016). 

These organisms have long tentacles that can deliver painful stings, and authorities 

issued warnings to the public about their presence. Moon jellyfish (Aurelia aurita) 

are common in Irish waters and are usually harmless to humans. However, in 2014, 

there were reports of large numbers of moon jellyfish washed up on beaches in Co. 

Donegal (Maguire, 2017). While not directly hazardous to people, their presence 

can indicate favourable conditions for jellyfish blooms, which might lead to an 

increase in other, more harmful species. In the summer of 2007, there was a 

significant increase in the abundance of mauve stinger jellyfish (Pelagia noctiluca) 

off the coast of Ireland (O’Sullivan, 2017). These jellyfish can form large swarms and 

have been known to impact tourism and aquaculture activities in affected areas. 

Compass jellyfish (Chrysaora hysoscella) are commonly found in Irish waters during 

the summer months. There were reports of numerous compass jellyfish sightings in 

Dublin Bay (Thomas K. Doyle et al., 2007). While their stings are generally not severe, 

their presence in popular swimming areas can still pose a hazard to beachgoers. In 

2012, there were reports of a large number of blue jellyfish (Cyanea lamarckii) 

washing up on beaches in Co. Waterford (Hogan, 2012). In 2018, there were reports 

of large numbers of by-the-wind sailors jellyfish (Velella velella) washing up on 

beaches along the west coast of Ireland (McLaughlin, 2021). While they are not 

dangerous to humans, their presence can indicate the presence of oceanic currents 

that may also transport other jellyfish species. Additionally, these jellyfish can impact 

local fisheries and aquaculture operations by damaging fishing gear or clogging 

nets. 

The study site selected for this research, Killary Harbour, located on the west coast 

of Ireland, is home to salmon and mussel farming and has experienced the harmful 
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impacts of jellyfish (a quantitative account of this impact will follow in the Literature 

Review chapter). This was one of the reasons for its selection as a case study.  

1.2. Jellyfish Transport, Bloom Formation, and their Modelling 

Jellyfish transport is a crucial aspect of bloom formation, as it determines how 

jellyfish move through the water and where they end up. Jellyfish use a variety of 

mechanisms to transport themselves, including passive drifting, active swimming, 

and vertical migration. Passive drifting occurs when jellyfish allow themselves to be 

carried by ocean currents, while active swimming involves using muscular 

contractions to move through the water. Vertical migration is a behaviour in which 

jellyfish move up and down in the water column, typically to follow food sources or 

avoid predators. The factors that influence jellyfish transport are numerous and 

complex. Physical factors such as ocean currents, water temperature, and salinity 

can all affect jellyfish movement, as can biological factors such as food availability, 

predation risk and light sensitivity. Jellyfish also exhibit a range of behaviours that 

can influence their transport, including phototaxis (movement towards light), 

geotaxis (movement towards gravity), and rheotaxis (movement towards water 

flow). 

Jellyfish blooms occur when large numbers of jellyfish congregate in one area. 

Once jellyfish have been transported to a specific location, they may begin to form 

a bloom. The mechanisms behind jellyfish bloom formation are complex and must 

be fully understood. Several factors have been proposed as contributors to jellyfish 

bloom formation. These include oceanographic factors such as temperature, 

salinity, and nutrient availability, as well as biological factors such as predation 

pressure and reproductive success; biophysical and mechanical forcing factors have 

received relatively less attention in the investigation. Further research is needed to 

fully understand the mechanisms behind jellyfish transport and bloom formation 

and develop effective management strategies to mitigate their impacts. 

Efforts to predict and manage jellyfish blooms require a priority focus on 

investigating strategies to identify the factors that contribute to their formation and 

understanding their respective contributions. These strategies include developing 
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technologies to detect and predict jellyfish transport mechanisms. Jellyfish blooms 

often cause significant ecological and economic damage. Understanding the 

mechanisms behind jellyfish transport and bloom formation is essential for 

predicting and managing these events, which ultimately helps to mitigate their 

ecological and economic impacts. 

The most common process-based modelling approach used to simulate jellyfish 

transport to date has been the use of a hydrodynamic model coupled with a 

Lagrangian particle tracking model where the jellyfish are simulated as passive 

drifters (e.g. David et al., 2015; Moon et al., 2010).  However, it has been shown that 

coupling behavioural and biological models with hydrodynamics can be 

advantageous in this regard (e.g. Fossette et al., 2015; Rahi et al., 2020). Depending 

on the purpose of transport and the nature of energy utilisation for the associated 

displacement, jellyfish move in the water either by the fluid force or swimming 

motility or a combination of both. Sea currents are thought to be primarily 

responsible for the movements of jellyfish, and inter-annual and/or seasonal 

variations in currents can determine the extent and timing of their blooms. Such 

information is considered valuable for modelling jellyfish spread and distribution. 

Local hydrological and weather characteristics regarding riverine discharge, 

monsoon precipitation, wind patterns, tidal currents, salinity and temperature, and 

the seasonal/annual variations of these conditions can also trigger blooms (Wei et 

al., 2015). 

Although jellyfish generally drift on the currents, they are not always passive drifters. 

They can actively swim for navigation by pulsating their bell body (Fig 1.2). Jellyfish 

motility behaviour is exhibited on purpose. Some bio-physical factors and/or bio-

behavioural features, which are thought to be highly influential for jellyfish 

swimming motility, are light-sensitive diel vertical migration (DVM), movement for 

food/nutrition/prey/mating, optimising and/or maintaining safe/preferred shelters, 

avoiding pollution and/or stress, hiding from predators, and tendency towards 

preferential physicochemical properties of water (e.g., salinity, temperature, density 

etc.). These are not mutually exclusive; they often occur in combination and are 

found to exhibit relative significance over each other on a case-by-case basis. The 
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literature suggests that jellyfish motility can help them achieve better survival, avoid 

stranding, and withstand tidal currents, thereby favouring swarms. To date, DVM has 

been the preferred motility behaviour to include in hydrodynamic models. 

 

Fig 1.2 A collage featuring a series of pictures that depict a jellyfish with floating tentacles and 

slight deformations applied to the bell, showcasing two contraction steps on the left and two 

expansion steps on the right. 

 

 

1.3. Aims and Objectives 

For the current research, it was hypothesised that the active swimming motility of 

jellyfish contributes to their net transportation, and its inclusion could improve 

transport prediction modelling. The combination of active (behavioural) and passive 

(floating or drifting) movements of jellyfish through coupling these respective 

strategies in jellyfish transport modelling could help to investigate their transport 

and dynamics more precisely. The primary aim of this research was therefore the 

development of a novel coastal biophysical model to simulate the transport and fate 

of jellyfish, which included passive drifting, diel migration, and horizontal swimming. 

This was achieved by completing the following objectives: 

1) Review the jellyfish transport and modelling literature to understand the 

primary mechanisms of jellyfish transport the modelling strategies used to 

date. 

2) Develop and validate a 3D baroclinic hydrodynamic model of the Killary 

Harbour study area to simulate circulation in the harbour. 
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3) Use Lagrangian particle tracking (LPT) to model jellyfish as free-swimming 

drifters subject to advection and diffusion only. 

4) Develop the LPT approach to incorporate the diel vertical migration (DVM) 

behaviour of the jellyfish so as to incorporate the contribution of their diel 

transport behaviour within their net transportation. 

5) Further, develop the LPT approach to incorporate horizontal swimming 

motility in their transport modelling. 

6) Using the jellyfish transport models developed in objectives 3-5 to 

investigate the contributions and relative importance of the various transport 

processes on net jellyfish transportation. 

The hydrodynamic model used for the research was the Environmental Fluid 

Dynamics Code (EFDC). EFDC can be run in a 2D or 3D model and contains an LPT 

sub-module. A field study conducted by researchers at University College Cork 

collected transport records for a number of jellyfish tagged and released within 

Killary. These data were used for comparison with model predictions. 

The spatial and temporal scales of a model can vary depending on the specific 

purpose of investigation and the availability of measured data for validation. For 

instance, a hydrodynamic model may encompass a spatial range spanning from a 

small local waterbody to a larger regional area. Similarly, the temporal scale can 

range from a day, week, month, to even years or centuries. In the particular case of 

this hydrobiological model used to investigate jellyfish transport mechanisms in the 

Killary Harbour estuary, the chosen spatial scale was focused on the estuarine level. 

This decision aligns with the typical operations of aquaculture activities in the area. 

The temporal scale of the model was intentionally chosen to align with the available 

measured data on jellyfish transport in Killary so that the model could be effectively 

used to investigate the role of different transport mechanisms operating at the inter-

tidal scale. By matching the spatial and temporal scales in this way, the model was 

better equipped to address the specific jellyfish dynamics and phenomena 
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involved, leading to more meaningful and reliable results for understanding jellyfish 

transport mechanisms in the estuary. 

In addition to tracking jellyfish in marine waters, the particle tracking approach has 

the potential for various applications, such as tracking other marine organisms (e.g. 

Pearce et al., 2011) like fish or lobsters. These species share similar motility patterns 

and may undergo diel migration, making the particle tracking method applicable to 

their modelling as well. The versatility of this biophysical modelling approach 

extends beyond just jellyfish tracking in the seas. It can be effectively utilized and 

useful for a wider range of similar studies in digital planet, sustainability research, 

bioengineering, etc. By leveraging the particle tracking approach, researchers and 

scientists can gain valuable insights into the movement and behaviour of various 

species and particles in complex environments. This valuable tool can open up new 

possibilities for understanding ecological dynamics, optimizing resource 

management, and designing innovative solutions in diverse domains. 

1.4. Thesis Outline 

The layout and content of this thesis are as follows: 

Chapter 2 presents a literature review of jellyfish transport modelling. Key findings 

from previous studies made to investigate jellyfish occurrence and distribution are 

presented. State of the art in jellyfish transport modelling investigations are 

highlighted. The research gaps that were not addressed or remained unanswered 

in the published literature are also explored. 

Chapter 3 presents the theories for the EFDC hydrodynamic model and its LPT 

drifter module. Descriptions of the equations are presented with their mathematical 

justifications. The numerical discretisation for hydrodynamic and transport solution 

schemes is presented. 

Chapter 4 describes the hydrodynamic model of Killary Harbour.  The model setup 

is presented, and the validation process is described. The chapter also presents an 

investigation of the sensitivity of the hydrodynamic circulation in Killary to the 

various forcing functions, including wind, river flow and density. 
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Chapter 5 presents the development and application of the passive drift model for 

jellyfish transportation in Killary. Technical and operational details of EFDC’s Drifter 

module and its modification and integration within the model are also described. 

Model assessment and evaluation, scenario simulations, and model sensitivity 

analyses are presented in detail. The chapter presents comparisons of modelled 

transport with observed transports of jellyfish. The observational dataset is also 

presented and analysed. 

Chapter 6 provides the details of the novel DVM model development. The light-

induced behavioural transport rules used in the modelling are described. The 

synchronised coupling of the DVM model within the passive drift and hydrodynamic 

models are also described. Simulations, analyses, and comparisons are presented. 

Chapter 7 presents the development of a novel swim model for jellyfish. Possible 

swimming behaviours of jellyfish were deduced from a comprehensive analysis of 

their observed transport in Killary. The swim rules included in the model are 

described. Rule implementation, transport processes synchronisation, and 

submodel integration are also described. Model sensitivity to swim properties and 

parameters, particle distributions and insights on transport patterns due to swim, 

and agreement of the modelled transports to the observation are analysed, 

visualised, and discussed. 

Finally, Chapter 8 presents a short summary of the research, the key conclusions and 

recommendations for possible future progression of the research. 
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CHAPTER 2: LITERATURE REVIEW 

 

2.1. Introduction 

Over the last few decades, there has been a concern that the jellyfish population has 

had dramatic spatial increases and temporal shifts in distributions. Trends exhibit 

that this concern will likely become more frequent in future. Studies show that 

jellyfish numbers have increased for years (Brotz et al., 2012; Lynam et al., 2006; Qu 

et al., 2015). Events like climate change, eutrophication, overfishing, species 

invasion, etc. are thought to be causing this increase of jellyfish in the world's oceans 

(e.g. Mills, 2001).  

The adverse consequences of increased jellyfish numbers, which are also occurring 

in greater numbers, include ecosystem alterations and damage to the fisheries and 

tourism industries (Condon et al., 2012, 2013). The deterioration of the coastal 

ocean ecosystem is supported by the evidence that there are increasing incidences 

of jellyfish blooms (Jackson et al., 2001). While global assessments of this fact are 

abundant, evidence and a composite understanding of its comprehensive 

mechanisms are still lacking. Despite the increased occurrence of bloom events, 

jellyfish are relatively less scientifically investigated and monitored than other 

marine species (Baliarsingh et al., 2020). Efforts have remained fragmented in scope 

missing synthesised information across marine ecosystems (Condon et al., 2012, 

2013). Hence, the question of how and why jellyfish populations are rising globally 

or even on a regional and local scale remains unanswered as does the question of 

how and why jellyfish blooms occur, and so this creates an opportunity for jellyfish 

transport research. Through the advent of computer modelling techniques, it is 

possible to analyse the potential transport mechanisms of jellyfish and the 

conditions that trigger jellyfish swarming to work toward an effective prediction and 

monitoring strategy. Numerical models with a Lagrangian particle-tracking 

approach are useful here as they have the potential to simulate the movements of 

jellyfish (e.g. Kimmerer et al., 2014; Qiu et al., 2010; Wei et al., 2015). 
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This chapter highlights the previous studies efforted to investigate jellyfish 

occurrence with regard to their transports. The chapter is structured as follows: 

Section 2.2 provides an overview of jellyfish characteristics, while Section 2.3 delves 

into their behaviours; Section 2.4 reviews the occurrence and consequences of 

jellyfish in coastal seas; Section 2.5 provides an overview of the latest developments 

in jellyfish prediction, including advancements in modelling techniques in line with 

incorporating the hydrodynamic factors, salinity and temperature dynamics, and 

jellyfish swimming behaviour in the modelling; and finally, Section 2.6 presents the 

conclusions drawn from the review of jellyfish and their transportation. 

2.2. Jellyfish: What are they? 

Jellyfish are mesmerizing, graceful, and enigmatic creatures which have long 

captivated the human imagination. Scientists and marine biologists have made 

significant efforts to understand the life cycle and behaviours of these otherworldly 

creatures. The physical and biological characteristics of jellyfish showcase the 

remarkable adaptability of marine life and the delicate balance of ecosystems. 

These ethereal marine invertebrates belong to the phylum Cnidaria and are 

members of the class Scyphozoa. With a history spanning over 500 million years, 

jellyfish have evolved into diverse and fascinating organisms. This section aims to 

delve into the intricate physical and biological aspects of jellyfish, shedding light on 

their appearance and the wonders of their uniqueness. 

One of the most distinctive features of jellyfish is their gelatinous, umbrella-shaped 

body, known as the bell. This bell is composed of a transparent, jelly-like substance 

called mesoglea, which gives the jellyfish its characteristic texture and flexibility. The 

mesoglea acts as a buoyancy aid, allowing jellyfish to float effortlessly in the water 

column. Jellyfish exhibit radial symmetry, which means their body is organized 

around a central point. This arrangement allows them to detect and respond to 

stimuli from all directions equally. Their symmetry is evident in the numerous 

tentacles that dangle from the bell's edge. Hanging from the bell, jellyfish possess 

long, trailing tentacles equipped with specialized cells called nematocysts. 

Nematocysts are harpoon-like structures containing venom that jellyfish use to 
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capture and immobilize their prey. When touched, these nematocysts rapidly 

discharge and deliver a paralyzing sting. 

Jellyfish exhibit a remarkable diversity in size, shape, and form, which is a testament 

to their adaptation to various marine environments. They come in a wide range of 

sizes, from tiny or minuscule to giants of the sea. Some jellyfish, like the Irukandji 

jellyfish, the Staurocladia spp. or Sarsia spp., are tiny, measuring only a few 

millimetres in bell diameter. These species often go unnoticed due to their 

diminutive size. On the other end of the spectrum, jellyfish can grow exceptionally 

large. The colossal Nomura's jellyfish (Nemopilema nomurai) is one of the largest 

known jellyfish species, with bells that can reach up to two meters in diameter and 

tentacles extending over 30 meters. The medusa form of jellyfish is the most familiar 

one, characterized by the bell-shaped, umbrella-like body. However, even within this 

category, there are several variations like dome-shaped medusae, saucer-shaped 

medusae, elongated medusae among others. Some jellyfish have a more rounded, 

dome-like bell, which gives them a distinctive appearance. An example of this shape 

is the Moon jellyfish (Aurelia aurita), a common species found in coastal waters 

around the world. Saucer-shaped medusae jellyfish have a flat, saucer-like bell with 

a pronounced rim. The Upside-down jellyfish (Cassiopea spp.) is an excellent 

example of this shape. They often lie on the seafloor with their bell facing upwards, 

exposing their photosynthetic symbiotic algae to the sunlight. Elongated medusae 

jellyfish have an elongated bell shape, which allows them to move through the water 

with greater efficiency. The Lion's Mane jellyfish (Cyanea capillata) is a prominent 

example of an elongated medusa, and its long, flowing tentacles can extend up to 

several meters.  

The tentacles of jellyfish can vary significantly in terms of structure and length. Some 

species, like the Portuguese Man o' War (Physalia physalis), have long, trailing 

tentacles equipped with powerful stinging cells. These tentacles can extend several 

meters, allowing them to capture prey and defend against predators. Other jellyfish 

have shorter and more delicate tentacles with a frilly appearance. These tentacles 

are often used for filter-feeding on plankton and small particles from the water. 
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Jellyfish coloration varies greatly, with some species exhibiting vibrant hues and 

others appearing more subdued. They can display a stunning array of patterns and 

colours on their bell, adding to their aesthetic allure. Certain species possess 

bioluminescent capabilities, producing flashes of light or glowing patterns. This 

phenomenon is especially striking in deep-sea species, where bioluminescence is 

used for attracting prey or confusing predators. Some jellyfish have striped or 

spotted patterns on their bells, providing camouflage or visual cues for mating and 

communication. The Box jellyfish (Chironex fleckeri) exhibits striking patterns on its 

bell. Many jellyfish are nearly transparent, making them almost invisible in the water. 

This transparency allows them to blend seamlessly into their surroundings, making 

it easier to surprise prey and evade predators. 

The jellyfish life cycle begins with a tiny, tubular polyp that attaches itself to the 

ocean floor or other surfaces. The polyp undergoes asexual reproduction, forming 

colonies and producing buds. The asexually produced buds eventually develop into 

the free-swimming medusa, which represents the typical jellyfish form that we 

recognize. The medusa stage is when jellyfish reach their peak mobility and can be 

seen gracefully gliding through the water. During the medusa stage, jellyfish 

engage in sexual reproduction. Males release sperm into the water, which are 

captured by females' tentacles and transferred to specialized structures for 

fertilization. Fertilized eggs develop into larvae called planulae, which eventually 

settle on the seafloor and grow into polyps, completing the life cycle. 
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Fig 2.1 An assortment of jellyfish varieties - (a) Staurocladia sp., (b) Nemopilema nomurai, (c) 

Aurelia aurita, (d) Cyanea capillata, (e) Physalia physalis, and (f) Chironex fleckeri. 

 

2.3. Jellyfish behaviours and modelling approaches  

Jellyfish swarms or blooms are mesmerizing natural phenomena where large 

numbers of jellyfish congregate in specific areas of the ocean. Transportation plays 

a crucial role in the formation of these swarms, acting as a driving factor that brings 

jellyfish together. These blooms can have significant ecological impacts, disrupting 

marine ecosystems and affecting fish populations. The reasons behind these 

population explosions are complex and often related to hydro-environmental 

factors. Several key transportation mechanisms contribute to the formation of 

jellyfish swarms. Ocean currents play a significant role in transporting jellyfish across 

vast distances. Jellyfish are predominantly passive drifters, meaning they have 

limited control over their movement and rely on the direction and speed of ocean 

currents. When favourable currents carry jellyfish larvae or adult individuals to 

specific regions, they can accumulate and form swarms in those areas. By riding 

ocean currents, they can spread due to their passive dispersal capabilities, be 

transported to distant locations, colonizing new habitats, or encountering food 

sources along the way. This process also aids in the dispersion of jellyfish larvae 
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during their early life stages. Ocean currents may also concentrate food resources, 

leading to higher jellyfish abundance. Surface winds can influence jellyfish 

transportation by creating wind-driven drift, causing them to accumulate in 

particular areas. Wind can also influence the direction and speed of ocean currents, 

indirectly impacting jellyfish movement and aggregation. Tidal movements, driven 

by gravitational forces of the moon and the sun, can create water movements that 

influence jellyfish transportation. During certain tidal cycles, water flow patterns may 

concentrate jellyfish into estuaries, bays, or near the coast, leading to the formation 

of swarms in these regions. Jellyfish movements are also influenced by oceanic 

processes like upwelling and downwelling, which can impact their transportation 

and lead to their clustering in specific areas. This phenomenon plays a crucial role 

in the formation of jellyfish swarms. 

Another important transport mechanism of jellyfish is their seasonal migrations. 

Some jellyfish species undertake seasonal migrations in response to changing 

environmental conditions, such as temperature and food availability. During these 

migrations, jellyfish may move en masse to different regions, leading to the 

formation of large swarms. For example, certain species may migrate to warmer 

waters for breeding or to follow their prey. Jellyfish exhibit diurnal (daytime) and 

nocturnal (nighttime) vertical migrations in response to changing light levels. This 

behavioural response of jellyfish is known as phototaxis, where they are attracted to, 

or repelled by, light. In response to light cues, jellyfish adjust their direction, often 

ascending toward the water's surface during the day to bask in sunlight and 

descending into deeper waters at night. During the day, they tend to stay in deeper 

waters to avoid predation, while at night, they ascend closer to the surface to feed 

on plankton and other small organisms. Another navigational strategy employed by 

jellyfish is geotaxis, which involves their response to gravity. They use specialized 

balance receptors, called statocysts, to detect changes in their orientation. This 

ability helps them maintain their desired depth in the water column. Jellyfish also 

exhibit a behaviour known as rheotaxis, where they reorient their body axis and 

swim with respect to the flow velocity field of a current. This mechanical stimulation 

by the moving water serves as a guiding factor in their transportation. By turning to 
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face into an oncoming current, jellyfish can effectively hold their position, 

preventing them from being swept downstream. This behavioural tendency allows 

jellyfish to align themselves with the current flow, reducing the energy expenditure 

during their passive drifting. By doing so, they can travel considerable distances with 

minimal effort. Rheotaxis is a crucial adaptation that enables jellyfish to navigate 

through ocean currents efficiently, contributing to their ability to form swarms and 

occupy specific areas in marine waters. Jellyfish have also been observed to exhibit 

aggregation responses, where the presence of other jellyfish can attract additional 

individuals to a particular location. This behaviour is thought to be influenced by 

chemical cues released by jellyfish or triggered by the visual presence of 

conspecifics. As more jellyfish accumulate, the aggregation effect intensifies, 

resulting in the formation of a swarm. 

Jellyfish showcase remarkable adaptations in their navigation skills, achieved 

through their distinctive pulsations and graceful undulations, enabling them to 

master the art of dancing with the currents. Central to their locomotion is the bell, 

the umbrella-shaped body that propels them through the water. Through rhythmic 

contractions and expansions of the bell, jellyfish generate water flow to propel 

themselves forward. These pulsations create a gentle and rhythmic movement, 

allowing them to navigate with efficiency. This elegant method of propulsion 

enables jellyfish to gracefully glide through marine waters, a testament to their 

ability to harmoniously interact with their environment. However, jellyfish are not 

strong swimmers and primarily rely on passive drift to move through the water. Their 

gelatinous bodies provide buoyancy, allowing them to float effortlessly with ocean 

currents. By adjusting their bell contractions and body posture, jellyfish can regulate 

their depth and direction, albeit to a limited extent.  

Jellyfish, despite their seemingly delicate and passive nature, possess remarkable 

locomotion, motility, navigation, movement, and transportation capabilities that 

have allowed them to thrive in marine waters for millions of years. Through their 

pulsations and bell contractions, they gracefully traverse the oceans, relying on 

currents and buoyancy to cover vast distances. With simple navigation mechanisms 

like phototaxis, geotaxis, and rheotaxis, they adjust their movement to optimize their 
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survival in ever-changing environments. It's essential to note that while 

transportation factors play a role in swarm formation, the specific drivers can vary 

depending on the jellyfish species, the geographic region, and the prevailing 

environmental conditions. Additionally, other factors, such as reproduction, 

predation, and food availability, can also interact with transportation mechanisms to 

contribute to the formation and dynamics of jellyfish swarms. Understanding the 

intricacies of swarm formation is essential for studying the ecological impacts and 

potential consequences of these aggregations on marine ecosystems and human 

activities. 

The transport and dispersal of jellyfish in marine waters have long fascinated 

scientists and researchers, owing to its implications on ecological dynamics, 

aquaculture, and tourism. As jellyfish populations continue to flourish and impact 

marine ecosystems, understanding their movement patterns becomes crucial for 

effective management strategies. In recent years, numerical modelling approaches 

have emerged as powerful tools to help predict jellyfish transport, offering valuable 

insights into their spatial distribution and behaviour. By harnessing the potential of 

numerical modelling, scientists and users of the ocean can make informed decisions 

for the sustainable coexistence of human activities and the enigmatic world of 

jellyfish in our oceans. 

The ability to model jellyfish locomotory behaviour allows for the representation of  

movement patterns independent of passive drifting that are crucial for 

understanding their transport dynamics within these confined and dynamic 

environments. Many jellyfish species possess the ability to control their buoyancy, 

allowing them to move vertically within the water column. For example, during flood 

tides, jellyfish might adjust their swimming behaviour to ascend in the water column, 

while during ebb tides, they might swim downward to optimize their transport within 

the estuary or fjord. Swimming motility models can simulate this behaviour, which is 

especially important in environments where density gradients are pronounced, such 

as in estuaries with varying salinity levels. Locomotory behaviour and swimming 

motility enable jellyfish to respond realistically to environmental forcing, such as 

changes in current speed, direction, and temperature.  Tidal cycles in estuaries and 
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fjords result in significant variations in water speed and direction. By incorporating 

swimming motility, models can capture how jellyfish respond to these tidal changes.  

Understanding how jellyfish locomotion and swimming motility influence their 

transport within confined water bodies has broader ecosystem implications. 

Jellyfish play critical roles as both predators and prey, and their movements can 

have cascading effects on local food webs and nutrient cycling. Accurate modelling 

of their behaviour contributes to a more comprehensive assessment of these 

ecological dynamics. In estuaries and fjords where human activities like fishing and 

aquaculture are common, knowledge of jellyfish transport, influenced by their 

locomotory behaviour, is vital for resource management and mitigating potential 

conflicts or impacts on these activities. Thus, incorporating locomotory behaviour 

and swimming motility into jellyfish transport models is essential for capturing the 

subtle responses of these organisms to their dynamic, localized environments. It 

allows researchers to gain insights into how jellyfish navigate complex currents, 

respond to tidal variations, and adapt to changing environmental conditions within 

estuaries and fjords. This understanding is not only valuable for scientific research 

but also for practical applications related to ecosystem management and 

conservation in these unique and ecologically significant habitats. 

2.4. Jellyfish Occurrence and Consequences in Coastal Seas 

Jellyfish occurrences in marine and coastal waters, whether individually, in small 

groups, as swarms or blooms, or as beach strandings, have been reported all over 

the world (e.g., Baliarsingh et al. (2020) reported jellyfish blooms in Indian coastal 

waters; Boero (2013) in the Mediterranean, Rutkowski et al. (2018) in Brazil etc.). A 

variety of natural factors (e.g., hydroclimatic) and human activities (e.g., 

translocation, habitat modification etc.) have been identified as influences on 

jellyfish distribution and occurrence in a particular place.  

The jellyfish population constitutes a large variety of species recognised group-wise 

and called by their common names. According to the review by Purcell et al. (2007), 

approximately 190 species of scyphomedusae (Arai 1997), 20 species of 

cubomedusae (Mianzan & Cornelius 1999), 840 species of hydromedusae (Boullion 
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& Boero 2000), 200 species of siphonophores (Pugh 1999) and 150 species of 

ctenophores (Mianzan 1999) have been identified so far. Due to having such a vast 

collection of jellyfish variety, the potential for further problems with their unwanted 

occurrence is very significant.  

Studies of jellyfish investigations in the literature are primarily fragmented and 

sporadic on spatial and temporal scales. These studies were inspired by their 

historical occurrence, bloom events, and consequences in the respective areas. 

There is a long history of evidence of jellyfish bloom occurrence globally. For 

instance, the presence of jellyfish blooms in the Mediterranean has been known for 

a long time, the first account being reported dating back to 1775, with some 55 

records of Pelagia noctiluca blooms being identified in the literature in the period 

1775–1987 (Goy et al., 1989). Periodic episodes of the presence of jellyfish in 

swarms were also reported in other European waters.  

Jellyfish can have a negative influence when they occur in large numbers 

(Richardson et al. 2009; Boero 2013), usually called blooms, can be deleterious to 

coastal fisheries, mariculture, tourism industries, and even swimmers and boaters 

(Tiller et al., 2014). Large blooms of jellyfish can threaten the sustainability of these 

operations, including fishing activities (Lynam et al., 2006). Purcell et al. (2007) 

highlighted the direct consequences of jellyfish blooms, such as breaking fishing 

operations, damaging aquaculture installations, competing with commercial 

mariculture species for food, and clogging tidal turbines. Jellyfish mainly damage 

aquaculture by causing fish kills and gill disorders due to their stings, but also 

indirectly through fouling of cages or net pens (Purcell et al., 2013). They even 

interfere in fishing operations by forcing the potential catch to leave a usual fishing 

area and restricting the fishers' regular activities, thereby reducing the fish catch 

(Nagata et al. 2009). Their occurrence might also be associated with production 

impacts as they compete with fish for food (Boero, 2013) and/or prey on fish larvae 

(Rutkowski et al., 2018). Jellyfish consequences with respect to fish farming in terms 

of stinging the farmed fishes and/or entangling with the farming structures are 

evident in many published literature, for example, Baxter, Rodger et al. (2011); 

Baxter et al. (2011); Bosch-Belmar et al. (2016, 2017); Doyle et al. (2008); Halsband 
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et al. (2018); Marcos-López et al. (2016); Purcell et al. (2007, 2013); Rodger et al. 

(2011); Småge et al. (2017); Towers (2014).  

Numerous fish-kill events or gill disorders due to jellyfish sting toxins in marine-

farmed fish, especially salmonids in northwest Europe, have been reported (Rodger 

et al., 2011; Purcell et al., 2007). Aquaculture operations in other regions, such as 

Asia, North America, and Australia, have also been affected (Rodger et al., 2011). 

The economic consequences of jellyfish blooms, in general, might thus be 

significant; for example, an annual loss of USD 68–205 million and USD 10 million 

was previously estimated for Korea (Kim et al., 2012) and the Gulf of Mexico 

(Graham et al., 2003), respectively. The fishing operation data in southern Brazil 

during the period 2010-2014 evidenced the occurrence of jellyfish as a bycatch in 

that area (according to the review and survey by Rutkowski et al., 2018). The coastal 

regions of the Indian Ocean also experienced jellyfish occurrence and its 

consequences. For instance, a temporary closure of Madras Atomic Power Station 

(MAPS) was reported in 1995–1996 due to the ingress of large numbers of jellyfish 

in the plant cooling system, which resulted in high revenue loss (~5.5 million Indian 

Rupees/day) (Masilamoni et al., 2000). In a survey of the plant, made later during 

2013-2014 (Kumar et al., 2017), jellyfish contributed ~95% of the total biomass 

trapped by the seawater screening. In Ireland, in 2017, swarms of jellyfish wiped out 

about 80 percent of the salmon stock from several farms in Killary Harbour and some 

10,000 fish from adjacent waters along the west coast (O’Sullivan, 2017). 

The increase of jellyfish occurrence on a seasonal or annual scale is mainly 

motivated by their transports from one place to another, which are attributed to the 

dynamics of current circulations and jellyfish motility behaviour. Jellyfish swarms or 

blooms are actualised through their transportation either by their drifting action on 

the prevailing tidal flows or their own independent movement. Scientific studies 

have been made worldwide to investigate jellyfish's transport-led occurrence. 

However, an understanding of their transport mechanisms is still limited. Despite 

the increase in reports of jellyfish blooms in many coastal regions worldwide, 

substantiating the cause-effect relationship of jellyfish occurrence remains 

challenging. One of the main difficulties lies in the fact that there are limited long-
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term findings in the literature, which would otherwise enable researchers to validate 

the increase of jellyfish in quantity in the ecosystem (Rutkowski et al., 2018). 

Moreover, the complex and dynamic nature of marine ecosystems makes it difficult 

to tease apart the many factors that contribute to jellyfish abundances, such as 

changing water temperatures, overfishing of natural predators, and nutrient 

pollution. Addressing these knowledge gaps is crucial for predicting and mitigating 

the impacts of jellyfish blooms on marine ecosystems and human activities. 

Jellyfish transportation may be driven merely by the fluid flow or in combination with 

their motility (Chapman et al., 2011). Adult jellyfish in the marine ecosystem are 

often considered weak swimmers with limited control over horizontal movement. 

According to some studies, they are primarily guided by advection, which means 

they are at the mercy of ocean currents, tides, and winds (Watson, 2006; Whitaker 

et al., 2014). As a result, they have long been thought of as passive drifters. However, 

many recent studies have shown that, in addition to their passive drifting action, the 

motility of jellyfish can also contribute to and supplement their movements (e.g. 

Chapman et al., 2011; Depra, 2015; Fossette et al., 2015; Gemmell et al., 2013; Hays 

et al., 2008; Moriarty et al., 2012; Neil & Askew, 2018; Rathi, 2014). This motility is 

achieved through the contraction of their bell-shaped bodies, which expels water 

and propels them forward. The ability to actively move through the water has 

important implications for their survival and distribution, as it allows them to seek 

out food and avoid predators. Understanding the mechanics of jellyfish movement 

is therefore crucial for predicting their behaviour and impact on marine ecosystems. 

Fossette et al. (2015) investigated and modelled the current-oriented swimming of 

jellyfish. According to them, depending on the ability and intention of jellyfish to 

overpower their passive drifting on tidal flows, they can propel themselves 

considerable distances by responding or orienting themselves counter to the 

currents. Propulsive movements of jellyfish in response to currents have been found 

to facilitate the maintenance of jellyfish swarms (confirmed by Fossette et al., 2015; 

also mentioned in Gill, 2015).  

Further to their horizontal propulsion, vertical motility is also possible. The light 

sensitivity of jellyfish (Garm & Ekström, 2010; Martin, 2002; Nilsson et al., 2005) can 
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result in vertical swimming behaviour along with horizontal movements. This 

property and the respective movement behaviour of jellyfish may be vital in the 

prediction/forecasting of jellyfish transport. Such light-sensitivity-induced 

(behavioural) transportation of jellyfish can be included within coastal 

hydrodynamic models using the Lagrangian particle tracking (LPT) approach 

(Berline et al., 2013; Chung & Craig, 2009). 

 

2.5. Jellyfish Forecasting: the State of the Art 

A relatively small number of studies have attempted to model jellyfish transport 

and/or forecast jellyfish occurrence/bloom formation. Empirical models have been 

used which have tried to match jellyfish observations to oceanographic or 

meteorological conditions, but process-based models have also been used to good 

effect. The process-based modelling approach most commonly favoured involves 

coupling a Lagrangian particle tracking model with a hydrodynamic ocean model 

or its output. 

Examples of studies using LPT modelling for jellyfish prediction include David et al. 

(2015), Dawson et al. (2005), Fossette et al. (2015), Johnson et al. (2001, 2005), Lee 

et al. (2013), Moon et al. (2010), Rahi et al. (2020), Wei et al. (2015). In such studies, 

particles released in LPT as passive drifters are assumed to represent the agent 

population to be modelled for their transportation and their movement through the 

model domain is tracked over time. However, model outcomes are highly 

dependent on the particle release information inputted in the model, such as the 

number, frequency, interval, time, location, depth, and duration of the particle 

releases (Simons et al., 2013). 

The accuracy and performance of the transport models reviewed depend on many 

external and internal factors, which can broadly be categorised under (1) the 

development of the hydrodynamic model and (2) the integration of the LPT sub-

model within the developed hydrodynamic model. There are many examples of the 

development of such a modelling framework with its corresponding configuration 

details in the literature. All these share some common ways of development; 
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however, they vary to some degree in their methods depending upon the nature of 

the modelling, selection of the numerical tool, and the sourcing of the forcings for 

input.  

Jellyfish models mostly use some established numerical modelling tools to simulate 

hydrodynamic circulations, such as the Regional Ocean Modelling System - ROMS 

(e.g., Moon et al., 2010), Princeton Ocean Model – POM (e.g., Wei et al., 2015), 

General Estuarine Transport Model - GETM (e.g., David et al., 2015), Parallel Ocean 

Climate Model – PCP/POP (e.g., Dawson et al., 2005), Gulf of Mexico circulation 

model - GOM (e.g., Johnson et al., 2001, 2005), Proudman Oceanographic 

Laboratory Coastal Ocean Modelling System – POLCOMS (e.g., Lee et al., 2013), 

CH3D Hydrodynamic Model (e.g., Li et al., 2002), and Ocean General Circulation 

Model – OGCM (e.g., Jaspers et al., 2018). 

Moon et al. (2010) describe the development of a numerical model based on ROMS 

(Shchepetkin and McWilliams, 2005), which was used to investigate jellyfish 

distribution in the East Asian Marginal Seas (EAMS). ROMS features a sigma-

coordinate terrain-following vertical coordinate system allowing a high resolution in 

the upper ocean while maintaining the bathymetry, which benefits handling the 

steep topography of the coastal oceans. The model is designed to solve the 

hydrostatic primitive equations for momentum using a split-explicit time-stepping 

scheme, which allows the barotropic and baroclinic modes to advance separately in 

time, the former being faster and the latter being slower. The advection scheme in 

the model is run on a third-order solution and biased to the upstream, which is to 

minimise dispersive errors and excessive dissipation rates for gaining smoothness, 

thereby ensuring a better resolution on a given grid. The model covered a 1/8° 

horizontal resolution domain with 30 vertical layerings.  

The model forcing data were sourced from various databases and input into the 

model. The bathymetry data were retrieved from the ETOPO5 earth topography 

database of the US Naval Oceanographic Office, the temperature and salinity data 

from the World Ocean Atlas 2001 (Stephens et al., 2002), and the climatological 

forcing data (wind stress, thermal flux) from the Comprehensive Ocean-Atmosphere 

Data Set (COADS). The freshwater river discharge at a range of 1-5×104 m3s-1 were 
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introduced in the model. Vertical mixing at the boundary layer of the ocean surface 

and interior was adopted on the nonlocal K-profile parameterisation scheme of 

Large et al. (1994) to unify varieties of unresolved processes involved, thereby 

helping to enhance the mixing at turbulent or unstable water columns. To generate 

an appropriate initial state for the model that represents the current conditions of 

the system being modelled, the model was spun up with the open boundary 

climatology for 17 model years, followed by one additional year for 2005 with the 

sea-surface wind (QuikSCAT). An LPT scheme activated on a fourth-order Runge-

Kutta numerical solution was integrated at each model timestep within the three-

dimensional current velocity fields from ROMS (computational details are described 

by Banas et al., 2009). Fifty particles per day were released constantly for a period 

of 3 months from 3m depth to the surface at two different locations (suggested by 

Yoon et al., 2008). 

Wei et al. (2015) describe the development of a jellyfish model in the Yellow and 

East China Seas (YECS) based on POM (A.F. Blumberg & Mellor, 1987). POM was 

configured horizontally after Guo (2002) with a triple nested structure with coarse-

to-fine model grid ratios of 2:1 once and 3:1 (based on RMSE and suggested by 

Spall & Holland, 1991). Such nesting ensured a higher resolution of the model by 

decreasing the grid size from 1/2° (NEST1) to 1/18° (NEST3). All three nested sub-

models were solved vertically at 21 sigma layers each. The model variables for the 

higher-resolution submodels were obtained from their immediate lower-resolution 

antecedent through spatial bilinear interpolation.  

Particles resembling virtual jellyfish were repeatedly released in the model, and their 

release was controlled by the water temperature. According to Kawahara et al. 

(2006), 13°C is the critical temperature for triggering the release. The process was 

meant to replicate the induction of scyphistoma strobilation by temperature 

dynamics and the readiness for their transport, which enabled the study to 

investigate the influence of water temperature in jellyfish dynamics. Initially, ten 

particles (considered each a super-particle representing it to be a collection of 

jellyfish with the same behaviour) were released along the west shore of the Yellow 

sea, and their gatherings at the tidal fronts (observed sites of their occurrence) were 
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tracked throughout the simulation (May to Sep 2008 and 2009), which enabled the 

study to investigate the seasonal and inter-annual variation of their numbers 

transported to the east of the release. The vertical distribution of the released 

particles in the water column was modelled through an observation-based 

probability distribution function, which was resorted to letting them migrate 

vertically and spend to a particular depth layer (sea surface, sub-surface, or near-

thermocline) on a random basis depending upon the time of the day and the depth 

of their occurrence. 

2.5.1. Hydrodynamic Factors in Jellyfish Transportation 

Any anthropogenic or natural introduction of a non-indigenous or unwanted 

species into a marine environment of particular interest (e.g. the transport of marine 

jellyfish into coastal fish farming areas) can be a potential threat to alter the native 

ecosystem (Kideys, 2002; Xian et al., 2005) and damage any economic activities 

there (Simberloff, 2000). Such introductions of jellyfish have mostly remained 

unpredictable in general (Heger & Trepl, 2003) as the biogeographic and 

hydrographic causes of their transport have been poorly known (Cowen et al., 

2000).  

Dawson et al. (2005) simulated the dispersion of moon jellyfish (Aurelia sp.) over 

multi-century time scales by a life-history incorporated global Lagrangian 

biophysical ocean model to investigate the nature, extent, and limit of their 

transport. The model was based on a steady-state seasonal circulation pattern 

without an interannual variability forcing a stable climate and driven by monthly 

advection and random-walk fields derived from a 20-year integration (1979–1998) 

of the Parallel Ocean Climate Model.  

Cumulative occurrence distribution (COD) was calculated in terms of drifting 

particles destined in a grid cell per time step, which represents a potential 

spatiotemporal range of residence, settlement, and colonisation in any given 

lifespan of the jelly (reasonably approximated a year). After exhaustion of each 

lifespan, the process was repeated for the subsequent cycle following a new release 

of the particles in the model, which corresponded to the immediately previous COD 
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values. The repetitions continued until the jelly distributions reached an 

approximate steady state within a century of the model simulation, thereby limiting 

the geographic extent over which they could advect or migrate. The particle 

dispersion results were found to be insensitive to the steady-state assumption and 

various levels of diffusion. However, the sensitivity analyses were made on a regional 

or macro scale, which does not reveal if the dispersion was sensitive to diffusion at 

a coastal or local scale. Such information may be worthy of consideration in 

predicting the potentiality of jellyfish swarm formation, which is included in the 

current jellyfish transport modelling investigation and analysis. 

Due to the steady-state assumption of circulation, the influence of seasonal and 

annual variation in flows on the distribution of jellyfish was not known from the 

above-stated investigation by Dawson et al. (2005). This was, however, known from 

an earlier modelling study that investigated the distribution patterns of jellyfish life 

cycle components in current flows by Johnson et al. (2001). The mode of 

transportation of jellyfish, whether active swim due to motility or passive drift by 

ocean currents or a combination of both processes, varies with their life cycle stages. 

Swarms are primarily formed by transporting the free-swimming life forms of 

jellyfish.  

With an aim to investigate the relationship and dependence of jellyfish life history 

dynamics to drift-causing ocean currents, particularly the role of circulations in the 

successful cycling from sessile polyp to mature jellyfish and subsequent return, 

Johnson et al. (2001) modelled how repetitive patterns of current flows aid settling 

for recruitment, residence, dispersal, and inter-annual density variation of stinging 

jellyfish (Chrysaora quinquecirrha), a prominent scyphomedusa (adult jellyfish) in 

the northern Gulf of Mexico (GOM).  

The GOM currents were simulated using the Princeton Ocean Model (Blumberg & 

Mellor, 1983) based GOM circulation model for four model years with the same 

annual forcings cycled annually. The GOM model was primarily developed by   Choi 

& Kantha (1997) and later used by Johnson & Perry (1999)  to model blue crab larval 

transportation. The modelled currents were applied to a simple advection scheme 

of an LPT model for developing trajectories of jellyfish metamorphosis (polyp to 
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maturity) in time and distance scales. The source and sink of jellyfish dispersal were 

determined through backward and forward integration in the model, respectively, 

for a usual growth period (90 days, according to Cargo & King (1990)). Seasonal 

change of circulation processes was found to favour the shoreward distribution of 

this species of oceanic origin, and the loop currents and spin-off eddies that alter 

shelf circulation were found to favour the inter-annual variations in their distribution. 

The model results concluded that the bloom dynamics of this jellyfish in GOM were 

more related to circulation patterns than their productivity enhancement. 

There is also other evidence of the seasonal and annual influence of the 

local/regional circulations on jellyfish transport distribution. For instance, Wei et al. 

(2015) mentioned such an influence in the distribution of the giant Nomura jellyfish 

in the Yellow Sea, where their drifts with currents over the summer formed a large 

biomass by gathering in winter. Their model results suggest an inter-annual variation 

in the giant Nomura jellyfish rallies found between two consecutive years of 2008 

and 2009, which supports the fact found by Cheng et al. (2004) that the jellyfish 

biomass and concentration areas might be different from year to year. According to 

both, inter-annual variation of the physical environment is essential for jellyfish 

growth (e.g., optimal water temperature) and behaviour (e.g., currents for their 

dispersal). These findings provide empirical evidence, which helps plan the current 

jellyfish transport investigation through hydrodynamics-based numerical 

modelling. 

Jellyfish swarms that form blooms near areas of human and economic activity are 

considered a threat, and the jellyfish are often labelled as nuisance organisms. 

Despite this, researchers worldwide continue to debate whether blooms of these 

organisms in the ocean and coastal seas are caused by local or regional processes. 

Lee et al. (2013) studied identifying geographical connectivity through 

oceanographic modelling, wshich was thought to partly answer the question. They 

used Lagrangian dispersion modelling of Rhizostoma octopus jellyfish to explore 

the spatial connectivity network in the Irish Sea and northeastern (NE) Atlantic 

waters. 
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The modelling considered the network evolved by the drifts of the free-swimming 

forms of jellyfish (ephyrae and medusae) in their strobilation to maturity period 

covering 6 months during the spring and the summer. Ocean circulations were 

simulated for this period using the Proudman Oceanographic Laboratory Coastal 

Ocean Modelling System (POLCOMS) (Holt & James, 2001) and subsequently 

exported offline to an advection-diffusion-enabled Lagrangian particle tracking 

(LPT) model for simulating jellyfish dispersal. Potential travel sites for the jellyfish 

were determined based on historical bloom spots (remotely determined by aerial 

surveys) and centre-to-centre distances among the spots. A total number of particles 

dispersed within a capture distance of 40 km of the centre of each potential travel 

site were counted, which represents jellyfish movement-dependent oceanographic 

connectivity between locations and provides estimates of relative dispersal 

connectivity strength. 

This investigation identified three types of locations based on the composition of 

transported jellyfish populations (genetically determined) in their swarm, which in 

turn indicated the extent of jellyfish transport - 1) swarm composed of 

geographically isolated transporting population, 2) swarm composed of migratory 

population, and 3) non-swarm occurrence dominated by immigrant jellyfish. 

Although the approach used in this study provided an introductory guide in 

modelling jellyfish drifting over oceanic circulations, the particle trajectory 

determination might suffer from accuracy as the LPT model was integrated offline 

within the flow field in this study. The current numerical modelling uses online 

integration of LPT to secure better accuracy in jellyfish transport prediction. 

2.5.2. Salinity and Temperature Dynamics in Jellyfish Transport Modelling 

Among many abiotic factors regarded as the driving force in modelling 

biomechanical processes of a marine population, salinity and temperature are two 

crucial physicochemical properties of the marine water environment, which 

influence the hydrodynamics by causing gradients in the water and thereby 

influencing the biological activity dynamics therein. According to Li et al. (2002), 

process interactions in coastal waters induced by the salinity and temperature can 
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be modelled as jellyfish activity regulating properties in modelling their movement, 

distribution, and occurrence. Their views support that a water environment 

characterised by seasonal as well as inter-annual variation and a strong gradient of 

salinity and temperature that regulates biological activities and species distributions 

can promote jellyfish invasions and outbreaks. According to them, the Chesapeake 

Bay and similar other coastal environments are examples of such, which provide an 

ideal habitat for the periodic infestation of stinging jellyfish.  

From this viewpoint, they developed a model to predict the occurrence and 

probable distributions of stinging jellyfish in the Chesapeake Bay areas. The model 

used a near-real-time version of a well-validated CH3D hydrodynamic model 

modified for the Chesapeake Bay (Johnson et al., 1991, 1993; Wang and Johnson, 

2000) and was based on simulated salinity and temperature. Various oceanic 

boundary forcing parameters of this nowcast system were based on real-time data 

acquisition except the salinity and temperature, which were climatological. The 

modelled parameters were finally used in an empirical relationship model (based 

on historical observations) by an algorithm or a logit function determining the 

probability distribution of the jellyfish as a function of salinity and temperature. 

While the model by Li et al. (2002) tried to establish a direct functional relationship 

of jellyfish with salinity and temperature to link to jellyfish distribution, the current 

modelling study considers the hydrodynamic influence of salinity and temperature 

to investigate jellyfish transport and distribution in the coastal water of Killary. 

2.5.3. Modelling of Jellyfish Swimming 

Although jellyfish are thought to mostly drift on the ocean currents, they also have 

swimming ability, which may contribute to / help facilitate the formation of blooms 

(confirmed by Fossette et al., 2015; also mentioned in Gill (2015). Yet, until the early 

part of this century, modelling of jellyfish transportation had been limited to 

simulations based on their flow-governed movements disregarding their active 

propulsive behaviour. 

Matanoski & Hood (2006) were among the first to incorporate swimming behaviour 

into jellyfish transport models when they aimed to develop a three-dimensional 
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model of the swimming transport of jellyfish medusa (an adult free form of its kind). 

In the swim model, they used an individual-based modelling (IBM) approach, which 

considers individual variations in physiological and behavioural traits of the 

organism within the population to be modelled, with correlated random walk 

movements of the jellyfish. The use of the IBM approach was based on the principle 

that jellyfish swimming ability might vary among individuals and might also be 

influenced by the local environment. 

Jellyfish swimming behaviour was observed within a mesocosm setup (an outdoor 

controlled facility or laboratory condition replicating a natural system) where 

swimming of a total of 19 medusae of stinging jellyfish was observed in the 

presence or absence of prey assemblage to investigate the individual responses in 

swimming. The model was set in a domain identical to the observation tank. Model 

runs were parameterised with appropriate correlation terms to associate locomotive 

behaviours with swimming vectors to capture periodic changes in motility (e.g., 

controlling the strength of bell pulsation by probabilistic conditional function).  

Depending on prey availability, the predator jellyfish were found to change prey-

oriented looping trajectory motion to gravity swimming at linear trajectories with 

cyclic changes in speeds. Swimming trajectories within the domain were surmised 

by summing position vectors in three dimensions independently retrieved from the 

corresponding propulsive (jellyfish bell pulsations) velocity vectors at each time 

step in the model. The results were presented to demonstrate an individual-level 

statistical comparison of jellyfish movement between the modelled and the 

observed data set. The study recommended the modelling framework as a 

generalised motility model for all other jellyfish and similar planktonic species. The 

model was designed to incorporate biotic-to-biotic interactions, such as prey-

oriented motility, but did not include any biotic-to-abiotic interactions, such as light- 

or current-oriented motility, to simulate the swimming transport of jellyfish. 

2.5.4. Transport of Invasive Jellyfish 

Jellyfish invasion in coastal and marine environments is a common phenomenon, 

and a share of a jellyfish bloom composed of invasive individuals is not likely to be 
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uncommon. Such invasions cause ecosystem threats and disturbances (Molnar et 

al., 2008). Transport, seasonal occurrence, and residence of these jellyfish have been 

reported in different parts of the world's oceans. For example, the transportation of 

invasive comb jelly Mnemiopsis leidyi in the North Sea was investigated through 

modelling by David et al. (2015). They investigated the distribution and transport 

pathways of the comb jelly in the North Sea to understand the occurrence, 

residence, and unexpected overwintering of this species. For this, they coupled two 

modelling strategies – (1) a statistical quantile regression model (QR) based on 20 

environmental variables used to identify the potential habitats where the invasive 

comb jelly could survive the North Sea cold winters, and (2) an advection-only 

Lagrangian particle tracking model (ICHTHYOP - an Individual-Based Model 

capable of simulating individual variations; Lett et al., 2008) anchored within a 

General Estuarine Transport hydrodynamic model (GETM) used to explore jellyfish 

dispersals to the favourable habitats where sustainable populations could have 

been established. 

The QR habitat model prediction showed a satisfactory relationship (r2=0.63) to the 

environmental variables tested and was found to be significant at the 90th quantile. 

The temperature in the winter was found to be crucial to the transport and 

distribution of the comb jelly in the North Sea, which had a quadratic polynomial 

negative relationship (parabolic) with the jellyfish abundance. Thus, the coastal and 

estuarine areas influenced by river discharge indicated the most potential high-

density jellyfish occurrence area distinguished by their temperature-influenced 

transport.  

All the biotic factors showed a positive linear relationship with their abundance, 

which indicated their motility transport. Based on this model prediction, the North 

Sea was divided into 14 homogeneous abundance zones, and then the zones were 

statistically classified to distinguish the high-potential overwintering habitats. From 

12 simulations over a year, the dispersal model could segregate the highest 

cumulated particle density (ten times the release density) zone contributed by 

drifting from neighbouring and distant areas. The density of the open-water 

individuals transported from the population residing along the coast was found to 
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be dependent on the flux of the jellyfish offspring from the coastal areas. Finally, 

based on the habitat and dispersal model agreements, the zones were clustered 

according to the distance of particle transportation. Of the particles released, those 

in spring had the most extended dispersal, while those in winter had the shortest. A 

favourable environment leading the transported invasive comb jelly to overwinter 

and swarm at a high density indicated the likelihood of a potential bloom. However, 

the jellyfish transport mechanisms were not explored much in this study.  

The transport system in marine invasion ecology suggests that individuals are 

mainly translocated by ballast water, which is considered a primary vector for 

transporting invasive organisms over long distances (Seebens et al., 2016). This 

might happen in the case of jellyfish transportation as well. Ocean currents 

contributing to the post-invasion secondary transport, spread, range occupancy, 

and recolonisation of these organisms have rarely been accounted for in most 

marine invasion studies; however, this can be a significant driver, as mentioned by 

Jaspers et al. (2018) who investigated the potential role of ocean currents in post-

invasive transportation or secondary spread dynamics of the non-native comb jelly 

across western Eurasia on a continental scale. 

Transport of the jellyfish was modelled upon the circulation data of the area 

calculated from the outputs of the ocean general circulation model (OGCM) of the 

Copernicus Marine Environment Monitoring Service (CMEMS, 

http://marine.copernicus.eu). The potential modelling errors due to physical 

simplifications, numerical limitations, and the nonlinear character of the ocean were 

managed by using a Kalman filter approach while assimilating the model inputs, 

which led to a realistic representation of the ocean. 

To infer the invasion corridors and the source–sink dynamics (transport pathways) of 

the comb jelly in the area, the invasion history and spatiotemporal distribution of 

the jellyfish were reconstructed using the model validated upon 12,400 geo-

referenced observations throughout the area for the period from 1980 to 2016. 

Current stabilities were calculated after Lehmann & Hinrichsen (2000) to measure 

the variability of the general circulation patterns and matched thereby with the 

spread dynamics of the comb jelly for exploring the current-based connectivity 

http://marine.copernicus.eu/
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between regions of their occurrence. High current stabilities demonstrated steady 

circulation patterns indicating a solid link between adjacent areas benefiting jellyfish 

spread and vice-versa. Highly interconnected areas hosting invasive species are 

crucial for secondary spread dynamics on a continental scale. 

The distinction between current-induced invasive (advective) and dispersive 

(diffusive) transports of jellyfish is obvious and has been demonstrated through 

investigations. Johnson et al. (2001) modelled the lifecycle-led dispersal of stinging 

jellyfish in GOM relating to the ocean currents, which demonstrated the influences 

of the currents on their dispersals (described earlier). Such influences might lead to 

a potential bloom of the jellyfish on a later occasion.  

However, there are reports of jellyfish blooms in GOM caused not by the current-

induced diffusive transport but by some other ecosystem processes. For instance, 

Johnson et al. (2005) studied a bloom of white-spotted jellyfish (Phyllorhiza 

punctata) in GOM and found them exotic and the event a bio-invasion as opposed 

to a current-induced diffusive transport. According to them, the sudden appearance 

events of swarms of this jellyfish were likely because of periodic introductions of 

expatriate medusae from a Caribbean source with or without the establishment of 

this population in the northern GOM. 

They experimented with this hypothesis by retroactively analysing the modelled 

hydrodynamics, satellite imagery, and altimetry. The intrusion of warm tropical loop 

currents (LC) and eddy spin-off events was analysed using thermal contrast from 

satellite-captured high-resolution radiometric thermograms with contrast 

enhancement (gamma-correction). In the case of low-contrast unproductive satellite 

outputs, the real-time dynamics of the highly nonlinear LC were explored with 

adequate resolution from the numerical model configured by integrating satellite 

altimetry (TOPEX/Poseidon and ERS) and phase-locking to the current loops. The 

model was phased properly with the assimilated altimetry data since LC intrusion 

and eddy spin-off events being nonlinear could not be readily modelled for real-

time reconstruction. 
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Possible jelly transport pathways into and around the GOM were traced using both 

the archived model results and the new simulation. The simulation was based on the 

3D Princeton Ocean Model (POM) (Blumberg & Mellor 1983) with 1/12° horizontal 

(about 8 to 9 km) and 21 sigma-coordinate levelled vertical resolution and the time 

steps being 400 sec for the baroclinic and 10 sec for the barotropic split-mode 

solutions. 

Using the model in hindcast mode, possible sources of the jellyfish and their 

transport mechanisms (probability of intruding LC, eddy spin-off, and cross-slope 

flux) were traced and evaluated either by back-tracing from known endpoints or by 

forward-tracing from potential origins in a linear fashion. Distance and direction of 

their travel were determined according to the modelled current speed and direction 

at regular time intervals (0.1 day since endpoint solutions converged down to time 

steps of 0.01 day). Even after having the vertical swimming ability, the jellyfish 

tended to remain in the upper ocean; hence their advective transport is mostly 

driven by the near-surface currents and modelled accordingly. Their particle-

tracking results suggest that the invasion and mass redistribution of the jellyfish 

were due to the advective currents from the Caribbean in an intruding loop current 

and subsequent flux through eddies. 

 

2.6. Conclusions 

Computer models that are able to simulate the movements of jellyfish can play an 

important role in understanding how we can prevent them from adversely affecting 

economic activities. Different modelling approaches have been used to simulate the 

transport of jellyfish. In addition to the hydrodynamic forcing causing their passive 

drifting motion, a successful transport modelling of jellyfish should also take into 

account their hydrobiological aspects chosen upon their relative significance as a 

causative factor of motility, e.g., light-sensitive locomotory behaviour and/or 

individual swimming behaviour of jellyfish in this case. Such modelling works are 

very limited in the literature compared to more survey-based studies. To the 

Author's knowledge, there have been no studies where passive drifting, diel 
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migration, and horizontal swimming have all been included in a coastal circulation 

jellyfish transport model; the proposed research is novel in this respect. 

An existing oceanographic model, the 'Environmental Fluid Dynamics Code' 

(EFDC), which can simulate coastal hydrodynamics, was selected for the current 

research and developed in a way so that it can simulate jellyfish movements on local 

tidal flows and as per organismal behaviours either separately or simultaneously. 

EFDC is a three-dimensional coastal hydrodynamic model of industry standards 

having a modified drifter module integrated within the model to allow it to simulate 

particle transport online with the current flows. Among different modelling 

approaches previously used to simulate with drifters, EFDC has been appraised to 

be a versatile surface water hydrodynamic modelling system (Wu & Xu, 2011). Apart 

from current flows and transport process investigations, the model tool has been 

extensively applied in many other hydro-environmental studies, including analytical 

solutions (e.g., Hur & Park, 2009), laboratory experiments (e.g. James et al., 2010), 

and marine energy investigations (e.g. James et al., 2011), and validated at 

numerous sites worldwide over the last three decades (a list of references is 

available in EPA (2022), and reviews are available in Ai et al. (2014) and Hayter 

(2014)). It is used by universities, research organisations, governmental agencies, 

and consulting firms ( Hamrick, 2007b; Hamrick, 2007a). The scope of this study is 

limited to EFDC's hydrodynamic module only. The model has been tested by 

application to Killary Harbour, Ireland, where both fish farms and jellyfish are 

present. Further details of the EFDC model have been presented in Chapter 3. 

Measured records of hydrodynamic currents conducted by deploying ADCP and 

jellyfish movement observation monitored by tracking electronically tagged 

individuals in Killary Harbour are used to compare with the model results for model 

validation.  

Three-dimensional, time-dependent, fine-resolution modelling techniques with 

density and salinity capabilities are crucial when modelling jellyfish transport using 

Lagrangian Particle Tracking (LPT). Incorporating these modelling techniques is 

essential for capturing the complexity of the flows which drive jellyfish transport. 

These capabilities enhance the realism of simulations, enable the study of fine-scale 
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behaviours, and provide a more comprehensive understanding of how 

environmental and behavioural factors influence jellyfish distribution and 

movement. Jellyfish exhibit complex vertical and horizontal movements that are 

potentially influenced by factors like buoyancy, salinity gradients, and variation of 

current speed and directions spatially and with depth. Three-dimensional modelling 

allows for the investigation of these effects, resulting in more realistic simulations. 

Jellyfish movement can vary over time, especially in response to tides and currents. 

Time-dependent modelling accounts for these dynamic changes, providing insights 

into daily and seasonal patterns.  

In the realm of jellyfish transport modelling, researchers employ various techniques 

to gain insights into their behaviours and dispersal patterns. One methodology that 

has gained considerable prominence is Lagrangian Particle Tracking (LPT). This 

numerical modelling approach serves as a powerful tool for simulating the 

movement and dispersion of discrete particles within a fluid medium. LPT involves 

meticulously tracking the trajectories of individual particles representing these 

organisms within a water body and it can be specifically tailored to the context of 

jellyfish and analogous aquatic organisms. The utility of LPT in elucidating their 

distribution, transport, and behaviour patterns in response to a multitude of 

environmental factors cannot be overstated. 

LPT boasts several distinct advantages that make it particularly suitable for 

examining the intricacies of jellyfish dynamics. Firstly, it affords the capacity to model 

individual organisms, thereby achieving an unparalleled level of resolution and 

precision. This characteristic proves invaluable when dissecting the subtle 

behaviours of organisms such as jellyfish, especially at finer scales. LPT uses 

environmental data such as currents, winds, temperature, and salinity to drive the 

transport of particles. By coupling it with a hydrodynamic model which reproduces 

the actual conditions faced by aquatic organisms, it significantly enhances the 

reliability of model predictions, contributing to more accurate and informed 

analyses. LPT also allows complex behavioural traits exhibited by jellyfish, including 

swimming patterns, buoyancy control, and diel vertical migration to be attributed to 

the individual particles. This feature enhances the authenticity and realism of 



Chapter 2: Literature Review 

37 

 

simulations, allowing researchers to delve deeper into the intricate behaviours of 

these organisms. LPT also facilitates the modelling of multi-species interactions, 

offering researchers a unique vantage point for exploring predator-prey dynamics 

and competition for resources within aquatic ecosystems. Nevertheless, LPT does 

come with its share of challenges, including computational demands, 

parameterization, validation, and predictive limitations. Yet, these challenges do not 

overshadow the immense potential of LPT to advance understanding of jellyfish 

transport behaviour and their intricate interactions within marine ecosystems. 

Continued research and innovation in LPT techniques hold the promise of 

unearthing new insights into the behaviours and distributions of these vital 

components of aquatic environments.
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CHAPTER 3: MODEL THEORY 

 

3.1. Introduction 

The Environmental Fluid Dynamics Code (EFDC) has been used in this study as the 

numerical modelling tool to model jellyfish transport in Killary Harbour. While the 

primary determinant for its selection was an existing experience of the model in the 

Marine Modelling Group at NUI Galway and an existing EFDC hydrodynamic model 

of Killary Harbour, the model's fitness for purpose was also considered based on 

the following set of features: level of standard, wide availability, user validation, user 

community, technical support system, cost of use, source code accessibility, 

flexibility to modify source code, simplicity, comprehensiveness, and effectiveness. 

On top of these, the characteristics of the Killary system to be modelled and the 

purpose of the modelling were also considered. 

EFDC is a multifunctional general-purpose modelling package for simulating fluid 

flows, mass transport through the fluid medium, water quality, and biogeochemical 

processes in surface water systems. The model is based on equations which 

describe the conservation of mass, momentum, and energy in a fluid. It is a three-

dimensional numerical modelling system, which solves the momentum and 

continuity equations for a variable-density, turbulent fluid. To represent the physical 

characteristics of a waterbody, EFDC uses a grid system that is either curvilinear or 

orthogonal horizontally and sigma-stretched or terrain-following vertically. 

Dynamically-coupled scalar transport equations for temperature, salinity, dye tracer, 

and sediment can also be computed simultaneously in EFDC. 

3.2. Model History and Description 

The EFDC model was initially developed at the Virginia Institute of Marine Science 

and later supported by the US Environmental Protection Agency (EPA) (Hamrick, 

1996). It has been developed for simulating water flows, transport of pollutants, 

nutrient cycling, and ecological responses. To date, it has been applied to more than 

100 modelling studies of various water bodies, including lakes, rivers, reservoirs, 
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wetlands, marine, estuaries, and coastal regions, meaning it has been classified as 

one of the most widely used and technically defensible hydrodynamic models in 

the world (EPA, 2022). Since its development, it has been used extensively by 

individual scientists, universities, research organisations, governmental agencies, 

and consulting firms (Ji, 2017) in a wide range of coastal and freshwater modelling 

applications, including environmental impact assessment (EIA) (Hamrick, 1992), 

currents and salinity transport (Moustafa & Hamrick, 1994), hydrodynamic analysis 

(Hur & Park, 2009; Liu et al., 2007), water quality (Li et al., 2009), sediment transport 

(James et al., 2010; Pak et al., 2016), larval transport (Kim et al., 2010), fish egg 

transport (Heer et al., 2020), nutrient transport (Torres-Bejarano et al., 2023), 

eutrophication modelling (Luo & Li, 2018), algal bloom prediction (Wu & Xu, 2011), 

and hydrodynamic impacts of aquaculture installations (O'Donncha et al., 2017). 

Despite its many different applications, to the Authors' knowledge, this is the first 

time the EFDC model has been used in jellyfish transport modelling.  

The EFDC model is an advanced, time-dependent, comprehensive water model. It 

includes modules for simulating advection, diffusion, and turbulence in the fluid. It 

also includes modules for simulating the transport of dissolved and suspended 

substances, as well as the biological processes that occur in the water. For these 

simulations, the model consists of four independent modules: (1) hydrodynamics, 

(2) water quality and eutrophication, (3) sediment transport, and (4) toxicant 

transport and fate submodels. The primary model can link these modules internally. 

Its hydrodynamic submodel, which is of interest here in this study, comprises six 

transport modules: dynamics, dye, temperature, salinity, near-field plume, and 

drifter. The EFDC model is implemented in the FORTRAN programming language 

and can run on serial and parallel computing platforms. It uses a time-stepping 

algorithm to advance the solution in time and a non-linear iterative solver to 

converge the solution at each timestep. It also has options for accounting for wetting 

and drying in shallow areas by a mass conservation scheme and various features to 

account for specific environments such as estuaries, lakes, rivers, and coastal zones. 

Its physics and computational aspects take after the widely used Blumberg-Mellor 

model (Blumberg & Mellor, 1987) and the US Army Corps of Engineers' Chesapeake 



Chapter 3: Model Theory 

40 

 

Bay model (Johnson et al., 1993). It uses a finite difference method to approximate 

differential equations on a structured grid (staggered or C grid), which is defined by 

a set of nodes and elements that are interconnected by edges and faces. Horizontal 

flows are simulated using equations of motion with no-flow boundary conditions at 

lateral walls. A hydrostatic assumption with free surface and dynamic bathymetry is 

used when simulating density-dependent vertical flows, which are established by 

satisfying mass conservation at each cell with a specified flow boundary condition 

at the top and the bottom. Small-scale, non-hydrostatic processes like internal waves 

and mixing are represented with appropriate parameterisation. A second-order 

turbulence closure scheme developed by Mellor & Yamada (1982)  and modified by 

Galperin et al. (1988) is formulated within the model to solve the turbulent-averaged 

variable-density equations of motion to provide vertical viscosity and diffusivity in 

the model. The model physics also features the convection-resolving property, 

which is to be solved on Boussinesq approximation. 

3.3. Governing Equations 

The hydrodynamic framework of the EFDC model and many aspects of its 

computational scheme are equivalent to the widely used Princeton Ocean Model 

(Blumberg and Mellor, 1987)  (Hamrick and Wu, 1997). The equations that form the 

basis for the model are based on the Reynolds-averaged Navier-Stokes equations 

of motion. The model solutions adopt a transformation and an approximation for 

the turbulent and variable density equations. The model governing equations are 

solved on a spatial coordinate system where the sigma vertical coordinate replaces 

the traditional fixed elevation vertical coordinate. This allows for a more refined grid 

resolution in the surface and bottom layers, where many of the hydrodynamic 

processes take place. It also allows for a more accurate representation of the 

bathymetric irregularities that lead to errors and inaccuracies in the simulation 

results. To provide a uniform resolution in the vertical direction and a free surface 

permitting long wave motion, a time variable mapping or stretching transformation 

is desirable, which is given by Phillips (1957):  
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𝑧 =
𝑧∗ + ℎ

ℎ + 𝜂
 (3.1) 

where z = the dimensionless stretched vertical coordinate (sigma coordinate), z* = 

the physical vertical or Cartesian coordinate, ℎ = the water depth below the 

undisturbed or mean water level (MWL) or equilibrium water, and 𝜂 = the water 

surface elevation or the free surface displacement relative to the MWL or 

equilibrium. The sigma coordinate system gives: 

z = 0   at bottom topography   z* = -h 

z = 1   at free surface    z* =η 

Fig 3.1 shows an illustrative representation of the sigma coordinate system. 

According to the figure, the sigma coordinate system allows a smooth 

representation of the bathymetry and the same order of accuracy in shallow and 

deep waters. Blumberg and Mellor (1987), and Hamrick (1986) can be consulted for 

details of the transformation. 

 

 

 

Fig 3.1 The sigma coordinate system. z* = Cartesian coordinate in the vertical, and z = the sigma 

coordinate. The illustration was adapted from Ji (2008), who reserves the copyright of it. 

For the solution of a variable-density fluid in the model, the equations adopt the 

Boussinesq approximation, which states that the density differences are sufficiently 

small to be neglected except where they appear to be a function of 𝑔 (acceleration 

due to gravity). The mentioned transformation and approximation result in the 

model governing equations in the following form:  

Continuity equation 

u 

v 

w 
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𝜕𝜂

𝜕𝑡
+

𝜕𝐻𝑢

𝜕𝑥
+

𝜕𝐻𝑣

𝜕𝑦
+

𝜕𝑤

𝜕𝑧
= 𝑄𝐻  (3.2) 

where 𝑥, 𝑦, 𝑧 are the three dimensions of the coordinate system and 𝑢, 𝑣, 𝑤 are the 

respective components of the motion, H is the total water depth, and Q is the 

source/sink term.  

Depth-integrated continuity equation 

𝜕𝜂

𝜕𝑡
+

𝜕 (𝐻 ∫ 𝑢𝑑𝑧
1

0
)

𝜕𝑥
+

𝜕 (𝐻 ∫ 𝑣𝑑𝑧
1

0
)

𝜕𝑦
 (3.3) 

x-direction momentum equation 

𝜕𝐻𝑢

𝜕𝑡
+

𝜕(𝐻𝑢𝑢)

𝜕𝑥
+

𝜕(𝐻𝑣𝑢)

𝜕𝑦
+

𝜕𝑤𝑢

𝜕𝑧
− 𝑓𝐻𝑣

= −𝐻
𝜕(𝑝 + 𝑔𝜂)

𝜕𝑥
+ 𝐻𝑔𝑏

𝜕ℎ

𝜕𝑥
− 𝐻𝑔𝑏𝑧

𝜕𝐻

𝜕𝑥
+

𝜕 (
𝜈𝑣

𝐻
𝜕𝑢
𝜕𝑧

)

𝜕𝑧
+ 𝑄𝑢 

 

(3.4) 

 

where 𝑓 is the Coriolis parameter, 𝑝 is the excess hydrostatic pressure, 𝑏 is the 

buoyancy, and 𝜈𝑣 is the vertical turbulent or eddy viscosity. 

 

 

y-direction momentum equation 

𝜕𝐻𝑣

𝜕𝑡
+

𝜕(𝐻𝑢𝑢)

𝜕𝑥
+

𝜕(𝐻𝑣𝑢)

𝜕𝑦
+

𝜕𝑤𝑢

𝜕𝑧
+ 𝑓𝐻𝑢 = −𝐻

𝜕(𝑝 + 𝑔𝜂)

𝜕𝑦
+ 𝐻𝑔𝑏

𝜕ℎ

𝜕𝑦
− 𝐻𝑔𝑏𝑧

𝜕𝐻

𝜕𝑦
+

𝜕 (
𝜈𝑣

𝐻
𝜕𝑣
𝜕𝑧

)

𝜕𝑧
+ 𝑄𝑣  (3.5) 

Hydrostatic equation  

𝜕𝑝

𝜕𝑧
= −𝑔𝐻

𝜌 − 𝜌0

𝜌0

= −𝑔𝐻𝑏 (3.6) 

𝜌 = 𝜌(𝑝, 𝑆, 𝑇) (3.7) 
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where 𝜌 is the density, 𝜌0 is the reference density, S is the salinity, and T is the 

temperature. 

The hydrodynamic module also contains a pair of transport equations describing 

the evolution of temperature (T) and salinity (S). The mass balance equation for 

three-dimensional advection-diffusion transport can be expressed as: 

𝜕𝐻𝜙

𝜕𝑡
+

𝜕𝐻𝑢𝜙

𝜕𝑥
+

𝜕𝐻𝑣𝜙

𝜕𝑦
+

𝜕𝑤𝜙

𝜕𝑧
=

𝜕 (
𝜈𝑏

𝐻
𝜕𝜙
𝜕𝑧

)

𝜕𝑧
+ 𝑄𝜙 

(3.8) 

where 𝜙 represents the concentration of water quality variables (e.g.  salinity or 

temperature), and 𝜈𝑏 is the vertical turbulent or eddy diffusivity. 

The momentum source-sink terms 𝑄𝑢 and 𝑄𝑣 and the water quality source-sink term 

𝑄𝜙 are included in equations (3.4), (3.5), and (3.8) to model subgrid-scale processes 

such as horizontal diffusion and mixing. These terms represent motions induced by 

small-scale processes and not directly resolved by the model grid. They are 

parameterised using the terms of diffusion coefficients and can be expressed as: 

𝑄𝑢 =
𝜕

𝜕𝑥
(2𝐴𝐻

𝜕𝑢

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝐴𝐻 [

𝜕𝑢

𝜕𝑦
+

𝜕𝑣

𝜕𝑥
]) (3.9) 

𝑄𝑣 =
𝜕

𝜕𝑥
(𝐴𝐻 [

𝜕𝑢

𝜕𝑦
+

𝜕𝑣

𝜕𝑥
]) +

𝜕

𝜕𝑦
(2𝐴𝐻

𝜕𝑢

𝜕𝑥
) (3.10) 

𝑄𝜙 =
𝜕

𝜕𝑥
(𝐴𝜙

𝜕𝜙

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝐴𝜙

𝜕𝜙

𝜕𝑥
) (3.11) 

In the solution, the horizontal diffusivity coefficients, 𝐴𝐻 and 𝐴𝜙, are used to 

represent subgrid-scale mixing and determined by the respective scheme that 

Smagorinsky (1963) suggested. These are often specified as a minimum value 

necessary to smooth out cell-to-cell spatial oscillations. The values are chosen such 

that they do not produce excessive smoothing of real features. Values as low as 10 

m2/s have been successfully used in various modelling studies (Blumberg and 

Mellor, 1987). The minimum value for the horizontal diffusivity is again justified in a 

physical sense by the resultant effect of advection coupled with vertical mixing 

(Aiguo, 2003).  
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3.3.1. Boundary Conditions 

The model equations require the provision of boundary conditions for the system 

to drive the simulation. Fig 3.2 shows a flowchart of the types of boundary 

conditions present in a three-dimensional hydrodynamic model, which include both 

horizontal and vertical boundary conditions. 

 

Fig 3.2  Boundary conditions. Illustration adapted from Ji (2008). 

Vertical boundary conditions 

In hydrodynamic models, the vertical boundary conditions specify how the fluid 

properties and flows behave at the top and bottom boundaries of the modelled 

region. These can include conditions such as the type of flow (open or closed), the 

density and pressure of the fluid, and the velocity of the fluid at the boundaries. 

Some common types of vertical boundary conditions used in hydrodynamic models 

include free-surface conditions, where the velocity and pressure of the fluid at the 

surface are specified, and no-slip conditions, where the velocity of the fluid at the 

bottom boundary is assumed to be zero. Theoretical aspects of vertical boundary 

conditions include the mathematical equations and models used to describe the 

behaviour of the fluid at the boundaries, as well as the underlying assumptions and 

physical principles that govern the behaviour of the fluid. 

The vertical velocity conditions at the surface and bottom boundaries being zero 

can be elucidated by the following symbolic expression: 

𝑤(0) = 𝑤(1) = 0 (3.12) 
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Vertical boundary conditions for the momentum equations are presented in terms 

of surface (z=1) and bottom (z=0) kinematic shear stress (𝜏). Expressions for bottom 

bed and surface wind shear stresses, as per Ji (2017), are: 

𝜈𝑣

𝐻

𝜕

𝜕𝑧
(𝑢, 𝑣)𝑧=0 = (𝜏𝑥𝑧 , 𝜏𝑦𝑧)

𝑧=0
= 𝑐𝑏√𝑢𝑏𝑙

2 + 𝑣𝑏𝑙
2 (𝑢𝑏𝑙 , 𝑣𝑏𝑙) (3.13) 

𝑣𝑣

𝐻

𝜕

𝜕𝑧
(𝑢, 𝑣)𝑧=1 = (𝜏𝑥𝑧 , 𝜏𝑦𝑧)

𝑧=1
= 𝑐𝑤√𝑈𝑤

2 + 𝑉𝑤
2(𝑈𝑤 , 𝑉𝑤) (3.14) 

where 𝑢𝑏𝑙 and 𝑣𝑏𝑙 refers to velocities computed at mid-height of the bottom layer, 

𝑈𝑤 and 𝑉𝑤 are wind velocity components at 10 m above the water surface, 𝑐𝑏 is the 

bottom drag coefficient, and 𝑐𝑤 is wind stress coefficient.  

The bottom drag coefficient in a sigma coordinate model is usually computed using 

(Mellor, 2004): 

𝑐𝑏 =
𝐾2

(𝑙𝑛 (
∆𝑧𝑏

2𝑧0
⁄ ))

2 
(3.15) 

where 𝐾 = 0.4 is the von Karman constant, ∆𝑧𝑏 is the dimensionless thickness of the 

bottom layer, 𝑧0 = 𝑧0
∗ 𝐻⁄  is the dimensionless roughness height, and 𝑧0

∗ is the bottom 

roughness height. 

The wind stress coefficient can be expressed as: 

𝑐𝑤 = 1.2 × 10−6 (0.8 + 0.065√𝑈𝑤
2 + 𝑉𝑤

2) (3.16) 

Horizontal boundary conditions 

In hydrodynamic models, the horizontal boundary conditions specify how fluid 

properties and flows behave at the open and closed side boundaries of the 

modelled region. The open boundary describes interactions between the modelled 

domain and the open oceans, and the closed boundary condition describes the 

influences of shorelines on the interior domain of the model. The model boundary 

can include conditions such as periodicity, no flow, normal flow, and climatological 

forcing variables. Each boundary condition assumes different conditions for fluid 
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flow at the boundary and impacts the simulation results differently. The boundary 

conditions are chosen based on the specific problem being modelled and the 

available data. The open boundary is delimited by specifying the water surface 

elevations for barotropic flow as well as other variables like water salinity and 

temperature for baroclinic flow. For the coastal open boundary, the surface 

elevations are specified as tidal variations prescribed by the tidal components as 

follows (Shen, 2002): 

𝜂 = ∑ 𝐻𝑛𝑐𝑜𝑠 (
2𝜋𝑡

𝑇𝑛

+ 𝜉𝑛)

𝑁

𝑛=1

 (3.17) 

where 𝐻𝑛, 𝑇𝑛, and 𝜉𝑛 are the mean amplitude, period, and phase angle of the tidal 

component (𝑛), respectively. 

The closed (solid) boundary conditions are characterised by no-slip and free-slip 

conditions, the former featuring flow prohibition through and along the boundary 

and the latter featuring flow permission along the boundary and prohibition 

through it. The EFDC model features a partial-slip flow condition at the solid 

boundaries referring to normal velocities diminishing to zero and non-normal 

velocities reflected by the boundary walls without any loss of energy (Tuckey et al., 

2006). 

3.3.2. Vertical Mixing and Turbulence Models 

Vertical mixing and turbulence models are important components of EFDC to 

predict how water and suspended or dissolved particles mix and distribute in the 

vertical dimension. The vertical mixing models in EFDC can be based on turbulence 

closure schemes, such as k-epsilon or Reynolds stress, or on physically-based mixing 

parameterisation, such as shear-driven mixing. The turbulence models account for 

turbulence production, transfer, and dissipation in the water column, affecting the 

vertical mixing and distribution of water properties. These models are crucial for 

accurate predictions of water temperature, salinity, oxygen, nutrients, and other 

variables that are impacted by the vertical mixing processes. However, choosing the 

right mixing and turbulence model is problem-specific and depends on the 
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available data, the physical processes being studied, and the computational 

resources. 

To provide the vertical turbulent viscosity (𝜈𝑣) and diffusivity (𝜈𝑏), a second-order 

turbulence closure model developed by Mellor and Yamada (1982) and modified 

by Galperin et al. (1988) and Blumberg et al. (1992) is adopted. The model relates 

the turbulence terms (𝜈𝑣 and 𝜈𝑏) to vertical turbulence intensity (𝑞), turbulence 

length scale (𝑙), and the Richardson number (𝑅𝑞) by: 

𝜈𝑣 = 𝜙𝑣𝑞𝑙 = 0.4
(1 + 8𝑅𝑞)𝑞𝑙

(1 + 36𝑅𝑞)(1 + 6𝑅𝑞)
 (3.18) 

𝜈𝑏 = 𝜙𝑏𝑞𝑙 = 0.4
0.5𝑞𝑙

(1 + 36𝑅𝑞)
 (3.19) 

𝑅𝑞 = −
𝑔𝐻(𝜕𝑏 𝜕𝜌)⁄

𝑞2

𝑙2

𝐻2
 (3.20) 

where 𝜙𝑣 and 𝜙𝑏 refer to the stability functions (Galperin et al., 1988) accounting for 

reduced and enhanced vertical mixing in stable and unstable stratified 

environments, respectively. The Richardson number (𝑅𝑞) in Eq-3.20 is a turbulence 

indicator and an index of stability. It quantifies the vertical stratification by the ratio 

of the buoyancy force to the vertical velocity shear. It provides quantitative 

information on the stabilising effect of buoyancy and the destabilising effect of 

velocity shear. It indicates the tendency of the water column to either insist or resist 

the mixing creating a weak or strong stratification respectively (Ji, 2017). 

3.3.3. Mode-splitting 

The mode splitting technique in EFDC separates the model governing equations 

into an external and internal mode with a provision that they are solved at the same 

model timestep. The numerical scheme of the model represents a time integration 

solution with such an internal–external mode splitting procedure to separate 

internal shear (baroclinic mode) from the external free-surface gravity wave 

(barotropic mode). The computational efficiency and accuracy of the solution in split 

mode are achieved based on the locations on the model grid cell selected for 
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calculating the model variables. The velocity components are defined on the cell 

boundary or face of the model grid, and the concentration variables and turbulence 

parameters are computed at the cell centre in a vertically staggered manner 

(Hamrick and Wu, 1997), thereby minimising the spatial averaging of the variables 

to calculate their dynamics (Ji, 2017) making the procedure effective for high-

resolution models. 

 

External mode solution 

The external mode solution is semi-implicit, associated with barotropic long wave 

motion, and is completed by measuring the depth-averaged velocities. The mode 

is solved by vertically integrating the governing equations and then explicitly in a 

short time step to satisfy the gravity wave. Its computational algorithm is formulated 

based on modifying the model variables and reorganising the equations, which 

gives the forms (Hamrick, 1992, 2007) of the momentum and continuity equations 

as: 

𝜕𝐻�̅�

𝜕𝑡
+ ∑ {

𝜕(𝐻∆𝑘𝑢𝑘𝑢𝑘)

𝜕𝑥
+

𝜕(𝐻∆𝑘𝑢𝑘𝑣𝑘)

𝜕𝑦
− 𝑓∆𝑘𝐻𝑣𝑘}

𝐾

𝑘=1

= −𝐻
𝜕𝑝𝑠

𝜕𝑥
− 𝐻𝑔

𝜕𝜂

𝜕𝑥
+ 𝐻𝑔 (�̅�

𝜕ℎ

𝜕𝑥
− �̅�

𝜕𝐻

𝜕𝑥
− 0.5𝐻

𝜕�̅�

𝜕𝑥
) + (𝜏𝑥𝑧)𝐾−(𝜏𝑥𝑧)0 + �̅�𝑢 

(3.21) 

𝜕𝜂

𝜕𝑡
+

𝜕𝐻�̅�

𝜕𝑥
+

𝜕𝐻�̅�

𝜕𝑦
= 0 (3.22) 

where: 

�̅� = (∑ ∆𝑘𝛽𝑘
𝐾
𝑘=1 + 0.5∆𝑘(𝑧𝑘 + 𝑧𝑘−1)𝑏𝑘)  

�̅� = (∑ ∆𝑘𝛽𝑘
𝐾
𝑘=1 );       𝑤𝑖𝑡ℎ:    𝛽𝑘 = ∑ ∆𝑗𝑏𝑗 − 0.5∆𝑘𝑏𝑘

𝐾
𝑗=𝑘   

∆𝑘 = vertical layer thickness and the overbar denotes depth averaging. 

Equations (3.23) and (3.24) equate the depth-integrated (external) volumetric 

transport dynamics to the pressure gradients associated with the terms such as free 

surface slope, atmospheric pressure, buoyancy, advective acceleration, Coriolis and 

curvature accelerations, free surface and bottom tangential stresses, and general 
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source-sink terms. The spatial derivatives in the equations are represented by 

second-order central difference approximation resulting in the conservation of 

volume, mass, momentum, and energy (found in Hamrick, 2007). The central 

difference formulations along the x and y coordinates have the forms as 

𝜕(𝜙(𝑥, 𝑦))

𝜕𝑥
=

𝜙(𝑥 + 0.5, 𝑦) − 𝜙(𝑥 − 0.5, 𝑦)

Δ𝑥
 (3.23) 

𝜕(𝜙(𝑥, 𝑦))

𝜕𝑦
=

𝜙(𝑥, 𝑦 + 0.5) − 𝜙(𝑥, 𝑦 − 0.5)

Δ𝑦
 (3.24) 

Internal mode solution 

The internal mode solution is implicit with respect to vertical diffusion and is 

associated with the vertical shear of the horizontal velocity (baroclinic components). 

The depth-averaged velocities solved in the external mode are used to compute the 

layer-integrated velocities in the internal mode helping the implicit solution of the 

equations in time. The free surface elevation resulting from the external mode is 

used to solve the stability of the internal mode against the effect of gravity waves. 

This allows the equations to be processed for a longer timestep independently from 

the external mode. The scheme uses fractional steps of the solution, which involve 

a combination of an implicit step for the vertical shear terms and an explicit 

discretisation for all other terms. Additionally, the turbulence and transport 

equations are solved using a fractional step scheme with implicit vertical diffusion 

and explicit advection and horizontal diffusion. 

The discretisation of the internal mode equations proceeds by:  

1) integrating the momentum equation with respect to 𝑧 over a cell layer, 

2) dividing the resulting equation by the cell layer thickness (∆𝑘), 

3) subtracting the equation for cell layer 𝑘 from cell layer 𝑘 + 1, and  

4) dividing the result by the average thickness of the two cell layers. 

Thus, the x-direction momentum equation in the internal mode solution takes the 

following form. 
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𝜕 (𝐻∆𝑘+1,𝑘
−1 (𝑢𝑘+1 − 𝑢𝑘))

𝜕𝑡
+

𝜕 (𝐻∆𝑘+1,𝑘
−1 (𝑢𝑘+1𝑢𝑘+1,𝑘 − 𝑢𝑘𝑢𝑘))

𝜕𝑥
+

𝜕 (𝐻∆𝑘+1,𝑘
−1 (𝑣𝑘+1𝑢𝑘+1,𝑘 − 𝑣𝑘𝑢𝑘))

𝜕𝑦

+ ∆𝑘+1,𝑘
−1 (∆𝑘+1

−1 ((𝑤𝑢)𝑘+1 − (𝑤𝑢)𝑘) − ∆𝑘
−1((𝑤𝑢)𝑘 − (𝑤𝑢)𝑘−1))

− ∆𝑘+1,𝑘
−1 (𝑓𝐻𝑣𝑘+1 − 𝑓𝐻𝑣𝑘)

= 𝐻∆𝑘+1,𝑘
−1 𝑔(𝑏𝑘+1 − 𝑏𝑘) (

𝜕ℎ

𝜕𝑥
− 𝑧𝑘

𝜕𝐻

𝜕𝑥
− 0.5𝐻2∆𝑘+1,𝑘

−1 𝑔 (∆𝑘+1

𝜕𝑏𝑘+1

𝜕𝑥
+ ∆𝑘

𝜕𝑏𝑘

𝜕𝑥
))

+ ∆𝑘+,1
−1 (∆𝑘+1

−1 ((𝜏𝑥𝑧)𝑘+1 − (𝜏𝑥𝑧)𝑘) − ∆𝑘
−1((𝜏𝑥𝑧)𝑘 − (𝜏𝑥𝑧)𝑘−1))

+ ∆𝑘+1,𝑘
−1 ((𝑄𝑢)𝑘+1 − (𝑄𝑢)𝑘) 

(3.25) 

where ∆𝑘+1,𝑘= 0.5(∆𝑘+1 + ∆𝑘)  

An equivalent process is applied to the solution of the y-direction momentum 

equation. 

3.4. Drifter Module 

The Drifter module in the EFDC model is used to simulate the movement of drifters, 

such as buoyant particles, in a fluid environment. It has been developed as an 

effective tool for solving numerous problems in fluid dynamics related to predicting 

the trajectory of objects travelling in rivers, lakes, and marine systems. It can also be 

used to model the movement of aquatic organisms, such as fish or zooplankton, and 

their interactions with the surrounding fluid environment. The theoretical and 

computational aspects of the EFDC Drifter module are based on a Lagrangian 

particle tracking (LPT) scheme coded as a separate subroutine and integrated within 

the model. The module calculates the velocity and direction of the drifters based on 

the flow field simulated by the EFDC hydrodynamic model, allowing for the 

prediction of the movements of particles in the water. The module allows the 

simulation of floating and neutrally buoyant drifter and particle trajectories from a 

specified time and space release points. 

The Drifter module uses equations of motion to simulate the movement of drifters 

in a fluid environment. When considering the movement of drifters, they take into 

account the velocity and direction of the fluid, along with any external forces, such 

as winds, that might influence their motion. The governing equations used in the 

Drifter module typically include the advection equation, which describes the 
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transport of the drifters due to the flow of the fluid, and the Stokes' drag equation, 

which accounts for the drag force experienced by the drifters due to their interaction 

with the fluid. The randomness and diffusion due to turbulence are also included in 

the model to simulate the dispersion of particles and the behaviour of drifter 

trajectories. Particles are subjected to a random walk process to simulate turbulent 

diffusion. The inclusion of turbulent diffusive mixing in this way serves the purpose 

of compensating for the additional mixing that would result from turbulent eddies 

present in the flow below the scale of the model resolution, i.e. sub-grid turbulent 

eddies. These eddies cause additional mixing in the real world and the random walk 

process is a way of including this in the simulation. A diffusion coefficient is used to 

specify the strength of this mixing. Horizontal and vertical random walk diffusion are 

treated separately with different diffusion coefficients, due to the substantial 

differences in the scales at which these diffusion processes occur. The process 

equations used in the Drifter module can be further developed or modified by a 

user to better represent the physical system being studied.  

The original drifter module of EFDC was modified by Chung & Craig (2009). The 

mathematical model of the modified version of the EFDC Drifter module is based 

upon the advection-diffusion equation in a three-dimensional curvilinear 

orthogonal coordinate system. 

The governing equations of Lagrangian transport of particles include horizontal and 

vertical advection and diffusion. The horizontal (dx, dy) and vertical (dz) distances 

travelled by particles during a model timestep (dt) are computed as follows: 

𝑑𝑥 = (𝑢 +
∂𝐴𝐻

∂𝑥
) 𝑑𝑡 + (2𝑝 − 1)√2𝐴𝐻𝑑𝑡

𝑑𝑦 = (𝑣 +
∂𝐴𝐻

∂𝑦
) 𝑑𝑡 + (2𝑝 − 1)√2𝐴𝐻𝑑𝑡

𝑑𝑧 = (𝑤 +
∂𝐴𝑏

∂𝑧
) 𝑑𝑡 + (2𝑝 − 1)√2𝐴𝑏𝑑𝑡

 

(3.26) 

(3.27) 

(3.28) 

where the first term on the right-hand side computes advective and diffusive 

transport, and the second term computes random walk diffusion. In the second 

term, 𝑝 is a random number ranging from −1 to +1 with a mean 0 (upon 

transformation using 2𝑝 − 1) used to diffuse particles about the advected position. 
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The random walk approach (diffusion) in Eqs (3.27) - (3.29) is followed after 

Dunsbergen & Stalling (1993). The equations incorporated within the EFDC model 

can be used to solve the advective and diffusive transports independently to allow 

user control over the activation of the processes with the directions. 

The transport equations may be solved using three numerical methods. 

1) First-order Explicit Euler Method 

2) Second-order Predictor-corrector or Improved Euler Method 

3) Fourth-order Runge-Kutta Method 

 

The discretisation for the equations according to these methods is as follows: 

Explicit Euler 

𝑥𝑛+1 = 𝑥𝑛 + 𝑢(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛 , 𝑧𝑛)Δ𝑡

𝑦𝑛+1 = 𝑦𝑛 + 𝑣(𝑡𝑛, 𝑥𝑛, 𝑦𝑛 , 𝑧𝑛)Δ𝑡

𝑧𝑛+1 = 𝑧𝑛 + 𝑤(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛, 𝑧𝑛)Δ𝑡

 

(3.29) 

(3.30) 

(3.31) 

 

Predictor-corrector 

𝑥𝑛+1 = 𝑥𝑛 +
1

2
[𝑢(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛 , 𝑧𝑛) + 𝑢(𝑡𝑛+1, 𝑥𝑛+1

𝑝
, 𝑦𝑛+1

𝑝
, 𝑧𝑛+1

𝑝
)]Δ𝑡

𝑦𝑛+1 = 𝑦𝑛 +
1

2
[𝑣(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛 , 𝑧𝑛) + 𝑣(𝑡𝑛+1, 𝑥𝑛+1

𝑝
, 𝑦𝑛+1

𝑝
, 𝑧𝑛+1

𝑝
)]Δ𝑡

𝑧𝑛+1 = 𝑧𝑛 +
1

2
[𝑤(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛, 𝑧𝑛) + 𝑤(𝑡𝑛+1, 𝑥𝑛+1

𝑝
, 𝑦𝑛+1

𝑝
, 𝑧𝑛+1

𝑝
)]Δ𝑡

 

(3.32) 

(3.33) 

(3.34) 

where (𝑥𝑛+1
𝑝 , 𝑦𝑛+1

𝑝 , 𝑧𝑛+1
𝑝 ) are calculated by equations (3.30)-(3.32). 

Runge-Kutta 

𝑥𝑛+1 = 𝑥𝑛 +
1

6
(Δ𝑥1 + 2Δ𝑥2 + 2Δ𝑥3 + Δ𝑥4)

𝑦𝑛+1 = 𝑦𝑛 +
1

6
(Δ𝑦1 + 2Δ𝑦2 + 2Δ𝑦3 + Δ𝑦4)

𝑧𝑛+1 = 𝑧𝑛 +
1

6
(Δ𝑧1 + 2Δ𝑧2 + 2Δ𝑧3 + Δ𝑧4)

 

(3.35) 

(3.36) 

(3.37) 
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where 

Δ𝑥1 = 𝑢(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛, 𝑧𝑛)Δ𝑡

Δ𝑦1 = 𝑣(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛, 𝑧𝑛)Δ𝑡

Δ𝑧1 = 𝑤(𝑡𝑛, 𝑥𝑛 , 𝑦𝑛 , 𝑧𝑛)Δ𝑡

Δ𝑥2 = 𝑢 (𝑡𝑛 +
1

2
Δ𝑡, 𝑥𝑛 +

1

2
Δ𝑥1, 𝑦𝑛 +

1

2
Δ𝑦1, 𝑧𝑛 +

1

2
Δ𝑧1) Δ𝑡

Δ𝑦2 = 𝑣 (𝑡𝑛 +
1

2
Δ𝑡, 𝑥𝑛 +

1

2
Δ𝑥1, 𝑦𝑛 +

1

2
Δ𝑦1, 𝑧𝑛 +

1

2
Δ𝑧1) Δ𝑡

Δ𝑧2 = 𝑤 (𝑡𝑛 +
1

2
Δ𝑡, 𝑥𝑛 +

1

2
Δ𝑥1, 𝑦𝑛 +

1

2
Δ𝑦1, 𝑧𝑛 +

1

2
Δ𝑧1) Δ𝑡

 

(3.38) 

(3.39) 

(3.40) 

(3.41) 

(3.42) 

(3.43) 

Δ𝑥3 = 𝑢 (𝑡𝑛 +
1

2
Δ𝑡, 𝑥𝑛 +

1

2
Δ𝑥2, 𝑦𝑛 +

1

2
Δ𝑦2, 𝑧𝑛 +

1

2
Δ𝑧2) Δ𝑡

Δ𝑦3 = 𝑣 (𝑡𝑛 +
1

2
Δ𝑡, 𝑥𝑛 +

1

2
Δ𝑥2, 𝑦𝑛 +

1

2
Δ𝑦2, 𝑧𝑛 +

1

2
Δ𝑧2) Δ𝑡

Δ𝑧3 = 𝑤 (𝑡𝑛 +
1

2
Δ𝑡, 𝑥𝑛 +

1

2
Δ𝑥2, 𝑦𝑛 +

1

2
Δ𝑦2, 𝑧𝑛 +

1

2
Δ𝑧2) Δ𝑡

Δ𝑥4 = 𝑢(𝑡𝑛 + Δ𝑡, 𝑥𝑛 + Δ𝑥3, 𝑦𝑛 + Δ𝑦3, 𝑧𝑛 + Δ𝑧3)Δ𝑡

Δ𝑦4 = 𝑣(𝑡𝑛 + Δ𝑡, 𝑥𝑛 + Δ𝑥3, 𝑦𝑛 + Δ𝑦3, 𝑧𝑛 + Δ𝑧3)Δ𝑡

Δ𝑧4 = 𝑤(𝑡𝑛 + Δ𝑡, 𝑥𝑛 + Δ𝑥3, 𝑦𝑛 + Δ𝑦3, 𝑧𝑛 + Δ𝑧3)Δ𝑡

 

(3.44) 

(3.45) 

(3.46) 

(3.47) 

(3.48) 

(3.49) 

 

 

 

3.5. Conclusion 

The EFDC model was deemed fit-for-purpose for modelling jellyfish transport within 

Killary Harbour, particularly as it already contained a drifter module which had been 

used in previous studies to successfully model larval transport. It is a 3D model and 

can be run in a baroclinic model, so it had the potential to accurately simulate the 

temperature- and density-driven circulation, which is known to exist within Killary 

Harbour. A 3D barotropic model had been previously developed by researchers in 

the Marine Modelling Group at NUI Galway, and this had been adapted to run on 

parallel processors. Given the existing model, the user experience in the research 

group and the model's suitable capabilities, it was selected for use in the research. 
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CHAPTER 4: HYDRODYNAMIC MODELLING OF KILLARY HARBOUR 

 

4.1. Introduction 

Killary Harbour, an Irish fjord, has been an active research site for many years due to 

its attractive geographic features and the Atlantic climate. An extensive 

hydrographic survey of the Killary Harbour was conducted in the 1970s and 1980s, 

which included a survey of the hydrodynamic circulation of the system by Keegan & 

Mercer (1986). Since then, research on Killary requiring its hydrodynamic data to 

complement the investigations has been chiefly conducted based on that surveyed 

hydrodynamic data in the literature. Attempt to predict Killary hydrodynamics using 

numerical modelling technique has been very rare. Here, the study aimed to 

develop a hydrodynamic model capable of accurately modelling circulation in 

Killary and use it to investigate the different drivers of circulation in the harbour; the 

reason was to generate a set of hydrodynamic data to investigate the transport of 

jellyfish in the harbour. 

Killary Harbour is a site of significant economic activity in aquaculture, with a focus 

on mussel and salmon farming. However, the harbour has been known to 

experience impacts from jellyfish occurrence, likely due to their transport from the 

Atlantic. In 2017, swarms of jelly wiped out about 80 percent of the salmon stock 

from several farms in Killary and some 10,000 fish from adjacent waters along the 

western Irish coast (O'Sullivan, 2017). Thus, the mass transport of jellyfish in Killary 

is a threat to the system's economic activities. If the jellyfish transport in coastal 

waters can be predicted and an early warning system of this can be developed from 

the prediction, then such a threat can be minimised, which is also true for the Killary. 

Worldwide, researchers have tried to investigate jellyfish transport through 

predictions such as Jaspers et al. (2018), Johnson et al. (2005), Wei et al. (2015) etc., 

to name some. Each serves its specific purpose and is unique in its investigative 

method and limitations. But, for all, this prediction requires a knowledge of the 

jellyfish transport mechanism in water. Since the jellyfish are primarily passive 

drifters, which makes them move on the ocean current flows, the foremost part of 
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the investigation would be the prediction of the current flows of the system where 

the jellyfish are residents or potential migrants. From this viewpoint in Killary, the 

harbour hydrodynamics is modelled for its prediction. Hydrodynamic flows of 

waterbodies are influenced by a variety of factors, including geography and climate. 

As such, it is expected that Killary, being a unique fjord system, would exhibit its own 

distinct flow behaviour. The flow behaviour is analysed here for uniqueness to 

provide a better understanding of the process mechanisms to integrate into future 

jellyfish model development in the harbour. 

The successful ecological and resource management operations in Killary require 

the harbour's hydrography to be known in detail (Roden et al., 1987) and 

predictable on demand. Systematic documentation or publications of modelling 

works of the harbour are still scarce in the literature. It is essential to have a 

systematic and well-documented hydrodynamic model of Killary due to its 

economic and ecological significance. The need for reliable hydrodynamic models 

of waterbodies has been recognised for many years. While there have been 

previous attempts to develop such models (e.g. O’Donncha, 2012; UISCE, 2010), 

they have not been widely available or systematically described in scientific articles. 

This knowledge gap motivated the current study to develop a hydrodynamic model 

that is both verifiable and reproducible. The survey by Keegan & Mercer (1986) 

shows the current measurement at limited locations in Killary, only near the mouth; 

the currents inside the harbour were unknown from this record. This limitation can 

be dealt with through the modelling approach, which would have a scope of 

investigating much broader aspects of the Killary hydrodynamics through multiple 

scenario investigations. 

The primary objective of this study was to develop a three-dimensional baroclinic 

hydrodynamic model of Killary using EFDC (Environmental Fluid Dynamics Code). 

EFDC is an extensively applied model (reviewed by Ai et al. (2014) and Hayter 

(2014)), which can handle stratified conditions of an estuarine system through the 

solution of salinity and temperature in the model (Wool et al., 2003). For a successful 

and meaningful prediction of Killary coastal hydrodynamics, an appropriate 

mathematical abstraction of the complex physical reality of its hydrodynamic 
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processes was developed using this model. The model was calibrated using 

measurements of current speed and direction from an ADCP. The influences of the 

wind, river discharge, salinity, and temperature on the current flows and the density 

stratification were also investigated. However, the jellyfish transport model 

development in Killary based on this modelled hydrodynamics, which was one of 

the motivations of this study, was planned to carry out separately in subsequent 

research.  

Here, the chapter highlights (1) the Killary Harbour as the research site, (2) the 

description of the EFDC model, (3) the development of the Killary model, (4) the 

processing and analyses of the ADCP recorded data, (5) the calibration and 

validation of the developed hydrodynamic model, 6) the model sensitivity, and (7) 

the modelled current flows and stratification in Killary. The chapter is structured as 

follows. Section 2 provides the study site, Section 3 provides the model description, 

Section-4 provides the model development, Section-5 provides the model 

calibration and validation, Section 6 provides the sensitivity analysis, Section 7 

provides the results of various model scenarios, and Section 8 provides the 

conclusions. 

4.2. Study Site 

Killary Harbour is a fjord that intrudes the northeastern shore of the Atlantic on the 

west coast of Ireland (Fig 4.1). The valley was formed by glacial erosion and 

subsequently flooded by rising sea levels. It is an indented fissure that runs in a 

south-easterly direction between flanked hills and is thus sheltered from wind and 

wave action. Starting from 442 km E 5942.8 km N, it is approximately 13 km long 

and 0.7 km wide (Keegan & Mercer, 1966), with a total area of 9 km2. It has an 

average depth of about 20 m, extending to 45 m in the centre and at the mouth. 

The site encompasses a diverse range of hydro-morphology featuring shallow 

coastal bathymetry, steep seafloor topography, complex estuarine flows, headland, 

sandbanks, shoals, reefs, and protected areas. The northeastern rivers Errif and 

Bundorragha (marked in Fig 4.2) discharge most freshwater into the system 

(average input at 6 m3/s), and streams account for the remainder (Nunes et al., 2011). 
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Killary's water column structure has been characterised as partially mixed or semi-

stratified by the influence of local weather and hydrography, mainly due to the high 

winds and freshwater runoff, respectively (Keegan & Mercer, 1986). Its circulation 

was classified as a double-layer estuarine with a net outflow near the surface and 

inflow below (Keegan & Mercer, 1986). The average strongest surface currents (0.5 

m/s) usually occur at the mouth of the inlet with a semi-diurnal tidal range of 3.7 m 

(AQUAFACT, 2013; Nunes et al., 2011). 

The Killary Harbour is a place of significance for recreation, sightseeing, mussel raft 

and fish cage economies, and ecology. The harbour has been reported to be 

experiencing the impacts of these activities by jellyfish occurrence from the Atlantic. 

Atlantic salmon and rope mussels have been grown in Killary for the last 50 years or 

more (The Fish Site, 2012) as a major economic venture here. Licensed annual 

production of salmon aquaculture in the harbour is reported to be increased from 

450 t in 1986 to 2200 t by 2006 (Shephard & Gargan, 2017), which gives an idea of 

its growth in the area. Anchored floating cages are deployed in the harbour water 

to contain and culture the salmon, and the cages are arranged in grids. For mussel 

culture in the harbour, long lines supported by a series of small floats are used to 

attach the mussels. The lines are joined by a cable and anchored at the bottom on 

both ends. Droppers are suspended from the lines to collect mussel seeds. The sea-

induced hydrodynamics in Killary is thought to influence the transportation of 

jellyfish inside the harbour, which becomes a potential impact-causing agent within 

the harbour. Furthermore, the fish-cage and mussel-line structures have an influence 

on the hydrodynamics. The position of the farms and the extent of their 

infrastructures within the harbour make the system an excellent experimental site to 

study the possible influences of its hydrodynamics on jellyfish transportation in or 

around the farms or largely within the harbour. 
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Fig 4.1 Map of Killary Fjord, Ireland. [(A) relative location of Ireland; (B) the west coast of Ireland; 

(C) Killary Fjord. Referenced and rendered using R mapping packages). 

4.3. Model Description 

The three-dimensional finite-difference coastal model, EFDC, was used to simulate 

the hydrodynamic circulation of Killary fjord. An outline of the model is presented 

here, and the reader is referred to (Hamrick, 1992, 1996) for a more detailed 

description. EFDC was initially developed at the Virginia Institute of Marine Science 

(Hamrick, 1992) and subsequently supported by the US Environmental Protection 

Agency (EPA) and the National Oceanic and Atmospheric Administration's (NOAA) 

Sea Grant Program (EPA, 2022). EFDC is a multifunctional numerical tool for water 

modelling with dynamically coupled (integrated) frameworks of hydrodynamics, 

water quality and eutrophication, sediment transport, and toxicant fate submodels. 

It is mainly used to simulate physical and biogeochemical transport processes of 

rivers, stratified estuaries, lakes, marshes, and coastal seas (e.g., fish egg transport 

by Heer et al. (2020), sediment transport by Pak et al. (2016) etc.). 

EFDC is based on continuity, momentum, salt-balance, and heat-balance equations. 

Its hydrodynamic module solves the Reynolds-averaged Navier-Stokes equations 

for an incompressible and variable density fluid (Hamrick, 2007a, 2007b) on a 

staggered C-grid (ARAKAWA & LAMB, 1977). It uses a cartesian or curvilinear 

coordinate system, orthogonal in the horizontal and sigma-stretched or terrain-

following in the vertical, to represent the physical characteristics of the waterbody 

under investigation. Its state-of-the-art schemes allow for drying and wetting in 

shallow areas (Z. G. Ji et al., 2001) and include an efficient internal/external mode-

splitting of numerical solutions to distinguish the internal shear (or depth-explicit 
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baroclinity) from the external free-surface gravity wave (or depth-implicit barotropy) 

(mentioned in James et al., 2016). Model governing equations in full are presented 

previously in Chapter 3 (Model Theory). 

 

4.4. Model Configuration and Development 

The present model is a further development of the EFDC application in Killary 

Harbour by Donncha (2012). While a lot of the configuration of the model was 

adapted from the previous model, the following four major enhancements were 

made: 1) the domain was extended westward to include more of the sea, thereby 

making the model domain larger, 2) baroclinity was included with dynamic 

temperature and salinity, 3) the model was forced with dynamic freshwater 

discharges, and 4) the model was set up to using EFDC's new parallel computing 

method developed by (O’Donncha et al., 2014). Parallelization uses domain 

partitioning with MPI synchronisation for efficient execution (O’Donncha et al., 

2017). 

 

4.4.1. Grids and Bathymetry 

The model domain extends approximately 20 km East-West (435400 m to 455816 

m Easting) and 16 km North-South (5938550 m to 5944886 m Northing) within UTM 

zone 29. It is horizontally partitioned using a regular-sized cartesian grid with a 

spatial resolution of 6464 m2. Grid generation was carried out as per the EFDC 

User Manual (Hamrick, 1996). In the vertical direction, the model is resolved on a 

terrain-following sigma grid with 20 layers, each covering 5% of the water column. 

The model includes high resolution in the vertical to accurately parameterise vertical 

shear gradients resulting from varied density waters. The meshing yields 

32010020 (x, y, z) computational cells. A fixed temporal resolution of 0.25 s 

timestep was used to ensure model stability and accuracy upon optimisation trials 

and analyses. 
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The bathymetry was developed by depth interpolation using data sourced from 

INFOMAR (a joint programme between the Geological Survey Ireland and the 

Marine Institute for mapping various features of Ireland's seabed). The Admiralty 

Chart - 2706 was also digitised and incorporated where the INFOMAR datasets were 

insufficient. Data compilation, digitisation, and slope assessment were done with 

ArcGIS (ESRI, 2018) in the development of the final bathymetry. Fig 4.2 shows the 

bathymetry contour plot of the Killary Harbour. 

 

Fig 4.2 Killary harbour bathymetry (The legend on the top-right showing the colour scale 

represents the water depths in metres; map axes are represented as easting and northing in km 

along the x-and y-axis, respectively.) 

The spatial resolutions of the model, both in the longitudinal and vertical directions, 

were carefully chosen to achieve a high level of accuracy in the simulation outputs, 

particularly in modelling the currents within the estuary. The horizontal grid spacing 

was decided at 65 m2 as it was considered small enough to achieve a satisfactory 

level of accuracy but not overly small so as to make runtimes prohibitively long. A 

important determinant was ensuring that flows through the narrowest part of the 

estuary could be satisfactorily modelled which requires a minimum of 6-8 grid cells. 

The choice to utilize 20 layers for the vertical resolution was based on providing 

adequate resolution of the variations of velocity with depth so that the effects of diel 

migratory behaviour could be adequately captured. 
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4.4.2. ADCP Data 

Current speeds and directions were measured using a bed-mounted ADCP 

deployed from Aug to Oct 2015 at 446.7 km E and 5939.7 km N (Fig 4.2). The 

vertical profile of the ADCP data contains 17 bins up to the surface. The current 

velocity measurement area of the ADCP was based on Eq (4.1) and Eq (4.2) (Mohn 

& White, 2016). 

𝐷 = 𝑑𝑡 − (𝑑𝑠 + 𝑑𝑏 + 𝑑𝑚)       (4.1) 

𝑑𝑠 = 1 − cos (𝑏𝑒𝑎𝑚 𝑎𝑛𝑔𝑙𝑒) × 𝑑𝑡      (4.2) 

where 𝐷 is the vertical profile distance of the ADCP data, 𝑑𝑡 is the total depth at the 

point of measurement (14 m), 𝑑𝑠 is the sidelobe interference distance from the 

surface (1.875 m, calculated from Eq (4.2) on a 30o beam angle), 𝑑𝑏 is the blanking 

distance over the ADCP (0.4 m), 𝑑𝑚 is the mount or transducer head distance from 

the bottom (3.225 m). 

The total distance of the vertical profile at 1.875 m sub-surface is thus calculated to 

be 8.5 m, where each bin comprises 0.5 m in thickness. Since the numbers of EFDC-

layer (total 20) and ADCP-bin (total 17) are not equal, an equivalence was 

determined based on the depth to find a corresponding match and allow necessary 

comparisons of the outputs. Quality control was undertaken before comparison to 

improve the recorded data precision. The ADCP current speed data was passed 

through the Butterworth lowpass filter for noise filtering and smoothing. Frequency 

filter cut-off was explored by converting the original signals from the time domain 

to a representative frequency domain using the FFT (Fast Fourier Transform) 

analysis. 

 

4.4.3. Boundary Conditions and Other Input Data 

Killary's western open sea boundary used the standard specification of water 

surface elevations, using combinations of harmonic constituents and time series. In 

the absence of any high-resolution tidal data sources close to the study area, tidal 

heights were collected from 'tidetimes.org.uk' for Aug-Oct 2015, and harmonic 
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analysis with 33 tide constituents was carried out using T_TIDE (Pawlowicz et al., 

2002), a tide prediction toolbox in Matlab. 

The initial and open boundary conditions for salinity and temperature followed two 

scenarios: one in which the concentrations were treated as variables and another in 

which they were held constant. Spatially dynamic and time-series data for the 

variable concentration scenario were obtained from the Connemara Model, 

provided by the Marine Institute of Ireland. 

Riverine discharges (Q in m3/s) from the rivers Errif (Q1) and Bundorragha (Q2) 

(marked in Fig 4.2) were used as the freshwater inflow in the model. The time series 

of Q was calculated based on a rating curve and water level at the Aasleagh Bridge 

hydrometric station (source: Hydro-Data of the Office of Public Works at 

www.waterlevel.ie). River temperature time series were also collected and used as 

model input. Thus, to simulate the baroclinity within the system, the model was 

programmed to actively transport concentrations and discharge. Land-water 

interfaces in the lateral, terminal, and bottom boundaries featured a no-slip no-

leakage condition with zero fluid velocity relative to a stationary wall or side. 

Meteorological data were used as atmospheric input in the model to define the 

surface boundary of the system. For this, data at 0.125 deg and 3 hr resolution for 

variables 6-11 in Table 4.1 were downloaded from the ERA-Interim model (a 

reanalysis of the global atmosphere by ECMWF) and used to simulate wind-induced 

surface currents. Wind data compared with that of the nearest weather station (at 

Belmullet, 67 km northwest of Killary; available at www.met.ie) confirms its 

acceptability as input in the model by showing a similar trend in speed and direction 

(Fig 4.3). 
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(a) 

 

(b) 

 

Fig 4.3  Wind comparison over Aug 2015 between recorded (Belmullet) and model (ECMWF) data 

for their (a) speed and (b) direction.  

4.4.4. Model Parameters, State Variables, and Constants 

Table 4.1 below states the set-up specifications used for the Killary model. 

Table 4.1 Model parameters, state variables and constants. 

Sl. Name Unit Value 

Parameters 

01 Cells in I direction (longitudinal) - 320 

02 Cells in J direction (lateral) - 100 

03 Layers in K direction (vertical) - 20 

04 Active or water cells - 10746 

05 Cartesian grid spacing m 64 

06 Layer thickness % 5 
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07 Model timestep sec 0.25 

08 Reference time sec  86400 

09 Simulation period ref. time (day) 24 

10 Simulation starting time date 18/08/2015 

00:00 hr 

11 Domain decomposition and parallel execution processor 6 

Variables 

01 Surface elevation at the open boundary m Time-series 

02 Salinity at the open boundary psu Time-series 

03 Temperature at the open boundary oC Time-series 

04 Initial spatial salinity psu Dynamic 

05 Initial spatial temperature oC Dynamic 

04 River discharge m3/s Time-series 

05 River temperature oC Time-series 

06 Wind (speed and direction) m/s and deg Time-series 

07 Atmospheric pressure millibar Time-series 

08 Atmospheric temperature oC Time-series 

09 Relative humidity % Time-series 

10 Rainfall mm/hr Time-series 

11 Cloud fraction Time-series 

Constants 

01 Wind drag coefficient - 0.0015 
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02 Hydrodynamic roughness height m 0.02 

03 Horizontal momentum diffusivity m2/s 1E-6 

04 Eddy viscosity m2/s 1E-4 

05 Eddy diffusivity m2/s 1E-7 

06 Coriolis coefficient sec-1 0.0001167 

07 Dry cell depth m 0.30 

08 Wet cell depth m 0.35 

09 River salinity psu 00 

10 Initial and sea-boundary salinity (if constant) psu 35 

11 Initial and sea-boundary temperature (if constant) oC 15 

 

4.5. Model Calibration and Validation 

The values that proved optimal for this model are already presented in Table 4.1 

above. The model performance was assessed by comparing the surface elevations 

and flows resulting in the model against those observed at Killary for the same 

period. For calibration, the model was run from 18 Aug to 11 Sep 2015 to sufficiently 

cover both spring and neap tidal cycles and capture the entire variation in tidal 

currents. Model results were extracted after 48 hrs of the simulation to allow time 

for model spin-up. Calibration was performed by tuning the temporal resolution at 

four timesteps of 2.00, 1.00, 0.50, and 0.25 s.  Wind stress and bottom roughness 

coefficients and turbulence parameters were fine-tuned based on agreements with 

the observed data. Surface shear stress was modulated by the wind drag coefficient. 

The actual bottom condition was simulated by varying the hydrodynamic roughness 

height. Turbulent diffusion parameters such as horizontal momentum diffusivity, 

eddy viscosity, and eddy diffusivity were adjusted to dampen the velocity gradients. 



Chapter 4: Hydrodynamic Modelling 

66 

 

Turbulence closure parameters were not adjusted; instead, empirically derived 

coefficients for those were prescribed. 

4.5.1. Observed Hydrodynamics 

The observed current speeds and directions at particular ADCP bins were analysed 

and are presented in Fig 4.4. The figure shows a model scale of ADCP bin 

measurement used in the Killary and the respective current speeds and directions 

at bins 17 and 11, marked on the figure by A and B, respectively. According to the 

figure, near-surface ADCP bins contain a lot of noise due to tide level variation and 

are therefore ignored for the calibration and validation analysis. Bin 11, which is at 

less than 5 m water depth and provides relatively regular and smooth data, was 

mainly chosen to serve calibration and validation purposes. 

 

Fig 4.4  Current speed and direction at the ADCP bins (A) 17 and (B) 11. 

 

4.5.2. Modelled Hydrodynamics 

The modelled surface elevation and currents were compared with the observed 

hydrodynamic data and are presented in Fig 4.5 and Fig 4.6, respectively. Fig 4.5 

shows the comparison of the surface elevation between the model and the 

observation. According to the figure, there is a good agreement between them. 
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Fig 4.5  Comparison between modelled and observed surface elevation. 

The flow comparison required a pre-processing of the modelled and measured data 

as the data structures were layered and unequal, making them incomparable. A 

strategy was resorted to bringing them on comparable platforms and filtering the 

matched layers. Table 4.2 shows the model layers and ADCP bins across the water 

depth. According to the table, Bin 11, which was selected for calibration (Fig 4.4), 

looks equivalent to Layer-13 in terms of the depth (at around 4.9 m down to the 

surface), thereby identified as vertically representative for the comparison. 
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Table 4.2 Comparing the equivalence of EFDC 

layers to ADCP bins. 

EFDC ADCP Mutual equivalence 

Layers 
Depth 

(m) 
Bins 

Depth 

(m) 

20 0.0 𝑑𝑠
* 0.0 

 

19 0.7 

  

18 1.4 

17 2.1 17 1.875 

16 2.8 16 2.375 

15 3.5 15 2.875 

14 4.2 14 3.375 

13 4.9 13 3.875 

12 5.6 12 4.375 

11 6.3 11 4.875 

10 7.0 10 5.375 

9 7.7 9 5.875 

8 8.4 8 6.375 

7 9.1 7 6.875 

6 9.8 6 7.375 

5 10.5 5 7.875 

4 11.2 4 8.375 

3 11.9 3 8.875 
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2 12.6 2 9.375 

1 13.3 1 9.875 

  

𝑑𝑏
* 10.375 

𝑑𝑚
* 10.775 

Bed 14.0 Bed 14.0 

*Please consult the description of Eqs. 

(4.1) and (4.2) for full form. 

L represents EFDC layers, 

and B represents ADCP bins 

 

Fig 4.6 shows the comparison of the current speeds and directions between the 

EFDC model and the ADCP observation. Besides the reference comparison made 

between the 13-11 layer-bin pair, two other comparisons were made and shown in 

the figure, one at the surface at the 18-17 pair and another below the reference at 

the 8-4 pair. According to the figure, their level of agreement is relatively better at 

the subsurface water depths (≥ 4.9 m) than at the surface or near-surface one. The 

model's current directions, which is one of the important checks of model 

performance in terms of prediction efficiency and confidence, are reasonably 

synchronous with the ADCP at the subsurface layers. RMSE provides a better 

estimate and understanding of this agreement in quantitative terms. For calculating 

RMSE, the modelled current speeds at every 15 min timestep were filtered to match 

the temporal resolution of the ADCP data. The calculation reveals a larger value of 

0.3281 m/s near the surface (estimated for the 18-17 pair), and the values are 

smaller at the subsurface layers, 0.0439 m/s and 0.0442 m/s (estimated for the 13-

11 and 8-4 pairs respectively). The lower RMSE supporting the visual estimation of 

the model prediction and accuracy is shown in Fig 4.6. Thus, the developed Killary 

hydrodynamic model is calibrated and validated upon this agreement of the 

subsurface currents. 
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Fig 4.6 Killary hydrodynamics of EFDC model (black) and ADCP observation (grey) showing 

comparisons of the respective (a,c,e) current speeds and (b,d,f) current directions. Speed and 

direction are displayed along the y-axis and are measured in m/s and deg units, respectively. 

 

4.6. Sensitivity Analysis 

Model sensitivity to the processes such as tide, wind, salinity, temperature, and river 

discharge was investigated across their configurations. The scenarios comprising 

these process configurations were simulated and compared. The effects of 

baroclinity, sea boundary, wind, river discharge, and salinity-temperature 

stratification on the tidal current flows were investigated through those simulations. 

The plan of simulation is presented in Table 4.3, which shows the name and ID of 

the simulations executed and the processes included in the respective simulations. 

The plan of sensitivity effect analysis is presented in Table 4.4, which shows a matrix 

of comparisons. 
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Table 4.3 Sensitivity investigation plan. 

Num ID Simulation Process included 

  

 Tide Wind 

Salinity-

Tem-

perature 

River Dis-

charge 

1 BT-

TW 

Barotropic with tide and wind 
  *   

2 BC-

All 

Baroclinic with time-varying 

wind and river discharge and 

with time-constant salinity-

temperature 

  *  **  * 

3 BC-

All-tv 

Baroclinic with time-varying 

processes  
  *  *  * 

4 BC-

NW 

Baroclinic with no wind 
   **  * 

5 BC-

W4 

Baroclinic With Constant Wind 

(4 m/s) 
  **  **  * 

6 BC-

W8 

Baroclinic With Constant Wind 

(8 m/s) 
  **  **  * 

7 BC-

NR 

Baroclinic with no river 
  *  **  

8 BC-

R3 

Baroclinic with Constant Low 

Flow (3 m3/s) 
  *  **  ** 

9 BC-

R33 

Baroclinic with Constant high 

flow (33 m3/s) 
  *  **  ** 

* time-varying. 

**time-constant. 
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Table 4.4 Sensitivity effect analysis matrix 

The matrix shows the model sensitivity effects analysed upon the comparisons. The numbers 

across the rows and columns represent the ID of the simulations investigated as per Table 4.3. A 

row-column pair indicates the scenario comparison made, and the respective cell tag at the row-

column intersection indicates the influence investigated. The model sensitivity effects are 

represented by BCL for baroclinic, SBC for sea-boundary conditions, WND for wind, and RIV for 

river discharge. 

ID Num 1 2 3 4 5 6 7 8 9 

1 - BCL - - - - - - - 

2 BCL - SBC WND WND WND RIV RIV RIV 

3 - SBC - - - - - - RIV 

4 - WND - - WND WND - - - 

5 - WND - WND - WND - - - 

6 - WND - WND WND - - - - 

7 - RIV - - - - - RIV RIV 

8 - RIV - - - - RIV - RIV 

9 - RIV - - - - RIV RIV - 

 

4.7. Results and Discussion 

4.7.1. Model Stability 

The model stability was found sensitive to temporal resolution. The convergence of 

the model surface elevation was achieved at the smaller timesteps among the four 

iterations tested at 2, 1, 0.5, and 0.25 s. This convergence was confirmed by Fig 4.7, 

which showed that the residuals of the equations were reduced to near-zero values 

as the time step size was decreased. As per Courant et al., (1928), the maximum 

Courant number computed for the model (Cmax=0.008) also satisfies the Courant-
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Friedrich-Lewy condition (Cmax<1.0) of the numerical solutions. The smallest 

timestep 0.25 s showed a significant improvement in model performance 

(smoothness of surface elevations), thus, was selected as the appropriate temporal 

resolution to be used in the Killary model. The higher time resolution selected 

thereby was computationally costly. This cost was partly tackled by parallelisation on 

six processors of the computer. The parallelisation adopts an efficient domain 

decomposition approach that theoretically permits deployment on a large cluster 

of machines and thus runs a high-resolution model more quickly (O'Donncha et al., 

2014). The strategy, along with the 0.25 s timestep, took six times longer to simulate 

the model than that with the 2 s timestep. However, the convergence was very 

important for the model stability and precision as failing to achieve that at any 

instance would have generated a numerically erroneous initial condition for the next 

timestep, which eventually would have propagated until the simulation reached the 

final.  

 

Fig 4.7  Surface elevation convergence over a simulation period (x-axis) in different timesteps. 

 

4.7.2. Sensitivity to Model Properties and Parameters 

As the first three-dimensional baroclinic hydrodynamic model of Killary Harbour, 

which incorporates baroclinic features and extends the seaward domain, this study 

investigates the influence of various properties and parameters on the simulation of 

current flows. Due to the uniqueness of the model, it is crucial to understand the 

effects of different factors on the accuracy of the simulations. So, the sensitivity of 

the developed baroclinic model was tested to some important properties and 

parameters such as model physics, initial and sea boundary conditions, wind, and 
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river discharge. The model sensitivities are described below, along with the 

respective illustrations. The sensitivities are shown at the low, mid-flood, high, and 

mid-ebb tidal levels. There will be two types of illustrations at four different tidal 

levels: (1) maps showing vectors and contours of the modelled current speed and 

direction of the surface and depth-averaged flows organised, and (2) maps showing 

stratifications of the modelled salinity and temperature during the neap and spring 

tide stages. In the figures, the panels are organised such that different depth flows 

and tidal stages are shown across the columns, and different tidal levels are shown 

across the rows. Where there is no difference in stratification or currents between 

the scenarios being investigated, only a single representative difference plot has 

been illustrated at a particular tidal instance for demonstration purposes. 

4.7.2.1. Model Physics 

4.7.2.1.1. Baroclinity 

As baroclinity is a significant attribute of estuarine systems, it has been included in 

the developed model with the aim of maximising its quality. The outputs of the 

baroclinic simulations demonstrating salinity and temperature stratifications are 

illustrated in Fig 4.8. The figure shows the stratifications in various tidal stages and 

levels generated by the model. According to the figure, during neap tides, the 

salinity stratification is limited within the harbour (Figures A-D), whereas during 

spring tides, it is stronger and extends from the harbour towards the sea (Figures E-

H). This pattern occurs at all tidal levels. With respect to temperature, which varies 

between 11-15 oC, the stratifications within the harbour are dominated by colder 

waters (Figures I-P). This lower temperature in the harbour may be due to the mixing 

of cold river water, which has an average temperature of 12.8±1.8 oC in the river and 

14.34±0.7 oC in the estuary, into the harbour. Along the harbour, a horizontal 

stratification extends from the head through the mouth to the sea, characterised by 

colder water followed by warmer water. This stratification is more pronounced 

during spring tides than during neap tides. The vertical stratification occurring 

within the harbour can be characterised by colder water lying over the warmer water 

with subtle variations among the tidal levels and tends to reduce towards the sea. 
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Thus, these salinity and temperature stratifications confirm a density variation inside 

the harbour, which consequently would cause hydrodynamic turbulence and 

influence the passive transportation of the drifters in the harbour. 

  

 

Fig 4.8 Maps showing the (A~H) salinity and (I~P) temperature stratifications as per the BC-All 

model scenario. The stratifications are investigated in the (A~D & I~L) neap and (E~H & M~P) 

spring tides at the (A & E) low, (B & F) mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 

(The x-axis represents the spatial points of investigation along the east-west at every 2 km, and the 

y-axis represents the water depths in metres. The legends on the top represent the salinity scale 

in psu shown on the left and the temperature scale in oC on the right.) 

The outputs of the baroclinic simulations demonstrating modelled currents are 

illustrated in Fig 4.9. Since little or no remarkable variation in the stratification has 

been observed among the tidal levels during neap tides, the currents have been 

analysed only during spring tides and are presented in the figure. The figure shows 

current velocity variations generated by the model in terms of tide and depth. 
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According to the figure, the currents are lower at the slack water during the high 

and low tides (Fig A and C) and higher halfway at the tides during mid-flood and 

mid-ebb (Fig B and D), as would be expected; the surface velocities are higher than 

the depth-averaged velocities. 

 

Fig 4.9 Maps showing the (A~D) surface and (E~H) depth-averaged currents in the BC-All model 

scenario. The currents are sampled in the spring tide at the (A & E) low, (B & F) mid-flood, (C & G) 

high, and (D & H) mid-ebb tidal levels. 

 

4.7.2.1.2. Barotropy 

The barotropic scenario of Killary would be worthy of investigation to understand 

the sensitivity of the barotropic-baroclinic physics of the estuary in the model. For 

this, the barotropic currents were also investigated, and the simulation outputs were 

illustrated in Fig 4.10. The variations in the current velocities, as shown in the figure, 

are like that seen in the baroclinic scenario. A relative variation between the 
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scenarios is apparent mostly during the mid-flood and mid-ebb stages, but this 

cannot be effectively explored from the figures. So, a difference plot is illustrated 

and presented in the following section to properly investigate the model's sensitivity 

to its physics. 

 

Fig 4.10 Maps showing the (A~D) surface and (E~H) depth-averaged currents in the BT-TW model 

scenario. The currents are sampled in the spring tide at the (A & E) low, (B & F) mid-flood, (C & G) 

high, and (D & H) mid-ebb tidal levels. 

 

4.7.2.1.3. Difference Between The Scenarios 

The baroclinic property of an estuary can have a significant impact on the circulation 

patterns of its waters. To investigate this influence in Killary, we compared the model 

results for a baroclinic scenario with those for a barotropic condition of the estuary. 

The differences in water currents between these two scenarios are presented in Fig 

4.11. The figure shows the baroclinic current flow variation relative to the barotropic 
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condition. According to the figure, flow variations are primarily prominent in the 

surface water around the head and mouth of the estuary; however, although not 

that much, the variation is still evident in the depth-averaged flows as well. This 

variation in flows clearly indicates the sensitivity of the model physics, which was 

captured well in the model developed. As expected, the baroclinic scenario resulted 

in complex patterns of circulation, with the denser, saltier water sinking to the 

bottom and pushing the lighter, fresher water upwards. The results created vertical 

shear and horizontal convergence and divergence of water masses, leading to a 

vertical gradient in water density and pressure, which in turn drove the water flow. 

This mechanism led to increased mixing and turbulence in the estuary, which had 

important implications for the ecology of the system, leading to a more dynamic 

and diverse ecosystem. In the hydrodynamic model of Killary, the baroclinic set-up 

that was used to simulate the effects of vertical density gradients on the water flow 

created a hydrodynamic condition characterised by stratification, which increased 

the current velocity in the estuary. The model results showed that the baroclinic set-

up resulted in more complex and dynamic circulation patterns, as compared to the 

barotropic set-up. These results have important implications for the management of 

estuarine systems and highlight the need for accurate hydrodynamic models to 

guide decision-making. 
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Fig 4.11 Maps showing differences in the (A~D) surface and (E~H) depth-averaged currents 

between the BC-All and BT-TW model scenarios. The currents are sampled in the spring tide at 

the (A & E) low, (B & F) mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 

 

4.7.2.2. Initial and Sea Boundary Conditions 

To investigate the sensitivity of the Killary hydrodynamic model to variations in initial 

and boundary conditions, the model was simulated in multiple scenarios with 

different salinity and temperature specifications as initial and sea boundary 

conditions. The model inputs were either constant or variable over time, and the 

resulting outputs were analysed and compared. The model results with the constant 

inputs were previously analysed and described in Fig 4.8 and Fig 4.9, which showed 

that the model was sensitive to changes in the input parameters, with higher salinity 

and temperature resulting in stronger currents and deeper mixed layers. These 
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changes highlight the importance of the need for sensitivity analysis to identify key 

drivers of system behaviour. 

The stratifications and current flows in the modelled scenario forced with time-

varying and spatially-varying salinity and temperature are now analysed and 

described in Fig 4.12 and Fig 4.13, respectively. According to the figures, the 

stratification and currents in the variable input scenario closely resemble those in 

the constant input scenario. However, their differences were investigated and are 

illustrated in Fig 4.14 (stratifications) and Fig 4.15 (currents). Figure 4.14 shows that 

the spatiotemporal variations in salinity input to the model have very little influence 

on the stratification, probably due to the small difference in salinity values between 

the constant (35 psu) and varying (35.03425±0.1 psu with a range of 34.26~35.30 

psu) input scenarios. On the other hand, the temperature input does show a slight 

difference in stratification between the input scenarios. The constant temperature 

was at 15 oC, and the variable temperature was at 14.34±0.7 oC with a range 

12.39~15.93 oC. The model forced with constant initial and sea boundary 

temperature input shows a temperature reduction of ≤ 1 oC along the harbour 

compared to the varying input scenario, while remaining similar to the comparative 

scenario with mostly no variation from the mouth up to the sea boundary and across 

various tidal levels. Figure 4.15 indicates that spatiotemporally constant salinity and 

temperature inputs did not have any significantly different influence on the 

modelled currents from their varying inputs. Based on this comparative 

investigation, it appears that the initial and sea boundary conditions of salinity and 

temperature do not appear to be sensitive to their input specifications in terms of 

constancy or variability in short-term simulation. However, accurate and realistic 

boundary conditions might be critical for estuarine modelling in the long term. 

These findings highlight the importance of careful parameterisation and sensitivity 

analysis in hydrodynamic modelling and provide valuable insights into the complex 

dynamics of the Killary estuary. 
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Fig 4.12 Maps showing the (A~H) salinity and (I~P) temperature stratifications as per the BC-All-tv 

model scenario. The stratifications are investigated in the (A~D & I~L) neap and (E~H & M~P) 

spring tides at the (A & E) low, (B & F) mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 

(The x-axis represents the spatial points of investigation along the east-west at every 2 km, and the 

y-axis represents the water depths in metres. The legends on the top represent the salinity scale 

in psu shown on the left and the temperature scale in oC on the right.) 
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Fig 4.13 Maps showing the (A~D) surface and (E~H) depth-averaged currents in the BC-All-tv 

model scenario. The currents are sampled in the spring tide at the (A & E) low, (B & F) mid-flood, 

(C & G) high, and (D & H) mid-ebb tidal levels. 
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Fig 4.14 Maps showing differences in the (A~B) salinity and (C~D) temperature stratifications in 

the BC-All scenario with respect to the BC-All-tv scenario. The differences are investigated in the 

(A & C) neap and (B & D) spring tides at the mid-flood tidal level. (The x-axis represents the spatial 

points of investigation along the east-west at every 2 km, and the y-axis represents the water 

depths in metres. The legends on the top represent the scale of difference in the salinity (psu) 

shown on the left and the temperature (oC) on the right.) 

 

 

Fig 4.15 Maps showing differences in the (A) surface and (B) depth-averaged currents between 

the BC-All and BC-All-tv model scenarios. The currents are sampled in the spring tide at the mid-

flood tidal level. 

It is important to note that some limitations of the salinity and temperature analysis. 

As the simulations were run for a relatively short period of time (due to the matching 

the simulation times to the period of recorded observations of jellyfish movement), 

equilibrium conditions may not have been achieved. When modelling baroclinic 

flows, it can take a substantial amount of time for the temperature and salinity fields 

to reach a state of quasi-equilibrium; this contrasts with the relatively short period 

of time required for barotropic models to reach steady state. Short simulation 

periods may not allow the system to progress towards a stable equilibrium. This 

stems from the fact that baroclinic models account for variations in temperature and 

salinity, leading to the development of density gradients. These gradients create 

stratification, which significantly influences the vertical distribution of currents and 
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requires time to evolve and stabilize (Bernsen et al., 2008). Conversely, barotropic 

models assume a constant density throughout the water column, simplifying the 

simulation and requiring shorter durations to capture the dominant flow patterns 

driven primarily by external forces like tides and winds. In addition to the above, 

estuaries and coastal regions often undergo seasonal fluctuations in temperature 

and salinity due to factors like temperature variations, rainfall, and tidal influences. 

It is therefore recommended that a longer simulation period should be used to 

ensure steady state has been achieved and to capture seasonal variations and their 

impacts on the system. Depending on the specific dynamics of the estuary, the 

system may require time to respond to external forcing factors such as tides, wind, 

and freshwater inflow. Longer simulation periods provide a more comprehensive 

exploration of these responses. 

4.7.2.3. Wind 

4.7.2.3.1. Wind Speed Scenarios 

Four wind scenarios were simulated in order to investigate their influence on 

stratifications and currents and analysed through five paired comparisons illustrated 

in various figures. Table 4.5 summarises the key results of the analyses in terms of 

sensitivity. 

Table 4.5 Summary of the model sensitivity study to the wind. 

Scenario ID Comparative 

analysis 

Sensitivity to W 

Salinity Temperature Currents 

WX = with time-varying wind; 

W0 = without wind (0 m/s); 

W4* = with time-constant wind at 4 m/s; 

W8* = with time-constant wind at 8 m/s. 

WX vs. W0 Y Y Y 

W0 vs. W4 Y** N N 

W0 vs. W8 Y** N N 

W4 vs. W8 N N N 

WX vs. W8 Y Y Y 

*South-westerly wind. 

**Limited (only during the neap tide). 



Chapter 4: Hydrodynamic Modelling 

85 

 

The analyses of the reference wind scenario, which is with the time-varying wind 

(WX), have been shown previously in Fig 4.8 (stratifications) and Fig 4.9 (currents). 

The modelled currents across the wind scenarios are visually the same or similar; 

therefore, their presentations are skipped here in this section. Fig 4.16 presents the 

analysis of stratifications in various tidal stages and levels for three scenarios: no 

wind (W0) and constant winds at 4 m/s (W4) and 8 m/s (W8). According to the 

analyses, the stratifications do not appear to vary visually across these wind 

scenarios in any of the tidal stages or tidal levels. Due to having similar results of all 

these analyses, only a representative illustration of the analyses is presented here in 

Fig 4.16 for demonstration. The salinity stratifications do not show any diurnal 

influence across various tidal levels but vary across the spring and neap tides 

indicating the lunar influence. The stratifications occurring during the spring tide are 

stronger than the neap tide. The scenarios with the time-constant wind at either 0, 

4, or 8 m/s speed show warmer water than the time-varying wind scenario. Thus, 

wind shows an influence on the temperature stratification in Killary. However, it 

appears to be a bit critical to precisely interpret the extent and influence of the 

stratifications from these preliminary visual inspections of the individual illustrations. 

So, a quantitative difference plot is illustrated and presented in the following section 

to properly investigate the sensitivity of the model to the wind. 

 

Fig 4.16 Maps showing the (A~B) salinity and (C~D) temperature stratifications as per the BC-NW 

model scenario. The stratifications are investigated in the (A & C) neap and (B & D) spring tides at 

the mid-ebb tidal level. (The x-axis represents the spatial points of investigation along the east-

west at every 2 km, and the y-axis represents the water depths in metres. The legends on the top 

represent the salinity scale in psu shown on the left and the temperature scale in oC on the right.) 
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4.7.2.3.2. Differences Among the Wind Scenarios 

To examine the impact of wind on the stratification and currents in Killary, the wind 

scenarios were compared in pairs according to the analysis plan outlined in Table 

4.5. The respective plots of difference in stratification are presented in Fig 4.17 and 

Fig 4.18. Where the same or similar results are observed at various tidal levels, only 

a representative illustration of the analyses is presented in the figures for 

demonstration. According to Fig 4.17, which displays the relative differences 

between scenarios with the time-varying wind (WX) and those without wind (W0) or 

with the time-constant wind (e.g. W8), the upper harbour areas exhibit lower salinity 

and temperature in WX compared to W0 or W8, whereas no significant differences 

were observed in deeper waters or oceanic areas between the wind scenarios. Fig 

4.18 shows the relative differences among three time-constant wind scenarios viz., 

W0, W4, and W8, where the wind blew at 0, 4, and 8 m/s speed, respectively. 

According to the figure, the salinity and the temperature are slightly higher in the 

upper harbour areas during the neap tide in the zero-speed wind scenario W0 (no 

wind) than in the higher-speed wind scenarios W4 or W8; the deeper waters and 

the oceanic areas do not show any difference between the wind scenario pairs. The 

W4 vs. W8 scenario pair also shows no difference at all. These mainly indicate that 

the time-varying wind had an obvious influence on the stratification. Wind 

contributed to the mixing of the river discharge into the harbour, thereby resulting 

in the reduction of the salinity and temperature where the rivers joined the harbour 

near its head. This effect was higher while the tidal influence was lower (i.e., neap 

tide) and lower while the tidal influence was higher (i.e., spring tide). The impact of 

time-constant wind on creating differences in stratification appears to be less 

significant than that of time-varying wind, as the variability of wind contributes to 

better mixing than a unidirectional constant wind. 
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Fig 4.17 Maps showing differences in the (A~B) salinity and (C~D) temperature stratifications in 

the WX scenario with respect to the W0 or W8 scenarios. The differences are investigated in the 

(A & C) neap and (B & D) spring tides at the mid-ebb tidal level. (The x-axis represents the spatial 

points of investigation along the east-west at every 2 km, and the y-axis represents the water 

depths in metres. The legends on the top represent the scale of difference in the salinity (psu) 

shown on the left and the temperature (oC) on the right.) 

 

Fig 4.18 Maps showing differences in the (A~B & E~F) salinity and (C~D & G~H) temperature 

stratifications in (A~D) the W0 scenario with respect to the W4 or W8 scenarios and in (E~H) the 

W4 scenario with respect to the W8 scenario. The differences are investigated in the (A~D & I~L) 

neap and (E~H & M~P) spring tides at the mid-ebb tidal levels. (The x-axis represents the spatial 

points of investigation along the east-west at every 2 km, and the y-axis represents the water 

depths in metres. The legends on the top represent the scale of difference in the salinity (psu) 

shown on the left and the temperature (oC) on the right.) 

The figures in this section, Fig 4.19 and Fig 4.20, show the differences in current 

flows among wind scenarios in various tidal stages and levels. According to Fig 4.19, 

which illustrates the relative differences in WX from W0 or W8, the surface currents 

are locally higher near the mouth and in the anterior of the harbour in the time-
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varying wind scenario than in the time-constant wind scenarios. This difference is 

most noticeable during the flood tide and may be linked to changes in stratification. 

The difference in depth-averaged currents is relatively lower than that in surface 

currents. Fig 4.20 indicates that the relative difference between W0 and W4 or W8 

is very low, and the relative difference between W4 and W8 is zero. These analyses 

suggest that wind has little influence on the tidal currents in Killary, primarily due to 

the time-varying wind. The time-constant winds, whether milder (4 m/s) or stronger 

(8 m/s), could not significantly impact the harbour currents because the wind was 

forced unidirectionally at constant rates, which could not overpower the tidal 

influence to create any difference in currents. However, a wind much stronger than 

8 m/s might create different results that were not tested in this study. 

 

Fig 4.19 Maps showing differences in the (A) surface and (B) depth-averaged currents between 

the WX and the W0 or W8 model scenarios. The currents are sampled in the spring tide at the 

mid-flood tidal level. 

 

Fig 4.20 Maps showing differences in the (A & C) surface and (B & D) depth-averaged currents 

(A~D) between the W0 and the W4 or W8 scenarios and (E~H) between the W4 and the W8 

scenario. The currents are sampled in the spring tide at the mid-flood tidal level. 
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4.7.2.4. River Discharge 

4.7.2.4.1. Discharge Scenarios 

To investigate the influence of river discharge (Q in m3/s) on stratification and 

currents, four discharge scenarios were simulated and analysed through five paired 

comparisons, as shown in Table 4.6. The results of these analyses in terms of 

sensitivity are illustrated in different figures. 

Table 4.6 Summary of the model sensitivity study to the river discharge. 

Scenario ID Comparative 

analysis 

Sensitivity to Q 

Salinity Temperature Currents 

RX = with time-varying Q; 

R0 = without Q (0 m3/s); 

R3 = with time-constant Q at 3 m3/s; 

R33 = with time-constant Q at 33 m3/s 

RX vs. R0 Y Y Y 

R0 vs. R3 Y* Y* Y 

R0 vs. R33 Y Y Y 

R3 vs. R33 Y Y Y 

RX vs. R33 Y Y Y* 

*Limited. 

The analysis of the reference river discharge scenario, which has a time-varying Q 

(RX), was presented previously in Fig 4.8 for stratifications. The stratifications of 

scenarios with time-constant discharge at 3 m3/s and 33 m3/s (R3 and R33, 

respectively) were analysed and are presented in Fig 4.21. Due to having the same 

or similar results of these analyses at various tidal levels, only a representative 

illustration of the analyses is presented here for demonstration. The scenario without 

the discharge (R0) did not produce any stratification, which made its illustration 

irrelevant here, so it was skipped. According to Fig 4.21, the analysis reveals variable 

stratifications across the levels of discharge and the tidal stages. The salinity and 

temperature are more stratified in the scenario with the higher discharge than with 

the lower discharge and in the spring tide than in the neap tide. Estuarine 

temperature is only horizontally stratified while with the low discharge at a lower 
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tidal influence during the neap tide; the tendency of its vertical stratification 

increases with increasing the discharge of the river and the tidal influence at the 

spring tide. However, it appears to be a bit critical to precisely interpret the extent 

and influence of the stratifications from the individual visualisations. So, a difference 

plot is illustrated and presented in the following section to properly investigate the 

sensitivity of the model to the river discharge. 

 

Fig 4.21 Maps showing (A~B & E~F) salinity and (C~D & G~H) temperature stratifications as per 

(A~D) R3 and (E~H) R33 model scenarios. The stratifications are investigated in the (A, C, E, & G) 

neap and (B, D, F, & H) spring tides at the mid-ebb tidal level. (The x-axis represents the spatial 

points of investigation along the east-west at every 2 km, and the y-axis represents the water 

depths in metres. The legends on the top represent the salinity scale in psu shown on the left and 

the temperature scale in oC on the right.) 

The modelled currents at the time-varying Q (RX) have been shown previously in Fig 

4.9, at no (R0) and low-flow (R3) Q are presented here in Fig 4.22, and at the high-

flow Q (R33) in Fig 4.23. To avoid redundancy, only a representative illustration of 

the analyses is presented here to demonstrate similar visuals in the presentation. 

The visual comparisons, according to the figures, reveal that the current speeds 

differ among the scenarios under investigation. Both the surface and depth-

averaged currents show those differences, which are noticeable in all tidal levels. A 

quantitative difference plot between the scenario pairs will reveal the influence of 

the river discharge more clearly, which is presented in the following section. 
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Fig 4.22 Maps showing the (A~D) surface and (E~H) depth-averaged currents in the R0 or R3 

model scenario. The currents are sampled in the spring tide at the (A & E) low, (B & F) mid-flood, 

(C & G) high, and (D & H) mid-ebb tidal levels. 
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Fig 4.23 Maps showing the (A~D) surface and (E~H) depth-averaged currents in the R33 model 

scenario. The currents are sampled in the spring tide at the (A & E) low, (B & F) mid-flood, (C & G) 

high, and (D & H) mid-ebb tidal levels. 

 

4.7.2.4.2. Differences Among The Discharge Scenarios 

To investigate the influence of river discharge on stratification and currents in Killary, 

discharge scenarios were compared pairwise using the analysis plan in Table 4.6. 

Comparative analyses at various tidal levels showed no difference in stratification 

across tidal levels within an individual discharge scenario, but differences existed 

among various discharge scenarios at all tidal levels. The respective plots of 

difference in salinity and temperature stratification at the neap and spring tides are 

presented in Fig 4.24. The same or similar results are presented in the figure by a 

representative illustration of the analyses. Along with the tidal influence on the 

stratification between the neap and the spring tide, both the tidal stages individually 
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show variations in the stratification among the discharge scenarios, as shown in the 

figure. According to the figure, the difference between the scenarios having time-

varying Q (RX) and no-Q (R0), as shown in A~D, reveals that the harbour salinity and 

temperature decrease in RX. The colder freshwater from the river discharge reduced 

harbour salinity and temperature upon mixing, creating a strong stratification in the 

harbour, as expected. The RX scenario shows an increase in salinity, but a decrease 

in temperature when compared with a scenario that has a time-constant discharge 

(e.g., R33), as shown in the figure in panels E-H. This is because the average capacity 

or influence of riverine freshwater input into the harbour in terms of reducing the 

salinity is higher in Killary with an experimental high-flow discharge than with its 

usual time-varying discharge, which is the opposite in reducing the temperature. 

Comparisons among scenarios with time-constant discharges of 0, 3, and 33 m3/s 

(R0, R3, and R33, respectively) show higher salinity and temperature stratification in 

lower discharge scenarios and vice versa (Figures I-T). An experimental zero river 

input characterises a more saline and warmer estuarine condition. Freshwater input 

from the river discharge (e.g., 3 m3/s) induces a low-level baroclinic effect by 

creating stratification in the harbour. Higher discharges (e.g., 33 m3/s) induce 

stronger baroclinic effects. 



Chapter 4: Hydrodynamic Modelling 

94 

 

 

Fig 4.24 Maps showing differences in the salinity (two left-most columns) and temperature (two 

right-most columns) stratifications in (A~H) the RX scenario with respect to the (A~D) R0 and (E~H) 

R33 scenarios, in (I~P) the R0 scenario with respect to the (A~D) R3 and (E~H) R33 scenarios, and 

in (Q~T) the R3 scenario with respect to the R33 scenario. The differences are investigated in the 

neap and spring tides at the mid-ebb tidal level, and the respective figures are organised in the 

1st & 3rd and the 2nd & 4th columns, respectively. (The x-axis represents the spatial points of 

investigation along the east-west at every 2 km, and the y-axis represents the water depths in 
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metres. The legends on the top represent the scale of difference in the salinity (psu) shown on the 

left and the temperature (oC) on the right.) 

The hydrodynamic current variations due to the river discharge are plotted in Fig 

4.25, Fig 4.26, and Fig 4.27. Fig 4.25 shows a representative illustration of the 

current variations analysed and found between the scenario pairs having a major 

net variation in discharge, such as RX-R0, R0-R33, and R3-R33. According to the 

figure, greater variations in harbour currents are observed in these scenarios, which 

are associated with higher discharge variations and are most noticeable for surface 

currents. This indicates a significant influence of river discharge in varying the 

harbour currents. Fig 4.26 and Fig 4.27 show the current variations in the scenario 

pairs separated by minor discharge variations such as R0-R3 and RX-R33, 

respectively. According to the figures, although the discharge variations are smaller 

than that shown in Fig 4.25, they still indicate sensitivity. Colder freshwater from the 

rivers mixed with the warmer saline water of the harbour, thereby creating a 

stratification by changing the harbour salinity and temperature profiles. A variable 

water density created by this process effectuated the flow variability within the 

harbour. Thus, spatiotemporally varying river discharge inputs created true 

baroclinic effects in the harbour through stratification and associated flow variability. 
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Fig 4.25 Maps showing differences in (A~D) surface and (E~H) depth-averaged currents in the 

discharge scenario pairs RX-R0 or R0-R33 or RR3-R33. The currents are sampled in the spring tide 

at (A & E) low, (B & F) mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 
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Fig 4.26 Maps showing differences in (A~D) surface and (E~H) depth-averaged currents between 

the R0 and R3 model scenarios. The currents are sampled in the spring tide at (A & E) low, (B & F) 

mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 
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Fig 4.27 Map showing the difference in (A~D) surface and (E~H) depth-averaged currents 

between RX and R33 model scenarios. The currents are sampled in the spring tide at (A & E) low, 

(B & F) mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 

 

4.7.2.5. Density-driven Vertical Circulations 

To investigate density-driven flows within Killary, a comparative analysis of the 

influence of temperature and salinity dynamics in the harbour was conducted 

between scenarios capable of inducing density-driven flows (baroclinic) and those 

lacking this capability (barotropic). This analysis, focused on vertical circulations, was 

carried out across various tidal levels. The results of this investigation revealed 

varying vertical currents at all tidal levels, highlighting differences between these 

levels. Figure 4.28 displays a series of illustrations depicting the current variations 

during spring tide attributed to temperature and salinity dynamics within the 

baroclinic scenario. As illustrated in the figure, the baroclinic scenario exhibits more 
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pronounced variations in vertical currents, particularly at the surface. These 

variations are closely linked to temperature and salinity inputs and fluctuations 

within the scenario. Notably, the variable water density resulting from the 

stratification caused by temperature and salinity plays a pivotal role in generating 

flow variability within the harbour. This underscores the substantial influence of 

density variation in shaping harbour currents, ultimately resulting in the 

manifestation of genuine baroclinic effects within the harbour, driven by 

stratification and the associated flow variability. 

 

Fig 4.28 Map showing the difference in (A~D) surface and (E~H) depth-averaged currents 

between baroclinic and barotropic model scenarios. The currents are sampled in the spring tide 

at (A & E) low, (B & F) mid-flood, (C & G) high, and (D & H) mid-ebb tidal levels. 
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4.8. Conclusions  

The hydrodynamic model of the Killary Harbour was developed using the EFDC 

model. The sensitivity of the model to various model forcings and parameters was 

investigated, and the influences of the relevant processes were analysed to 

characterise the Killary hydrodynamics. Some key conclusions of the study are listed 

and described below. 

(1) The water structure of Killary Harbour was found to be stratified or partially 

mixed, with stronger stratification during spring tides due to increasing salinity and 

temperature gradients (i.e., lower salinity and colder surface water towards the 

upstream end of the harbour). 

(2) Salinity and temperature gradients were observed during spring tides, with the 

values of the parameters decreasing and the horizontal gradients increasing 

towards the upstream end and significant vertical gradients in the form of haloclines 

and thermoclines occurring within a depth range of 3-10 m (as reported by Keegan 

& Mercer, 1986). 

(3) Stratification was found to play a major role in the flow dynamics of Killary 

Harbour, with variable density flows induced by stratification creating a baroclinic 

effect in the estuary. 

(4) Stratification was identified as a potential source of hydrodynamic turbulence in 

the harbour, with turbulence combining with advection to enhance estuarine 

circulations (as also noted by Keegan & Mercer, 1986). 

(5) Estuarine tidal advection from the Atlantic through the west of Killary Harbour 

mixed with freshwater inflows from rivers in the east to increase stratification and 

gradients along the harbour, similar to the influence of the Gulf of Mexico through 

Perdido Bay demonstrated by Xia et al. (2011). 

(6) The model results suggest that the baroclinic input conditions are relatively 

insensitive to spatiotemporal variations, likely due to limited variations in sea salinity 

and temperature at the model's open boundary areas. However, some stratification 
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was observed in temperature due to its higher variation, indicating that constant 

baroclinity may be used to initiate model simulations when input data are limited or 

uncertain. 

(7) The wind was found to influence the baroclinity and hydrodynamic currents of 

Killary Harbour, but its impact on currents was limited, with the time-varying wind 

increasing surface currents inside the harbour slightly more than a constant wind of 

8 m/s from the southwest. 

(8) The river discharge was found to have a significant influence on stratification and 

current flows in Killary Harbour at various tidal levels, with higher discharge 

scenarios inducing stronger effects that were most noticeable for surface currents. 

 



Chapter 5: Passive-drift Modelling 

102 

 

CHAPTER 5: PASSIVE-DRIFT MODELLING OF JELLYFISH 

 

5.1. Introduction 

Jellyfish transport modelling has been researched for many years to understand and 

predict their transport and swarm formation. However, making these predictions is 

complicated due to the dynamic nature of the waters through which jellyfish travel 

(i.e., the hydrodynamics) as well as the stochastic locomotive behaviour of the 

jellyfish induced by multiple biophysical factors (Ruiz et al., 1997). Although some 

of these models can predict jellyfish transportation with different levels of success, 

the mechanisms of jellyfish transport and in particular their own motility are still 

uncertain (Carlton, 1996). Spatial tracking of the transport of a jellyfish population is 

also difficult, which, in turn, complicates coastal ecosystem management efforts 

(Johnson et al., 2005). 

The sudden appearance of many jellyfish inside coastal waters in the vicinity of 

economic and other human activities has presented an interesting set of problems 

in the study of jellyfish transportation. Worldwide, many jellyfish distribution studies 

have been conducted through field-observation research using underwater 

acoustics, drone monitoring, aerial photography, and underwater video profiling. 

Numerical modelling of jellyfish movements has the capacity to hindcast, nowcast, 

and forecast their transportation and distribution, an advantage over field 

observation, which is limited to supplying their existing status for only the period of 

the survey. In addition, besides the limitations of these surveys on the spatial and 

temporal scale, they also cost a lot of time, money, and effort and so may not always 

be worthwhile or feasible. Numerical modelling has no such spatial limitations and 

is much cheaper, and it allows investigation of transport hypotheses through 

scenario modelling to provide better understanding of jellyfish transportation. Such 

modelling prediction is also important as knowledge of jellyfish transportation 

dynamics can help ensure that appropriate management measures can be 

designed and implemented to avoid the potential adverse consequences of jellyfish 

invasions.  
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Numerical modelling has been successfully applied to simulate jellyfish 

transportation in coastal waters (Rahi et al., 2020 and the respective references 

therein). Although they are known to be motile, jellyfish have primarily been known 

as ocean drifters. Thus, the modelling of their passive drifting is a fundamental step 

towards an understanding of their transportation. The EFDC hydrodynamic model’s 

drifter module offers the Lagrangian particle tracking (LPT) scheme by which the 

passive transportation of jellyfish can be modelled. A jellyfish within this model is 

simulated as a passive drifter and a Lagrangian particle as a virtual jellyfish. Since 

the LPT relies on a hydrodynamic model and the simulated current flows supplied 

by the model, a ready-to-use hydrodynamic model of the study site is necessary to 

support the LPT module. 

LPT has been used in many passive transport investigations of sea-borne masses 

including the modelling of the tracking of plastics in the Mediterranean (Liubartseva 

et al., 2018), pollution transport in Tangdao Bay in China (Zhao et al., 2018), grass 

carp fish egg transport in a river (Heer et al., 2020), flounder fish larvae distribution 

in the English Channel (Sentchev & Korotenko, 2007), algal bloom (Wu & Xu, 2011). 

It has also been used for jellyfish studies including, but motility limited to, the 

distribution and stranding of Pelagia noctiluca jellyfish (Rahi et al., 2020), non-

indigenous jellyfish transport into the Gulf of Mexico (Johnson et al., 2005), and 

current-oriented swimming of jellyfish (Fossette et al., 2015). These LPT studies are 

classified into three groups based on the agent to be modelled – (1) non-living non-

motile masses like microplastic, marine debris, litter, pollutant, sediment, material, 

nutrient, chemical, oil slick, water residence etc., (2) living non-motile masses like 

fish eggs, algae, water-borne microbes, pathogens etc., and (3) living, motile masses 

like larvae, planktons, jellyfish, etc..  

When modelling motile, living masses, various biophysical factors responsible for 

their motility (e.g., life cycle, individual variation, behaviour etc.) have sometimes 

been incorporated within the model in addition to LPT (e.g., Fossette et al., 2015; 

Rahi et al., 2020). While some of these models were advanced in terms of the 

fundamental drift investigation, some over-simplified the process by ignoring the 

effect caused by the lateral or vertical transports or by the diffusive transport. Pure 
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passive drifting by jellyfish on tidal flows, which substantially contributes to their 

transport, can be worthy of investigation on its own to provide an understanding of 

its proportionate contribution to the transport process. However, an exclusive 

investigation of this basic tidal effect on jellyfish transportation in modelling is 

ignored to some extent in many of the published studies. 

From the above viewpoints, the objective of this study was to explore the extent and 

nature of the relationship between the tidal movements and the jellyfish movements 

in Killary by establishing a simple three-dimensional advection-diffusion inclusive 

passive drift model and comparing the model outputs with the field observations. 

An investigation of tidally influenced transport could be done by (1) conducting a 

field observation and subsequently including the observed tidal effect within the 

model (e.g., Fossette et al., 2015), or (2) conducting transport modelling followed 

by a post-simulation analysis exploring the associated tidal effect in the 

transportation by comparing with the field observation. For this research, the 

investigation was done according to the second strategy. This strategy appears to 

be a primary one in the development of a faster forewarning system for potential 

jellyfish swarms/blooms in coastal seas. 

This chapter presents the application of the EFDC LPT module for simulation of 

passive drifting of jellyfish within Killary Harbour. The model was used to simulate 

releases of particles at the locations where tagged jellyfish were released and the 

particle transport results were then compared with the observed jellyfish 

movements. Section 5.3 presents the methodology used for (1) monitoring of 

jellyfish movements within Killary Harbour and (2) modelling of jellyfish based only 

on their passive drifting. With regard to the modelling, application of EFDC’s LPT 

module required some modifications to the code and input data files which are 

described, as are the model settings. Section 5.4 presents the results of the jellyfish 

monitoring and an analysis of the observed movements with regard to stage of tide. 

Section 5.5 presents the results of the passive drift modelling simulations of jellyfish 

in Killary, analysis of the simulation outputs and comparisons of modelled and 

monitored jellyfish transport Section 5.6 presents the key conclusions from the 

passive drift modelling including insights into the mechanisms of jellyfish transport 
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based on the comparative analysis. The model does not include any biophysical 

factors of jellyfish either online or offline since this is exclusively a passive drift 

model. 

 

5.2. Study Site 

Please see Chapter 4, Section 2 for the study site. 

 

5.3. Methodology 

5.3.1. Monitoring of Jellyfish Transport in Killary Harbour 

Transport of jellyfish within Killary Harbour was recorded in Aug-Sep 2015 by Dr 

Tom Doyle of University College Cork and his research team. The team caught and 

electronically tagged 10 jellyfish before releasing them again and tracking their 

movements with 8 geostationary receivers distributed along the shores of the 

harbour (Fig 5.1). Each receiver had an approximate detection radius of 500 m and 

recorded a ‘ping’ whenever a jellyfish was detected, thereby revealing their 

movement information. The approximate detection ranges of the receivers are 

shown in Fig 5.1. 

The tagged jellyfish were released on the same date, but at different times and 

locations and so they were those exposed to different release conditions, and tide 

and wind events. The release times and locations are presented in Table 5.1 along 

with other key tracking information including the stage of tide at time of release and 

the tracking period. The tide and wind conditions for the release events are 

illustrated in Fig 5.2. The jellyfish were released over a 7-hour period starting on a 

high tide, and continuing through the following ebb, low and flood tides during 

which time a southerly wind prevailed with speeds of about 9 m/s. From Table 5.2, 

it can be seen that not all of the tagged jellyfish were successfully monitored. Some 

became entangled or sank (e.g. J-18494 and J-18848) and one had to be removed 

as it was swimming erratically (J-1164). Of the ten jellyfish released, only 10 were 
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successfully monitored, the monitoring periods varied significantly from 1 day for J-

1160 to 6 days for J-18495. 

 

 

Fig 5.1 Map showing 500 m radius detection zones for 8 geostationary receivers deployed to 

monitor the jellyfish transportation in Killary. 

 

Table 5.1 Information on jellyfish release for observation in Killary 

ID Release time Release location Bell 

Diameter 

(cm) 

Tracking 

info. 
Time Tidal 

stage 

Easting 

(m) 

Northing 

(m) 

Rec. 

J-18500 09:00 High tide 443811.88 5941372.32 S5 - 3 days 

J-18494 11:20 Mid-ebb 444161.96 5941260.00 S5 - Sank 

J-18508 11:25 Mid-ebb 444561.23 5941076.04 S4 - Entangled 

J-18499 12:00 Mid-ebb 446076.74 5940193.02 S3 - 4 days 

J-1160 13:10 Late ebb 443994.99 5941360.90 S5 30 1 day 

J-18501 14:10 Low tide 445070.47 5940606.42 S4 16 Sank 

J-18495 14:40 Low tide 444215.55 5941327.35 S5 15 7 days 
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J-1164 14:40 Low tide 444215.55 5941327.35 S5 18 Removed 

J-1162 16:00 Early flood 444270.45 5941326.70 S5 - 2 days 

J-1161 16:30 Early flood 444285.04 5941329.64 S5 - No record 

 

 

(1) 

 

(2) 

Fig 5.2 Conditions of (1) wind and (2) tide at the release events of the jellyfish (A) J-18495, (B) J-

1160, (C) J-1162, (D) J-18499, and (E) J-18500 tracked in the Killary harbour. The top indicates the 

north as a reference for the wind direction. 

 

It is important to note that the receivers were not capable of obtaining the exact 

geographical locations of the jellyfish, thus a ‘ping’ simply indicates that a jellyfish 

was present somewhere within the detection range of a receiver at a particular 

instance of time. The pings from all receivers were provided in a single raw data file; 

a sample of this data file is shown in Table 5.2 showing the type and format of the 

jellyfish records. These data were processed, analysed, and illustrated for exploring 

the jellyfish movements. The data were first separated into separate files for each 

jellyfish which were then processed to determine (1) resident events and (2) 

transport events. The ping time and receiver for each pair of consecutive detections 

were analysed. Residence events were identified by comparing pairs of consecutive 

pings. Where the difference in consecutive ping times was less than 30 minutes, a 

jellyfish was considered to be resident within a particular receiver’s detection zone. 

The duration of the residence event was calculated as the difference between the 

times of the first and last of these closely-occurring pings. Transport events were 
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identified where consecutive pings were recorded by different receivers with the 

direction of travel indicated by the relative positions of the receivers and the travel 

time calculated as the time between the detections. The movement within a 

detection zone could not be investigated from the records available as 

geographical position was not recorded by the receivers. 

 

Table 5.2 Sample of raw data file which contained sequential records of all pings 

from all 8 receivers for all jellyfish. 

Date Time Receiver 

Serial No. 

Transmitter 

Serial No. 

Receiver 

Name 

Receiver 

Latitude 

Receiver 

Longitude 

20/08/2015  13:32 VR2W-

125380 

A69-1601-

18499 

South 4 53.613157 -9.833623 

20/08/2015  13:33 VR2W-

122624 

A69-9004-

1160   

South 5 53.618249 -9.846029 

20/08/2015  13:37 VR2W-

122612 

A69-1601-

18500 

South 6 53.621075 -9.858418 

20/08/2015  13:38 VR2W-

122612 

A69-1601-

18508 

South 6 53.621075 -9.858418 

20/08/2015  13:38 VR2W-

122624 

A69-9004-

1160 

South 5 53.618249 -9.846029 

20/08/2015  13:39 VR2W-

122612 

A69-1601-

18508 

South 6 53.621075 -9.858418 

20/08/2015  13:40 VR2W-

122624 

A69-9004-

1160 

South 5 53.618249 -9.846029 
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5.3.2. Setup of the Particle-track Model 

A particle-tracking model was developed for Killary harbour using the EFDC 

hydrodynamic model. The development and validation of the hydrodynamic model 

was already described in Chapter 4. The version of EFDC’s drifter module that was 

used is that enhanced by Chung & Craig (2009). The computational cost was 

minimised by implementing parallel execution according to the modifications made 

by O’Donncha et al. (2014). The control of some model operations was made more 

convenient by modifying some of the model code. The implementation of the drifter 

module is described below. 

First, the method of approximation for solving the Lagrangian transport equations 

was specified within EFDC’s master control file. There are three numerical schemes 

available in the code which differ based on the order of approximation to be 

executed. These are:(1) the Explicit-Euler (first order), (2) the Predictor-Corrector 

(second order), and (3) the Runge-Kutta (fourth order). In the present passive drift 

model, the first-order Explicit-Euler method was used due to its relative simplicity 

and lower computational cost; however, all three schemes were compared to check 

the model sensitivity to the scheme. The simplest scheme was used so that 

implementation of new swim code described in later chapters would be a little 

easier. Next, the drifter control file was configured by specifying the operational or 

functional option for parameters namely, buoyancy, randomness, vertical reference, 

time, tracking, and location. The specification befitting the purpose of the tracking 

(e.g., for jellyfish transport investigation) was chosen from the panel of multiple 

choices for each parameter. Table 5.3 presents the various options one can choose 

from for the setup. 
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Table 5.3 Operational and functional settings for the particle-track sub-model. 

Model Setting Specific articulation Options for the specification 

Buoyancy 

 

Controls particle’s ability 

to rise, float, or sink within 

the water 

0 for setting particles fixed at seeding depth 

1 for setting particles neutrally buoyant 

Diffusion 

 

Random walk movement 

(RWM) of the particles 

 

0 for no RWM 

1 for horizontal only RWM  

2 for vertical only RWM  

3 for full 3D RWM  

Diffusion source 

 

0 for model computed 

1 for user-specified 

Diffusion coefficients (if 1 is 

selected for diffusion 

source) 

Specify horizontal diffusivity 

Specify vertical diffusivity 

Particle depth 

reference level 

Reference level for particle 

vertical position within the 

water column 

0 for elevation above bed 

1 for depth below water surface 

Release Time 

 

Start time of release Julian date  

End time of tracking Julian date 

Output interval time sec 

Particle Number  Number of particles to be 

released 

Integer number 

Release Location 

 

Longitudinal Easting (m) 

Transverse Northing (m) 

Vertical Depth or elevation (m) 



Chapter 5: Passive-drift Modelling 

111 

 

 

When a Lagrangian particle reaches either an open boundary or the coastline within 

the hydrodynamic model, its destiny is contingent upon the model's specific 

configuration and the inherent physical processes being simulated. In the present 

model, if the net transport of a particle during a particular timestep is such that it is 

transport across an open sea/river boundary, then the particle is removed from the 

simulation, symbolizing their departure from the area of primary interest. While in 

reality jellyfish departing the area of interest nay be brought back into the area of 

interest by ambient currents at a later stage, in the present model, this is not 

possible; once a particle leaves the domain, it cannot re-enter. Upon reaching the 

coastline, Lagrangian particles are also removed from the simulation. This step is 

necessitated by the fact that the coastline serves as a tangible boundary within the 

model domain, and particles are not anticipated to traverse or exist on terrestrial 

surfaces. In this context, it is conceptually akin to envisaging that the virtual jellyfish, 

symbolized by these particles, have become stranded or beached. 

The dynamic life cycle of jellyfish was not incorporated into this model. So, the 

potential impacts of changing shape and size throughout their growth on their 

movement and transportation cannot be explored instantly using this model. 

Alternatively, in a subsequent stage of jellyfish transport modelling, Lagrangian 

particles with variable movement speeds, reflective of the size fluctuations in 

jellyfish, has been introduced. This methodological strategy enables the model to 

investigate the effects analogous to those stemming from the jellyfish life cycle on 

their transportation. 

 

5.3.3. Code Modifications 

Some modifications were made to the model code to incorporate additional 

functionalities and streamline input of the particle release information into the 

model. The modifications are as follows:  
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1) An option was created in the drifter control file to allow the release of multiple 

particles from the same location without having to enter the release location for 

each particle as was the case with the existing code. 

2) The model has to be provided with the depth at which particles are to be released. 

In the existing model, this required a manual consultation of the bathymetry at the 

release location, e.g., for a particle to be released at the water surface, the 

bathymetry file needed to be checked to find the respective water depth. The code 

was therefore modified so that the release depth would automatically be calculated 

by the model for the respective release location as per the given specification in the 

form of normalised elevation (0 = bed, 1 = surface and 0.5 = halfway). The 

modification has avoided the cumbersome process of manual consultation of the 

bathymetry file prior to providing the particle-releasing depth information into the 

model. The code was also modified to allow release of particles at specific 

coordinates within a grid cell rather than just at the centre of a grid cell as per the 

original model; code was included to obtain the coordinate-specific 

depth/elevation via interpolation from surrounding grid cells.  

3) In the drifter module, the vertical displacement of a particle due to passive drift 

at a particular timestep is computed as either a positive or negative value 

depending on the vertical component of the respective hydrodynamic current. The 

computed value is then added to the particle’s previous vertical position. This 

addition determines the vertical direction of the particle being downward if positive 

or upward if negative. For a model setup where particle positions were specified as 

elevations, this computation is referenced from the seabed and determination of 

the ultimate vertical position (elevation) of the particle must therefore consider 

changes in bed elevation due to the horizontal movement of the particle. Such 

consideration was not included in the existing model and required an adjustment 

of the vertical displacement equation. 
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5.3.4. Model Scenarios – Sensitivity of LPT Module 

The particle-tracking model was assessed for its suitability for jellyfish transport 

investigation by carrying out a sensitivity study. The sensitivities of particle transport 

to variations in (1) particle tracking model set-up, (2) particle release conditions, and 

(3) hydrodynamic processes were investigated. As shown in Table 5.3, there were 

various options available regarding the setup of the particle-tracking module such 

as the choice of numerical solution scheme, specification of diffusive transport and 

inclusion of vertical diffusion. The sensitivity of model results to all of these was 

assessed. There were also various options for specification of the release of 

particles, e.g. the number of particles released, the release depth, the specification 

of release location via exact geographical coordinates or more simply by grid cell; 

again the sensitivity of model results to all of these settings was assessed. Finally, 

scenarios were also run to gain insight into the relative importance of transport 

processes (e.g. tide, wind, river flow). The full details of the sensitivity studies are 

presented in Table 5.4 showing the types and bases of the investigations carried 

out, their qualitative or quantitative specifications, and the approaches used for the 

assessment of particle modelling output. 

For modelling investigations in general, batches of one hundred particles were 

released at the surface, first-quarter, mid, and third-quarter depths at the same 

locations and times that the tagged jellyfish were released. The particles were 

tracked based on their release depth for the duration of the jellyfish monitoring 

period to help either compare the agreement of particle transportations with 

observed jellyfish movements or assess the model performance. 
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Table 5.4 Details of LPT module sensitivity study. 

Sensitivity Studied Specification Method of assessment 

of output 

 

LPT Model Setup 

 

  

LPT numerical solution scheme Explicit-Euler RMSE of the centroids of 

particle transports 

Predictor-corrector 

Runge-Kutta 

Transport process 

(horizontal diffusion) 

Model-computed dynamic 

diffusivity 

Particle density or 

dispersion 

User-defined diffusivity of 

7E-3 m2/s 

User-defined diffusivity of 

7E-5 m2/s 

Vertical movement (VM) of the particles With VM Particle trajectory and net 

transport 

Without VM 

 

Particle Release Conditions 

 

  

Particle release depth Surface RMSE of the centroids of 

particle transports 

First-quarter 

Mid 

Third-quarter 
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Spatial sourcing of particle releasing 

depth data 

Manually consulted grid-

cell general location 

Particle trajectory 

Model-interpolated 

coordinate specific 

location 

Particle release number 10 RMSE of the centroids of 

particle transports 

100 

1000 

Particle releasing location across the 

water/channel (longitudinally same as 

the jellyfish released) 

Jellyfish release location Particle transport 

distribution at the end of 

the simulation 
South inshore 

At the one-third distance 

At the two-thirds distance 

 

Hydrodynamic Processes 

 

  

Wind With wind Particle density or 

dispersion 

Without wind 

River discharge (Q) With Q Particle density and net 

transport 

Without Q 

 

Individual-based Modelling 

 

  

Particle release according to the 

observed jellyfish in Killary fjord 

Individual time and 

location of releasing five 

agent jellyfish 

Transport agreement 
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5.3.5. Analysis of Model Results 

The primary output from the particle tracking model was particle positions (in the x-

, y- and z-directions) at set intervals during the course of model simulations. These 

were used to produce snapshots of particles positions. The following analyses were 

also conducted using the particles position outputs.  

5.3.5.1. Particle Centroid and RMSE 

At a given time, the centroid of a particle distribution was determined in terms of 

their geometric median. The centroid was determined for the distributions in the 

east-west (zonal), north-south (meridional), and water column (vertical) dimension, 

yielding x, y and z coordinates for the centroid of the particle cloud. Following tests, 

geometric median was preferred here over arithmetic mean since median 

effectively finds the central location of a distribution while mean may be skewed 

depending on clustering of the particles. The longitudinal and vertical centroids 

were measured directly from the spatial values of the distribution, but due to the 

meandering nature of the harbour, the transverse centroid was measured by first 

normalizing the northing values within the banks of the channel with respect to a 

straight rectangular channel. The centroids were determined every half-hour across 

the particle tracking period, so that the centroid trajectory in each dimension could 

be plotted over the period of the simulation. The Root Mean Square Error (RMSE), 

which is an excellent general purpose error metric for numerical predictions 

(Christie & Neill, 2022), was calculated between the centroid trajectories of different 

scenarios to determine relative sensitivities or difference between them. RMSE was 

calculated after Hodson (2022). For a sample of particles having 𝑛 observations 

𝑂𝑖 (𝑖 = 1,2,3, … … , 𝑛) and 𝑛 corresponding model predictions 𝑃𝑖, the RMSE is 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑂𝑖 − 𝑃𝑖)2𝑛

𝑖=0         (5.1) 
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5.3.5.2. Transport Diffusivity 

Diffusivity, which is the coefficient or measure of the diffusion of particle transport, 

is usually computed within the model from the simulated flows by EFDC’s built-in 

function. However, the drifter module additionally facilitates an external 

specification of the diffusivity, which overrides the model-sourced diffusivity if 

applied. The module supports specification of both horizontal and vertical diffusivity 

constants (denoted by DH and DV, respectively). Prior to modifying the model-

sourced diffusivity by user-specification, an idea of its level was necessary, which was 

determined from the mean square displacements of the modelled particles using 

Fick’s second law of diffusion (described in Park et al., 2017; Tyrrell, 1964). The 

sensitivity of the horizontal transport distribution to the respective diffusion 

coefficient was investigated by simulating the particle transport at constant DH 

values of 0.007 and 0.00007 m2/s without any DV. The results were compared with 

each other and with those from the model-calculated diffusive transport scenario. 

The comparisons were made by analysing the density of the particle distribution for 

the different diffusion scenarios. The particle density was illustrated upon Kernel 

density estimation (KDE) (Parzen, 1962; Rosenblatt, 1956), which is a spatial 

technique for estimating probability distribution or density function (Węglarczyk, 

2018) by analysing the relative locations of features (here, particles) (King et al., 

2016). The tool has been used widely in research (King et al., 2015, 2016; Kloog et 

al., 2009). A built-in function ‘kde2d’ (developed after Venables & Ripley, 2002) in R 

‘MASS’ package (Brian et al., 2022) was used here for illustrating the density of the 

Lagrangian particles. 

 

5.3.5.3. Transport Agreement and Ranking 

Transport agreement of the modelled particles with the observed jellyfish was 

investigated by using both single-criterion analysis (SCA) and multi-criteria analysis 

(MCA). As per SCA, a particle detected at a time and location which matched an 

observed detection was considered as an agreement event and the number of 

particles detected among the total available determined the percentage of the 
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agreement. For the MCA), a total of seven criteria indicative of particle transport 

agreement were devised. The criteria and the steps used to develop and implement 

the analysis are presented in Table 5.5. According to the table, the steps were as 

follows: 

1) Agreement criteria were devised based on the percentage of particles within 

the correct detection zone at the correct time and the proximity of the 

centroid of the particle cloud to the correct detection zone.  

2) The devised criteria were classified as beneficial and non-beneficial groups; 

percentage detection being considered beneficial and centroid detection 

distance being considered non-beneficial. 

3) The SCA of each criterion is determined in terms of true detection by 

percentage of particles agreed and centroid detection by distance of 

geometric median from the respective detector. 

4) Each SCA score is normalised (using the formulae presented in Table 351). 

5) Weightings were devised and attributed to each criterion based on their 

significance with regard to agreement (subjectively) with the weightings 

totalling to 1. 

6) Weighted, normalized SCA scores were determined for each criterion by 

multiplying (4) and (5). 

7) Finally, the weighted normalized values were summed to obtain the final 

MCA score. 

Performance ranking of the passive drift modelling across the jellyfish models was 

evaluated based on the SCA and MCA assessments. 

 

 



Chapter 5: Passive-drift Modelling 

119 

 

Table 5.5 Multicriteria analysis (MCA) for quantifying transport agreements. 

Steps 

1 2 3 4 5 6 7 

Criteria for agreement 
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within the 
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(500 m) 

B
e
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e
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c
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l 

Calculated 

from half-

hourly-

tracked 

particle 

positions 

𝑁𝐶𝑟𝑖

=
𝐶𝑟𝑖

𝑚𝑎𝑥(𝐶𝑟𝑖)
 

0.45 

Weighted 

normalised 

agreement 

per 

criteria, 

 

𝑊𝑁𝐶𝑟𝑖

= 𝑁𝐶𝑟𝑖

× 𝑤𝑒𝑖𝑔ℎ𝑡𝑖 
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2) within an 

extended 

range 

(750 m) 

0.20 

3) within the 

adjacent 

detectors' 

range 

(500 m) 

0.05 
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0.05 
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Calculated 
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hourly 

centroid of 

the particle 

distribution 𝑁𝐶𝑟𝑖

=
𝑚𝑖𝑛(𝐶𝑟𝑖)

𝐶𝑟𝑖

 

0.15 

6) at the 

previous 

time of 

detection 

0.05 

7) at the 

next time 

of 

detection 

0.05 

TOTAL 1.00  
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5.4. Results and Discussion 

5.4.1. Results – Jellyfish Monitoring 

Jellyfish transportation in Killary was observed by monitoring the movements of 

tagged and released jellyfish.  Out of the ten tagged jellyfish released, five resulted 

in transport information of reasonable data quality; the rest were either lost from the 

receivers’ signal, removed due to erratic swimming behaviour, entangled with 

mussel ropes, sank to the bottom or stranded on the shore.  

The raw monitoring data were analysed to determine times when jellyfish were 

resident within a particular deter zone and times when they moved between zones. 

This resulted in a table of residency events and a table of movement events for each 

jellyfish. By way of example, Table 5.6a shows the residence events determined for 

J-18495. This jellyfish was detected a total of 51 times over a six-day period before 

the signal was lost. During this time, ten residence events were determined. The 

processed jellyfish tracking records were used to investigate the observed transport 

of the jellyfish and to compare with the modelled transportations of jellyfish in 

Killary, thereby allowing evaluation of the performance of the particle-tracking 

model. Table 5.6b shows the table of movement events determined for J-18495. 

The direction of the movement was determined from the relative positions of the 

respective detectors and is presented in the form of either westerly towards the sea 

(and thus with the ebb tide) or easterly towards the harbour (and thus with the flood 

tide). The extent of movement is either within or between detectors; only the latter 

can be used to discover the direction. The time of each movement event was 

tracked on the tide level graph to reveal the prevailing tidal state at the time of the 

movement so that the movement could be classified as either tidal (with the tide) or 

non-tidal (against the tide). It can be seen that for this jellyfish, there were a number 

of non-tidal movements suggesting some motility on behalf of the jellyfish. 
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Table 5.6 Transport events determined for J-18495 – (a) residence and (b) 

movement. 

(a) Residence events for J-18495 (‘End reason’ describes the reason for the ending of a particular 

residence events and is classified as: (1) ‘receiver’ meaning the jellyfish was next detected by a 

different receiver, (2) ‘timeout’ meaning the maximum time between pings was exceeded and (3) 

‘signal lost’ meaning there were no more pings recorded.) 

Start End Duration 

(sec) 

Detector Residence 

event 

End reason Ping 

(num) 

20/08/2015 17:47 20/08/2015 20:46 10740 S4 1 receiver 22 

20/08/2015 23:09 Unknown - S5 2 timeout 1 

21/08/2015 00:02 21/08/2015 00:05 180 S5 3 timeout 2 

21/08/2015 01:17 21/08/2015 01:21 240 S5 4 receiver 2 

25/08/2015 14:25 25/08/2015 14:25 0 S1 5 receiver 1 

25/08/2015 20:00 25/08/2015 20:03 180 N1 6 timeout 4 

25/08/2015 23:35 Unknown 2940 N1 7 timeout 1 

26/08/2015 00:24 26/08/2015 00:29 300 N1 8 timeout 3 

26/08/2015 01:21 26/08/2015 01:43 1320 N1 9 receiver 9 

26/08/2015 03:30 26/08/2015 03:40 600 S1 10 signal lost 6 

(b) Movement events for J-18495. 

Start 

 

End 

 

Duration 

(sec) 

Detectors 

(from-to) 

Direction Tide1 Movement 

event type2 behaviour 

20/08/2015 

20:46 

20/08/2015 

23:09 
8580 S4-S5 Westerly ET 1 BD Tidal 
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21/08/2015 

00:05 

21/08/2015 

01:17 
4320 S5-S5 Unknown ET 2 WD Non-tidal 

21/08/2015 

01:21 

25/08/2015 

14:25 
392640 S5-S1 Easterly MT 3 BD Non-tidal 

25/08/2015 

14:25 

25/08/2015 

20:00 
20100 S1-N1 Easterly ET 4 BD Non-tidal 

25/08/2015 

20:03 

25/08/2015 

23:35 
12720 N1-N1 Unknown FT 5 WD Non-tidal 

26/08/2015 

00:29 

26/08/2015 

01:21 
3120 N1-N1 Unknown FT 6 WD Non-tidal 

26/08/2015 

01:43 

26/08/2015 

03:30 
6420 N1-S1 Westerly ET 7 BD Tidal 

1 ET represents ebbtide, FT represents floodtide, and MT represents multi-tides. 

2 BD represents 'between-detectors', and WD represents 'within-detectors'. 

An attempt was made to visualise the residency and movement events of Tables 

5.6a and 5.6b. This is presented in Fig 5.3. The figure shows the measured 

movements of the jellyfish by the multi-coloured rings. The numbers represent 

sequential detections by detectors and the thickness of the rings is representative 

of the time spent within a detector’s range. The white void area adjacent to the rings 

is representative of the non-detection or movement period. 
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Fig 5.3 Sequential detections of J-18495 according to tide (inset) across 8 detectors along Killary 

harbour. 

Fig 5.4 presents an overview of the movements of the 5 valid jellyfish showing the 

times at which jellyfish were detected by particular detectors. The tide levels during 

the monitoring period are also shown for reference. In the figure, the detectors are 

ordered based on their locations in the harbour moving from west to east from the 

mouth of the harbour towards the inner harbour. Since the literature suggested that 

one of the primary mechanisms of transport of jellyfish was by advection on tidal 

currents, Fig 5.4 was analysed to determine any correlation between the jellyfish 

movements and the stage of the tide. This is now described. 
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Fig 5.4 Times and locations of jellyfish detections in Killary Harbour for 5 jellyfish and the 

corresponding tide levels. [Legends are in order of simulation period of the respective jellyfish.] 

The jellyfish J-18495 was released at 14:40 hr on 20 Aug 2015 within the detection 

zone of receiver S5. After 3 hrs, the jellyfish was detected by receiver S4 further to 

the east. Looking at the tide level graph, it can be seen that the jellyfish was released 

at low tide, after which the water would be flooding from west to east; thus, this 

transport appears to be correlated with the tidal currents and can therefore be 

considered a passive drifting movement.  The jellyfish stays in range of S4 for the 

next 3 hrs and after which the detection terminates. The tide subsequently turns so 
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that water flows back into the sea in a westerly direction on the ebb tide.  After 2 hrs 

of the termination of detection in S4, the jellyfish is detected by S5 to the west where 

there are multiple detections for another 2.5 hrs. This westerly movement of the 

jellyfish while on the westerly ebb tide also corresponds to the tidal influence of the 

jellyfish movement. There is a subsequent long period (approximately 109 hrs) 

before the next detection when the jellyfish must have been travelling outside any 

of the detectors’ ranges. Tidal influence cannot be investigated for this period of 

non-detection. The record shows the resumption of the jellyfish detections at 14:25 

on 25 Aug, with the jellyfish detected by S1 which is at least 4-6 km east of the 

previous detection in S5. There are multiple detections for the next 25 hrs in the 

easternmost detectors of S1 and N1 inside the harbour. At the beginning of the 

detection period on 25 Aug, the jellyfish is first detected within S1 at high tide, i.e. 

at the beginning of an ebb tide when currents would be flowing west towards to the 

sea. However, 5.5 hrs later, it appears next within N1 further northeast of S5, 

meaning it has travelled east against the westerly ebb tide; this indicates another 

non-tidal transport of the jellyfish. It is assumed that the jellyfish is using its own 

motility in this period, which contributed to its transport against the tide. The tide 

subsequently turns so that water flows back into the harbour in an easterly direction 

on the next flood tide. However, the jellyfish stays within N1 even though the water 

is flooding. There may also be motility involved here, which might restrict the tidal 

movement of the jellyfish and might cause the jellyfish to stay within the same 

detector’s zone. As the flood tide ends and the tide turns for ebbing, the jellyfish 

returns to S1 southwest of N1 on the westerly ebb, which again correlates with the 

direction of the tidal currents. 

Jellyfish J-18499 was released within the detection zone of receiver S3 at 12:00 hr 

on 20 Aug 2015, the same day that all of the jellyfish were released. It was tracked 

for 4 days before the signal was lost. After 2 hrs of release, it was first detected by 

S4 which is west of S3. Looking at the tide level graph, it can be seen that the jellyfish 

was released on an ebbing tide when water would be flowing from east to west; 

thus, this transport appears to be correlated with the tidal currents. The ebb tide 

subsequently ends, and the tide turns so that water flows again into the harbour in 
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an easterly direction on the floodtide. However, the jellyfish still stays within range 

of S4 through the early flood tide, possibly indicating some non-tidal activity of the 

jellyfish. By halfway through the flood tide, as the tidal current speed approaches its 

peak, the detection terminates for approximately the next 13.5 hrs while the jellyfish 

is travelling outside the detector’s area. When next detected, it has moved to S1 

some 3-5 km to the east. As this distance is covered in the space of one tidal cycle, 

it appears that there is some self-motility involved. There are multiple detections 

within S1 in the next 2 hrs while on the flood tide. The next hour until the easterly 

flood tide ends, the jellyfish moves further east to N1 indicating a tidal movement. 

The tide subsequently turns through the slack water so that water flows back in a 

westerly direction on the ebb tide. During the whole ebb tide period, through slack 

water, until the subsequent floodtide (approximately 8 hrs), there are multiple 

detections of the jellyfish within N1. The jellyfish next moves back to S1 against the 

floodtide and stays there for almost 2 tidal cycles. There are multiple detections in 

S1 until mid-ebb of the next tidal cycle. This residence through multiple tides would 

also seem to indicate some jellyfish motility. For the next 31 hrs, or approximately 

2.5 tidal cycles, there are no detection until the jellyfish is detected again within N1 

to the east halfway through the easterly floodtide. This eastward movement 

detection confirms another tidal movement of the jellyfish. 

Jellyfish J-18500 was released within the detection zone of receiver S5 at 9:00 hr on 

20 Aug 2015 and was tracked for 3 days before the signal was lost. It was released 

shortly after high tide at the start of an ebbing tide and approximately 1.5 hrs after 

its release, it was first detected within its release zone of S5 where it continued to 

stay for another 2 hrs and at the end of the ebbing tide near low tide it moved west 

to S6. This transport appears to be correlated with the tidal currents. Looking at the 

tidal graph, the tide subsequently turns so that water flows again into the harbour 

in an easterly direction on the flood tide. At the start of the flood tide, the jellyfish 

shows an easterly movement moving back to S5, thus indicating passive tidal 

drifting. However, its pings are alternately detected by S5 and S6 through the 

floodtide until the time before the tide level approaches high water. As the detection 

zones of S5 and S6 slightly overlap, this suggests that the jellyfish was active in the 
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overlap zone between these two detection areas before it subsequently moved to 

the east to S4 just prior to the next subsequent high tide. Although the alternating 

movements between S5 and S6 appear to be non-tidal, the last connected 

movement to S4 correlates with the direction of the tidal currents indicating passive 

drifting. Subsequently, there are multiple detections in S4 for approximately 31 hrs 

through almost 2.5 tidal cycles; during this time its tidal correlation cannot be 

investigated but the fact that it remains within S4 for multiple tides may suggest 

some motility against the tides. This event terminates near the end of a westerly 

ebbtide when the jellyfish was detected to the west at S5 indicating another tidally 

influenced movement. The tide subsequently turns for easterly flooding and on the 

floodtide the jellyfish moves back east again to S5; this also correlates with tidal drift. 

The jellyfish detection then remains within S4 for approximately 8.25 hrs, which 

appears to be non-tidally influenced again. The signal was then permanently lost. 

Jellyfish 1162 was released at 16:00 hr on 20 Aug 2015 in the detection zone of 

receiver S5. Immediately after its release, there are multiple detections by receiver 

S5, as would be expected. After 3.5 hours, detections by S5 terminate and the 

jellyfish is instead detected by receiver S6 further to the west. Looking at the tide 

level graph, it can be seen that the jellyfish was first detected on a slack water during 

high tide when water would be ebbing from east to west; thus, this transport 

appears to be correlated with the tidal currents. The jellyfish next stays with the 

range of receiver S6 for 5 hours through slack water. The tide subsequently turns so 

that water flows back into the bay in an easterly direction on the flooding tide. By 

the later of the flood tide, as the tidal currents approach high speed, the jellyfish 

moves to the east from the zone of S6 back to the zone of S5; again, this movement 

correlates with the direction of the tidal currents. The jellyfish stays there for 3.5 

hours. Another 2.5 hours later, approximately next to halfway through the ebbing 

tide, the jellyfish detections again move from S5 to S6, indicating westerly transport 

which also correlates with the ebbing tide. 

Jellyfish J-1160 was released at 13:10 hr on 20 Aug 2015 in the detection zone of 

receiver S5 and was tracked for just 1 day before its signal was lost. Initially, for 
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almost 3 hrs, there are multiple detections by S5, as might be expected. Looking at 

the tide level graph, it can be seen that the jellyfish was released on a late ebbtide 

when water level would be approaching low water. The jellyfish remains within S5 

through slack water; thus, this residence appears to be correlated with the tide. 

Meanwhile, the tide subsequently turns so that water flows into the harbour in an 

easterly direction on the floodtide. After 2 hrs, detections by S5 terminate and the 

jellyfish is instead detected by S4 further to the east on the mid-flood indicating 

tidally influenced transport. The jellyfish then remained in S4 for a couple of hours 

until its signal was permanently lost. 

The jellyfish movements demonstrated tidal influences in general, which further 

corroborates the literature. However, the counter-tide (non-tidal) movements were 

also evidenced. For example, around day 6 of the tracking between N1 and S1, 

J18495 exhibited a with-tide movement at an instance and an against-tide 

movement at a previous instance, although both instances occurred during ebb 

events (Fig 5.3). The current flow patterns during both ebb instances are depicted 

in Fig 5.5. The illustration reveals consistent current directions throughout the 

channel during two consecutive ebb tides, both directed seawards. However, 

despite this uniformity in current direction, variations in jellyfish movements were 

observed. The time interval between these two events was reasonably sufficient 

(1.0-1.5 tidal cycles) to rule out the chance that the outcome was based on a quick 

atypical movement or local flows. Similar analyses for all the jellyfish across the 

tracking period reveal that the jellyfish transportation was partly tidally influenced, 

and a part of the movements was not tidal (Fig 5.3). So, the results are mixed. This 

helped surmise that the jellyfish are not completely passive drifters that merely 

move on the tide. This indicates the involvement of active swimming or motility of 

jellyfish in their transportation. This investigation further helped in the research in 

planning scenarios and assessing and evaluating the particle-track model 

performance. 
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Fig 5.5 Illustration of current vector plots for two consecutive ebb tide events, depicting current 

directions at 17:00 hr on August 25, 2015 (top) and 05:00 hr on August 26, 2015 (bottom). 

 

5.4.2. Results – LPT Model Sensitivity 

Since the observed jellyfish movements appeared to be at least partly influenced by 

tidal currents and the modelled hydrodynamics in Killary agreed reasonably well 

with the measured data (Chapter 1), the Lagrangian particle track (LPT) model within 

EFDC could be used in conjunction with the hydrodynamic model to try and 

reproduce the jellyfish movements. 

Particle transport within the model is realized through a combination of advection 

and diffusion processes. Advection propels the particles, driving their 

displacements. Meanwhile, the incorporation of particle diffusion, through the 

random walk process, enriches the model's ability to emulate realistic transport 
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behaviours and enhance prediction accuracy. In numerous real-world scenarios, 

particle movement is influenced by stochastic fluctuations stemming from factors 

such as turbulence, molecular interactions, and environmental variabilities. 

Numerical simulations often struggle to faithfully replicate small-scale turbulence 

and intricate physical phenomena. Deterministic approaches may inadequately 

forecast these processes or exhibit limitations. The introduction of random walk 

diffusion, however, addresses these issues by capturing the inherent stochastic 

nature of particle motion, thereby yielding more precise outcomes. Moreover, 

diffusion, a foundational and ubiquitous process within hydro-environmental 

systems, facilitates the simulation of critical phenomena like particle dispersion and 

mixing—effects stemming from random motion. This accounts for the inherent 

variability, subgrid-scale impacts, and uncertainty intrinsic to particle trajectories. 

Additionally, diffusion stands as a pivotal parameter for model calibration. The 

manipulation of diffusion coefficients enables the alignment of model predictions 

with real-world observations, thereby refining overall accuracy (further details in 

Section 5.4.2.1.2). 

To investigate the implications of incorporating or omitting diffusion in particle 

transport modelling, we explored multiple model scenarios. These scenarios 

encompassed both the inclusion and exclusion of diffusion. In Figure 5.6, a vertical 

profile of particle transport is depicted, showcasing various diffusion conditions. 

This visualization highlights both instances where diffusion was included and where 

it was omitted. As depicted in the figure, a batch of one hundred particles was 

released from a depth close to the surface. These particles were allowed to move 

under conditions of full or partial random walk motion (RWM), or without any RWM 

influence. The figure reveals that in the absence of RWM, all particles follow identical 

trajectories. Realistic and dispersive behaviour is only achieved when the model 

incorporates full RWM. This observation validates the significance of including 

particle diffusion or RWM within our jellyfish transport model. 
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Fig 5.6 Particle transport at various RWM conditions. 

The LPT model performance was initially investigated through the analyses of 

various sensitivity and scenario modelling simulations and carried out on the 

following factors. 

 

The following sections present results which demonstrate the sensitivity of the 

particle tracking results to (1) various aspects of the model setup such as the 

numerical solution scheme and the diffusion coefficients, (2) particles release 

variables such as number of particles and depth of release, and (3) hydrodynamic 

forcings such as wind and river flow. 

 

5.4.2.1. LPT Model Setup 

5.4.2.1.1. Numerical Scheme 

In the LPT sub-model, particle movements are computed based on the selection of 

one of three numerical schemes available. Fig 5.7 shows the centroid trajectories of 

the particle transports simulated using the three numerical schemes. RMSE between 

the centroid trajectories in the short-term (≤75 hrs) and long-term (>75 hrs) of the 

simulations were calculated and are presented in the figure to help measure their 
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relative sensitivity. The trajectory lines and the RMSE between them show transport 

variations (i.e. differences in article positions) among the schemes being smaller in 

the short term and higher in the long term, as might be expected.  

While the Predictor-corrector and Runge-Kutta schemes produced similar centroid 

trajectories and by extension particle transport distributions, the Explicit-Euler 

scheme differed somewhat from approximately 75 hours onwards when it had a 

more westward transport tendency than the other schemes and later from 125 hours 

when it had a more eastward transport tendency.  

For LPT, schemes having a higher order of approximation may be preferred (Chung 

& Craig, 2009). However, in this research, simplicity of the model code (to facilitate 

later modification) and computational cost were considered most important, so 

despite the slightly different particle trajectory of the Explicit-Euler scheme, it was 

preferred over the other two schemes for all future modelling.  

 

Fig 5.7 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon three LPT numerical scheme 

scenarios as per J-18495 model. The RMSE is calculated for the short-term (st) and long-term (lt) 

periods of the simulation, which are separated by the golden vertical dash being st on its left and 

lt on its right side. 

5.4.2.1.2. Transport Processes: Horizontal Diffusion 

The results from the scenarios which used different horizontal diffusion coefficients 

are presented in Fig 5.8. The figure shows snapshots of Kernel density plots of the 

particle distributions produced by the models at a sample output time of 91.5 hrs 

after their release for model-sourced diffusivity (A) and user-defined diffusivities of 
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0.007 m2/s and 0.00007 m2/s (B & C, respectively). The figure also shows a 

comparison of kernel density estimate timeseries over the whole simulations. 

According to the figure, the diffusion scenarios differed between the time-specific 

(91.5 hr after releasing the particles) and time-varying densities (A~C and D, 

respectively). The comparison of the density shown in the figure reflects that the 

model-sourced DH contributed to a higher dispersion of the particles, and the user-

defined DH facilitated the congregation of the particles. The density difference 

between DH 0.007 and 0.00007 m2/s was not noticeable in the time-specific plots; 

however, it was clear in the time-varying plot D, which demonstrates a bit higher 

congregation in the previous than the latter. This indicates that the diffusion, along 

with the advection, determines the distribution of the particles. Since the functional 

property of a diffusive transport is particle dispersion, the dispersion behaviour of a 

Lagrangian transport in modelling can be controlled by diffusivity. Thus, the 

diffusivity to be used in the LPT model would also be an important calibration 

parameter. The model was found to be sensitive to diffusivity. The diffusion 

coefficient can be tuned within a particle-track model for a functional purpose, for 

example, simulating jellyfish swarm formation, or for an operational purpose, for 

example, model calibration. 

 

Fig 5.8 Particle density plots upon simulations at DH (A) sourced within the model, (B) 0.007 m2/s, 

(C) 0.00007 m2/s, and (D) combined. A~C indicate the time-specific KDE at 91.5 hr after releasing 

the particles, and D indicates the time-varying KDE over the model domain. 
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5.4.2.1.3. Transport Processes: Vertical Transport 

To investigate the influence of vertical transport processes (advection and diffusion) 

on the particles’ net transport, two surface-release scenarios were run, one with 

vertical movements allowed and the other without vertical movements allowed. Fig 

5.9 shows a graph of the east-west locations of all of the particles in the scenarios 

over the simulation period. According to the figure, in the early stages of both 

scenarios, particles travel east and west on the directions of the prevailing tides but 

in the scenario without vertical motion, the particles are gradually transport 

westward towards the sea from about 70 hrs onwards, whereas in the scenario with 

the vertical movement particles are distributed fairly evenly to the east and west. 

The particles are also travel more closely together in the absence of vertical 

movement – their exposure to different horizontal flow fields at different depths 

when vertical transport is allowed results in more spreading of the particles.  The 

results demonstrate the influence of vertical movements on the horizontal transport 

of a passive drifting agent like a jellyfish and that it is therefore important to include 

vertical transport mechanisms. Furthermore, it implies that customization of the 

vertical movement (e.g. by including vertical swim behaviours) can be used to 

potentially improve horizontal transport calibration within the jellyfish transport 

model.  

 

 

 

Fig 5.9 Map of distribution of the particles released at the surface with and without vertical 

movements. 
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5.4.2.2. Specification of Particle Releases 

5.4.2.2.1. Depth of Release 

Four simulations were conducted to investigate the effect of release depth on 

particle transport. Particles were released at the surface, at the bottom of the first 

quarter of the water column, at mid-depth and at the bottom of the third-quarter 

depth. Particle positions were tracked at every half-an-hour time instance. Pair-wise 

comparisons of the particle transports and their distributions were made among the 

depth scenarios. Fig 5.10 shows the particle cloud centroid trajectories for the 

different release depth scenarios. RMSE between the transport trajectories of 

different scenario pairs were calculated and are presented in the figure to help 

assess differences in particle movements and distributions. The trajectory lines 

(qualitatively) and the RMSE between the depth pairs (quantitatively) show relative 

transport differences between the different release depth scenarios. In all four 

scenarios, the particle centroids follow similar trajectories, however, the levels of 

RMSE in the figures ranging from 284-520 m for east-west transport (A) and 187-

260 m for north-south (B) shows there is spatial variation in particle locations 

between the scenarios. As might be expected, the scenarios where particles were 

released at adjacent depth layers show the smallest transport variations (e.g., 284 m 

east-west between the surface and the first-quarter release scenarios). Conversely, 

the largest differences were observed for the scenarios where the release depths 

were furthest separated, i.e. surface and third-quarter with 520 m RMSE in east-west 

centroid trajectory. Since the particles released at any particular depth diffused and 

distributed gradually in the water column, their vertical centroids appear to be 

almost the same and the initial depth variations converge over time in the long run 

(Fig C). The results show that the model is sensitive to the release depth and this 

should be considered in future scenarios. 

In all four scenarios, the particle centroid undergoes a significant shift in east-west 

and north-south location at approximately 120 hours. This shift is not due to the 

particle cloud suddenly moving across a very large distance, rather, it is due to the 

particle cloud having split in two earlier in the simulation with a large number of 
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particles moving westward to the sea and the rest travel east inside the harbour. At 

approximately 120 hours, the particles that travelled towards the sea leave the 

model domain as most of the remaining particles are far top the east inside the 

harbour, the centroid undergoes a large shift in location. 

 

Fig 5.10 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon four different particle 

releasing depth scenarios as per J-18495 model.  

(1 based on an RMSE estimation at only long-term from 57.5 hr) 

 

5.4.2.2.2. Depth Sourcing 

Originally, for releasing the particles, the EFDC drifter module sources a depth, 

which is manually copied from the model bathymetry and general to a model grid 

cell. The development of automation of this process in this study has made sourcing 

the particle-releasing depth within the model more efficient, and its new depth 

interpolation strategy has made the depth sourcing specific to the model grid cell 

or the release site. To investigate whether the depth sourcing strategy has any 

influence over particle transportation, two model scenarios were executed by 

varying the strategy upon spatial generalisation (grid-cell general) and spatial 

precision (site coordinate specific), and their outputs are presented in Fig 5.11. The 

figure shows distribution maps of the particles released at surface and mid-depth 

waters (A and B, respectively) and simulated as per those depth sourcing scenarios. 

The respective outputs are compared as per the depth conditions regarding the 
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particle distribution. The figure reveals a difference in the net longitudinal transport 

(east-west) of the particles between the releasing depth scenarios in the long run 

caused by particularly the grid-general depth. This demonstrates the implications of 

depth sourcing as one of the particle release specifications. The site-specific depth 

sourcing is logically more precise and reliable than the general one, and its 

implementation is even made semi-automatic and user-friendly within the model. 

These relative advantages justify the adoption of site-specific depth sourcing in this 

study for the other scenario investigations. 

 

 

 

Fig 5.11 Map of distribution of the particles simulated without any vertical movement comparing 

depth sourcing induced transport variability between (A) surface and (B) mid-depth releasing 

scenarios. 

 

5.4.2.2.3. Number of Particles Released 

It was anticipated that beyond a certain large number of particles, the number of 

particles released would not have any major impact on the general transport of the 

particles or their distributions. A batch of 100 particles was employed not to 

investigate swarm behaviour but rather to simulate a single jellyfish. The use of a 

batch of 100 particles aimed to address uncertainties arising from model accuracy, 

including factors such as turbulent diffusion or inaccuracies in current 

representations, as well as uncertainties in jellyfish behaviour. To test this, three 

scenarios were run for 10, 100 and 1000 particles released under identical 

conditions. The comparisons of centroid trajectories are presented in Fig 5.12. The 
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trajectory lines provide a visual representation, and the RMSE between the number 

pairs offers a numerical indication of relative transport variations among the 

scenarios. A lower variation, considered insignificant here, justifies the release of 

100 particles instead of a higher number. The transport differences are much higher 

between the 10 and 100 particle release scenarios than they are between the 100 

and 1000 particle release scenarios This indicates that releasing a small number of 

particles (e.g., only 10) cannot create an average and representative effect in 

transportation modelling and for this to be practical, the particle releasing number 

in modelling should be at least 100. Releasing 1000 particles produces almost the 

very same particle distributions as 100 particles, but with much reduced 

computational effort.  For all future simulations, 100 particles was there adopted as 

the particle release number. 

 

Fig 5.12 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon three particle releasing 

number scenarios as per J-18495 model. The RMSE is calculated for the short-term (st) and long-

term (lt) periods of the simulation, which are separated by the golden vertical dash being st on its 

left and lt on its right side. 

 

5.4.2.2.4. Particle Release Location 

It was thought that the starting location of a particle’s travel set within the three-

dimensional model grid might be important to consider in the sense that the 

particle would be exposed to a specific flow based on that location and the fact that 

the model grids cells may not exactly replicate the current velocities at the release 
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site. The jellyfish release locations were all close to the shore; however, in a model, 

grid cells adjacent to a shoreline might not be under-predicted if the spatial 

resolution is not of suitable resolution. To investigate the sensitivity of the jellyfish 

transport patterns to the specific release location, three additional scenarios were 

executed which released particles (1) closer to the south shore than the actual 

release location, (2) one-third of the channel width from 1, and (3) two-thirds of the 

channel width from 1.  

A map showing the release locations and the particle distributions from the three 

scenarios above as well as the actual release location scenario (as per J-18495) is 

shown in Fig 5.13. The time of output is at the end of the simulation, 153 hrs after 

particle release. Although there were differences in the distributions, their extents 

were quite similar, and it was therefore difficult to draw any conclusions regards 

differences in transport based on visual inspection alone. To quantitatively analyse 

the differences, a statistical Kolmogorov-Smirnov (KS) test was carried; the results 

are presented in Table 5.7. Differences in the particle distributions were estimated 

based upon two statistical measures of the KS test, namely, (1) the maximum critical 

value (Dmax) and (2) the significance level (p). The variation between two distributions 

is deemed significant when Dmax = 1 and p = 0. Pair-wise KS tests between the actual 

jellyfish release scenario and the other release location scenarios presented in the 

table reveal that none of the test statistics shows a significant variation in the 

distributions. The results confirm that the distance of the release location from the 

shore does not significant affect transport distributions and so for all future runs the 

actual release location was used. 



Chapter 5: Passive-drift Modelling 

140 

 

 

Fig 5.13 Map showing the distributions of modelled particles released at the exact release location 

(red) and three other locations at different distances from the shore. Inset plot shows particle 

locations at the time of release. 

 

 

 

5.4.2.3. Hydrodynamic Forcings 

5.4.2.3.1. Wind 

To investigate the wind influence on particle transportation, the basic LPT scenario 

which included time-varying wind was compared with an alternative scenario with 

no wind. Once again, the Kernel density was used to quantify the spread of the 

particles with time throughout the harbour. A comparison of the Kernel density 

estimation for the wind and no wind scenarios is shown in Fig 5.14. According to the 

figure, the temporal distribution of the particles exhibits a much lower density and 

thus a higher dispersion, or spread, in the scenario where wind was included. This 

Scenarios Compared 
KS test statistics 

Dmax p 

Actual release location vs South shore (1) 0.13462 0.739 

Actual release location vs One-third channel width from (1) 0.17308 0.421 

Actual release location vs Two-thirds channel width from (1) 0.19139 0.311 
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demonstrates that the wind has an obvious influence on the particle transportation 

and should be included in jellyfish transport models. Additionally, the variation in 

the figure confirms the capturing of wind influence on the particle transportation by 

the model developed. It can be assumed that wind speed variation would have a 

variable influence on the particle transportation where a strong wind event has a 

potential to dissociate or break any potential swarm formation provided that any 

other forces are constant. The wind can therefore play a significant role in changing 

particles’ transport and their concerted movements.  

 

Fig 5.14 Variation of Kernel density estimation of the model particles with and without wind for  J-

18495. 

 

5.4.2.3.2. River Discharge 

River discharge (Q) influences the estuarine flows by creating a density stratification 

resulting from the differences in the density of the riverine freshwater and the 

estuarine saline water; this is potentially an important phenomenon for passive 

drifting of particles in the harbour. To investigate the influence of river discharge on 

particles’ passive transportation, the basic J-18495 jellyfish LPT model which 

included time-varying river discharges was compared with a scenario without any 

river discharges. Fig 5.15 compares the net particle transports in terms of centroid 

trajectories plotted over the 153 hours of the simulation. The figure shows the 
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release location of the particles (displayed by the black vertical line) and the 

trajectories of the particle cloud centroids for the with and without Q scenarios with 

particles released at both surface and mid-depth. The east-west ranges (displayed 

by the coloured bars) of the respective centroid trajectories (displayed by the 

coloured lines) show the variations in the centroid location. According to the figure, 

the river-free condition results in many particles being transported relatively 

westward towards the sea while the river discharge pushes the net transport further 

inside the harbour, which is true irrespective of the particle releasing depth. Some 

particles might be trapped inside the harbour due to any turbulence or flow 

variations induced by the river discharge, which influences the calculation of the net 

transport. The results confirm that the river discharges can have a significant 

influence on the particles’ net transport and confirms the importance of capturing 

river discharges in the model developed. 

 

Fig 5.15 A comparison of the net transport of particles between with and without river discharge 

(Q) scenarios combined with the depth of release. 

The link between local hydrodynamics and particle transport results is 

demonstrated by the presentation of current vector plots in Figure xxx. This 

illustration presents the differences in modelled current velocities obtained with and 

without the main river discharge (Q) at mid-ebb (top) and low tide (bottom). The 

vectors were calculated by subtracting the velocities obtained for no river discharge 

from those obtained with the river discharge. The vector maps show that at both 

stages of the tide the inclusion of the river induces stronger currents that are 

directed into the harbour. These local flow differences result in an increased 
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transport of particles eastward into the harbour when the river discharge is included 

in the model, as demonstrated in Fig 5.16. 

 

 

Fig 5.16 Depiction of current differences between conditions with and without river discharge 

illustrated for mid-ebb (top) and low-tide (bottom), highlighting higher current speed in the mid-

channel where potential particle entrapment may occur. 

 

5.4.3. Results – Comparison of Modelled and Observed Movements 

Jellyfish were first modelled as passive drifters in the LPT model. Their agreement 

with tagged jellyfish transport is presented based upon the following four types of 

analyses: 

1) qualitative spatiotemporal agreement,  

2) snapshots of particle locations, .i.e. particle spatial distribution map,  

3) quantitative spatiotemporal agreement by SCA, and 
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4) quantitative spatiotemporal agreement by MCA.  

For the qualitative spatiotemporal agreement analysis, modelled particle locations 

were analysed at an hourly timestep and the presence of particles a detectors range 

was recorded. The results of this analysis were then compared with the observed 

locations at the times at which observations were recorded, again on an hourly basis. 

In this way, it was possible to determine whether a modelled particle was present 

within the range of the correct detector at the correct time. The results of the analysis 

are presented in Fig 5.17 and show particle and jellyfish occurrences across all 

zones at the times of jellyfish detection. A colour coding was used for the detection 

zones as follows: 

• light green: the model predicted the presence of particle(s) at the same time at 

which a jellyfish was observed in that detection zone, i.e. modelled particles were 

in the correct location 

• yellow: the jellyfish was observed in this zone but there were no model particles 

present at the observation time, i.e. modelled particles were in the wrong 

location 

• green: zones in which only model particles were present at times of jellyfish 

observation. i.e. modelled particles were in the wrong location 

• grey: neither modelled particles now jellyfish were observed in these zones.  

The spatiotemporal analysis results show mixed levels of agreement across the 

model jellyfish scenarios. Passive drift modelling could effectuate agreement in the 

models at all detection instances for J-18495, J-1160, and J-18500, the majority of 

time for J-1162, but could not predict any of the observations of J-18499. While 

these results are positive, it must be remembered that they are purely qualitative 

and merely indicate that the model was correctly predicted the position of at least 

one particle. 
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Fig 5.17 Qualitative spatiotemporal transport agreement between the particles and the model 

jellyfish (A) J-18495, (B) J-1160, (C) J-1162, (D) J-18499, and (E) J-18500. 

 

Snapshots of particle locations at times of jellyfish observations provide a second 

qualitative evaluation of the passive drift modelling of jellyfish. An example for J-

18495 is presented in Fig 5.18. The figure shows the spatiotemporal tracking of the 

jellyfish with reference to water level (A) and detection zones (B) along with two 

snapshots at two different times of jellyfish observation corresponding to the first 

and final detections (C and D). The agreement snapshots in the figure show particle 

distributions (marked by the points) at two time-instances separated by 128 hrs 

interval and the detection zone of the receiver that detected the jellyfish at those 

times (marked by the purple-coloured circle). The first snapshot (C) was just 3 hours 

after the particle release and the second (D) was 128 hours (almost eleven tidal 

cycles) after the first detection. After 3 hours, the particles have not travelled far, and 

transport processes have had limited time to act on them so they are still gathered 

quite closely near the release location. Almost all of the particles are within the 

detection zone of the correct detector. After 128 hours, the transport mechanisms 

have spread the particles throughout the harbour with some individual particles 

travelling both very far upstream to the east and outside of the harbour to the west. 

There are some particles present at these time-instances within the correct detection 

zone even though the detectors are at least 3-5 km apart. This confirms that the 
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passive drifting alone was capable of transporting at least some of the particles in a 

manner similar to the observed jellyfish transport. However, these snapshots still 

only assess the model performance qualitatively; further quantitative assessment of 

the transport agreement was therefore conducted using SCA and MCA strategies.  

  

 

Fig 5.18 Observed transport of jellyfish (J-18495) detections based on (A)  tidal stage and (B) 

detection zone, and snapshot agreement of modelled particles with the correct detection zone at 

(C) 3 hrs and (D) 128 hrs after particle release. 

 

Although the snapshots in Fig 5.18 show that some modelled particles were indeed 

present at the locations and instances where J-18945 was detected, for the purpose 

of comparing different model scenarios upon transport agreement, it was necessary 

to develop a method of quantifying the level of agreement. For this, SCA is used to 

give a basic quantification based on one agreement criterion. Later, MCA is used to 

incorporate other agreement criteria. The criterion used in the SCA was the 

presence of a particle within the correct detection zone at the correct time of 

observation. SCA thus involved calculation of the percentage of particles within the 

model domain that agreed with a jellyfish detection. It is important to note that the 

effect of particle retention within the domain over the simulation has been included 

in the SCA.  

Fig 5.19 shows the SCA percentage agreements for five jellyfish model 

transportations at the various detection instances. The colour represents the 

percentage of agreement. The figure shows percentage agreements for two 
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particles released at the surface and at mid-depth for each jellyfish. For all five 

jellyfish, and for both surface and mid-depth releases, the agreement was higher in 

the earlier hours of the simulation than later. Generally, percentage agreements are 

greater than 50% up to 10 hours after release but they reduce significantly in the 

longer term. This is because the particles immediately after their release tend to 

move as a cluster while the advective and diffusive transport processes take some 

time to have their influence on the particle spread. The model based on J-18495, 

which much longer tracking records than the other jellyfish, produces 9.52 % and 

11.29% agreements for the surface and mid-depth releases, respectively, at 133 hrs 

after their release. The J-1160 model produces agreements of 44-65% 10 hrs after 

the particle release (tracking is not available after this time) while the J-1162 and J-

18500 models show 8% and 53% respectively at the same time instance. Conversely, 

at 22 hrs, J-1162 shows 38% agreement while J-18500 produces only 1 % 

agreement. The J-18499 model could not produce any agreement in the early hours 

of the simulation but achieved some level of agreement from 20 hours onwards; this 

might be because the jellyfish travelled under its own motility after release rather 

than simply passively drifting on the prevailing currents. 
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Fig 5.19 SCA determined percentage agreements of the modelled particle locations with 

observed locations of jellyfish for five jellyfish models for surface and mid-depth releases. 

 

MCA was used here to assess LPT model performance, i.e. transport agreements, 

based on seven criteria. The first criterion was that used in the SCA, i.e. the 

percentage of particles in the correct detection zone at the correct time. Since some 
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particles might not be detected exactly within the correct detector’s zone but may 

be located nearby; the second and third criteria were devised based on these 

grounds. The second criterion counts the percentage of particles within 250 m of 

the correct detection zone while the third includes particles in adjacent detector 

zones. Finally, the fourth criterion is the number of particles still remaining in the 

domain at a given time. The other three criteria are based on the location of the 

centroid of the particles relative to the correct detection zone; the closer the particle 

centroid to the correct detection zone, the higher the MCA weighting and thus score 

assigned. Centroid distance measured at pre-detection, detection, and post-

detection instances of time have been included. The first criterion was considered a 

true measure of model agreement while the other criteria were all considered to 

indicate potential model agreement. The MCA analysis is considered to be a better 

measure of model performance than the SCA since it considers multiple potential 

criteria for measuring the agreement. Therefore, it allows a better assessment of the 

LPT model performance by revealing more insights into the transport agreement. 

Fig 5.20 illustrates the particle transport agreement of the five jellyfish models at 

their respective detection instances and locations based on the calculated MCA 

scores. Each dot corresponds to a detection of a jellyfish and indicates the 

observation time and corresponding detection zone. The agreements are displayed 

in the figure by the dots having colours varying. The level of model agreement is 

then indicated by the colour of the dots; the colour represents the MCA score 

ranging from 0 to 1 with 0 indicating no agreement and 1 indicating perfect 

agreement. Since the particles’ tracking periods and detection instances across the 

models are different, it is important to compare their agreements. 

According to the figure, the modelled particles show a higher agreement in the first 

10 hrs of their tracking, except for the J-18499 jellyfish model. While the SCA 

showed no true agreement for the J-18499 model, the MCA shows some potential 

agreements in this model over the simulation at low-levels. After approximately 10 

hrs of the simulations, agreement levels drop, particularly in the longer term. 

Although the model jellyfish J-18495, J-1160, and J-1162 were released relatively 

close to each other in terms of time and location and were therefore exposed to 



Chapter 5: Passive-drift Modelling 

150 

 

similar tidal currents, wind speed, and wind direction (Fig 5.2), their agreements 

differ in level (Fig 5.20). This suggests that some other important transport 

mechanism may be at play, such as active swimming by the jellyfish (Fossette et al., 

2015; Matanoski & Hood, 2006; Neil & Askew, 2018; Rakow & Graham, 2006).  

Two very important proofs can be seen here. One, the jellyfish is not merely a passive 

drifter. Two, the modelled transport cannot be expected to end up in high 

agreement with the observed transport under the current analytical design where 

the gradually diffused particles are to agree merely a single jellyfish transport and 

detection. The results suggest improving the model agreements by including 

jellyfish motility within the LPT modelling approach may be possible. 

 

Fig 5.20 MCA-based quantitative spatiotemporal transport agreement of the particles as per the 

jellyfish model (A) J-18495, (B) J-1160, (C) J-1162, (D) J-18499, and (E) J-18500 to the respective 

jellyfish. 
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5.5. Summary and Conclusions 

A LPT model was developed and used to simulate passive drifting of jellyfish in 

Killary harbour. Batches of 100 particles were released at the same times and 

locations as tagged jellyfish releases in the Harbour. The jellyfish monitoring data 

were processed and analysed to determine any particular trends in their 

movements. The LPT model was first assessed for its sensitivity to particle tracking 

model setup, particle release conditions and hydrodynamic forcing and, 

subsequently, the model performance was assessed by comparing modelled 

particle locations with observations of five tagged jellyfish using qualitative and 

quantitative analyses. The key conclusions of this research are described as follows. 

1) Based on the jellyfish monitoring data, jellyfish transport in Killary was found 

to be partially influenced by the tidal currents with jellyfish transported with the 

tide for some of the time. However, movements against the tide were also 

observed for some periods of time. The latter non-tidal movements might be 

attributed to the jellyfish’s motility. The investigation was only based on a 

qualitative analysis of tidal influence; however, a quantitative analysis is 

presented later in Chapter 7. 

2) The integration of the EFDC LPT submodel within the base hydrodynamic 

model was successful. The model particles could move three-dimensionally by 

both advection and diffusion on the tidal currents. 

3) As expected, the LPT model for jellyfish transport was found to be sensitive to 

the model diffusion coefficient analysed in terms of particle swarm or 

dispersion formation. The swarming or dispersing behaviour of a jellyfish 

population in modelling can be controlled by diffusivity making this an 

important model calibration parameter. 

4) The particles’ ability to move vertically had an influence on their net 

transportation. Particles being exposed to and sampling various horizontal 

advection levels by changing their vertical positions within the water column 

using the vertical advection-diffusion process resulted in significantly different 

transport patterns and more particle spreading than in the absence of vertical 
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transport. Using different particle release depths resulted in broadly similar 

transport patterns but there were some differences in the centroid location of 

the particle clouds; this difference was largest for particle released at the 

surface compared to those released near the bottom. 

5) The model was found to be relatively insensitive to the particle releasing 

number only when it was 100 or more, a number which could create an 

average and representative effect of transportation modelling. Thus, the 

number should practically be at least 100, which is also a statistically justified 

sample size to achieve a meaningful result out of the transport modelling.  

6) Particle distribution was found not to be influenced by variation of the release 

location laterally across the channel. 

7) The model results demonstrated that the surface wind forcing caused a higher 

particle dispersion, and the river discharge created an influence on the 

particles' net longitudinal transport. Given the observed correlation between 

the long-term net longitudinal transports of jellyfish or modelled particles and 

the tidal currents, it was concluded that there is no substantial influence of local 

flows on their net transportation. However, it's important to acknowledge that 

local flows might impact the spatial distribution of individual particles on 

occasion. Nonetheless, it is crucial to emphasize that this study did not 

encompass the examination of these specific influences resulting from local 

flows, rendering them irrelevant to our current discussion. 

8) Jellyfish transport agreement varied among models and within simulations 

over time. Initial hours post-release showed higher agreement, decreasing 

with particle spread. Non-agreement with the LPT model suggested individual 

jellyfish motility misaligned with passive drifts, supported by monitoring data. 

In Killary, partial agreement with passive drifts was observed, particularly in 

early hours post-release. Subsequent chapters explore integrating jellyfish 

motility, including diel migration and swimming, into the transport model. 
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CHAPTER 6: DIEL VERTICAL MIGRATION MODELLING OF JELLYFISH 

 

6.1. Introduction 

Jellyfish transportation is driven by a combination of physical hydrodynamic 

processes (e.g. horizontal and vertical currents) and biological locomotive functions 

in the organism (e.g. bell pulsation). Although traditionally, the jellyfish was said to 

be more of a drifter than a swimmer, some recent studies have shown their ability to 

either transcend or resist the current flows and their ability to orient themselves 

during their movement (e.g. Fossette et al., 2015). On a preliminary observation in 

an Irish fjord, we have also found a similar indication for some non-specific jellyfish, 

reported in Chapter 5 (Passive-drift Modelling). Passive drifting of jellyfish occurs 

continuously as the jellyfish are exposed to the local hydrodynamic circulation; 

however, active swimming is more deliberate and intermittent on behalf of the 

jellyfish. An understanding of the conditions that lead the jellyfish to be either simply 

passive at the mercy of the flow or simultaneously motile by actively responding to 

external cues is so far lacking in the literature. However, certain factors are 

empirically found to be responsible for jellyfish motility; light sensitivity is one of 

those causing diel vertical migration (hereinafter DVM) in jellyfish movement (Garm 

& Ekström, 2010; Martin, 2002; Nilsson et al., 2005). 

Jellyfish and many other gelatinous zooplanktons participating in DVM, which is an 

irradiance response-based movement behaviour across the water column, spend 

the sunlight hours of the day in darkness at depth and return to the surface as the 

sun sets (Longhurst et al., 1990; Steinberg & Landry, 2017). Diving deep to take 

refuge during the day may be a reactive anti-predator behaviour intended to survive 

the risk of detection and encounters by visual predators, as mentioned in various 

DVM study literature, e.g. Dupont et al. (2009). According to them, it may also be a 

phototactic behaviour to minimise any potential photodegradation due to exposure 

to the light on the surface water (Dupont et al., 2009). Rising at night into the food-

rich shallower water may be intended to secure a meal garnished with 



Chapter 6: DVM Modelling 

154 

 

photosynthetic prey foods (Bandara et al., 2021; Freer & Hobbs, 2020; Seo, 2021). 

Jellyfish even take refuge across the depth from adverse environmental conditions 

such as strong winds, heavy rain, or rapid flow (Yin et al., 2019). Since a jellyfish's 

survival and growth opportunities are asynchronous across the water column, there 

is a tendency to trade off, causing the jellyfish to migrate vertically. There are 

available studies on in-situ species-specific observations of DVM behaviour and its 

corresponding effects on the distribution of jellyfish; the DVM modelling 

investigations are limited though (also mentioned by Rahi et al. (2020)). However, its 

modelling may be advantageous as it can allow multiple scenario investigations to 

explore the impact of DVM on the ultimate movement of jellyfish. 

Studies such as Dupont et al. (2009) and many others suggest that the sensitivity of 

the jellyfish to light and its due response through the avoidance and preference for 

certain intensities can explain the important features of their vertical distribution. 

However, such a model's desired output can be achieved by understanding the 

organism’s proximate vertical behaviour, devising rules of their mechanisms, 

translating these numerically within a submodel, and integrating the submodel 

within the base particle drift model. Dupont et al. (2009) modelled the vertical 

migration of deep-water jellyfish Periphylla periphylla, where they experimented 

with a couple of assumptions on its related behaviour cued by the avoidance, 

preference, or tolerance for light. These cues require the water surface irradiance 

and its attenuation through the water column to be known in advance at each 

location, time, and water depth and be processed within the model. As per their 

assumption, the particles (jellyfish) lying within a depth range of preferred 

irradiance were randomly free-swimming with an equal probability towards up or 

down though how this was translated within their model is unclear. Furthermore, 

particles crossing the water column boundaries were mirrored back within the water 

area. However, there is a chance that this strategy might create repetitive hit-and-

reflect by the particle on the boundaries, although this issue is not discussed much 

in their paper. 

Berline et al. (2013) modelled the transportation and stranding of Pelagia noctiluca 

in the Mediterranean Ligurian Sea by incorporating a fixed-depth vertical migration 
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behaviour with a diel cycle. Recently, Rahi et al. (2020) modelled the distribution and 

stranding of the same species in the Mediterranean Balearic Sea by incorporating 

the DVM with speed adjusted upon buoyancy and its due effect at various lifecycle 

stages. They claimed their biophysical model predicted better than the simple drift 

and fixed diurnal behaviour models. However, in both models, particles’ advective 

transport was modelled by the horizontal-only currents to force the horizontal 

advection, where the random walk movements and flow-governed vertical 

advection were ignored. Checks for the transport agreement of free-moving 

particles were absent in both models since their comparisons were based on 

stranding events only. Insights into their travel-halt-residence-travel patterns as well 

as the conditions that led to their gradual agreements over a period could otherwise 

be explored. Both models assumed a maximum depth limit for the vertical migration 

of jellyfish, being either fixed in Berline et al. (2013) or adjusted according to the 

bathymetry in Rahi et al. (2020). However, per our logic, this is an exaggeration since 

a jellyfish cannot adjust its vertical limit by remotely sensing the total water depth. 

Our newly developed DVM model for non-specific jellyfish in Killary fjord attempts 

to rationally handle the limitations of the previous DVM models as detected and 

mentioned above. Since the exact photo response by jellyfish, either at the 

individual or population level, is unknown, setting a fixed light intensity threshold 

for triggering the vertical migration may be an overconfident approach. Even opting 

for such processing by a jellyfish on a continuous basis on frequent spatiotemporal 

changes of light intensity along the water column may not reflect a true energy-

efficient behaviour. So, instead of irradiance, we rather assume a water depth 

threshold for DVM, which is thought to be determined by jellyfish through their 

experience and evolution as a depth complying with their light-induced instinct at 

best. Since this threshold depth is unknown, we assess its sensitivity to the model.  

Here, the chapter highlights (1) the modelling of jellyfish DVM, (2) the implications 

of the light-induced behavioural transport of jellyfish in modelling, (3) the 

simplification of the dynamic DVM process for modelling, (4) the synchronisation of 

the DVM with the routine passive drift, (5) the integration of the DVM submodel with 

the base hydrodynamic model, 6) the transport simulations using the developed 
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DVM modelling method, (7) the analysis and comparison of the simulation outputs, 

(8) the insights into the jellyfish transport simulated on DVM, and (9) the comparative 

agreements to the observation between the passive and the DVM transport across 

jellyfish models. However, the model does not include sex, reproduction, mortality, 

individual size variability, hunger, life stages etc. of jellyfish online during the 

modelling. Non-specific individual variations of jellyfish were investigated offline 

through multiple scenario modelling.  

The chapter is structured as follows. Section 2 shows the link to the description of 

the study site, Section-3 provides the methodology, which consists of model 

description, DVM submodel development, scenario and sensitivity modelling, and 

methods of transport analysis and comparison, Section-4 provides the results of the 

model development, transport simulations, model sensitivity to DVM properties and 

parameters, particle distributions and insights on transport pattern due to DVM, and 

agreement of the modelled transports to the observation. Finally, Section 5 provides 

the conclusions of integrating DVM in jellyfish transport modelling. 

 

6.2. Study Site 

Please see Chapter 4, Section 2 for the study site. 

 

6.3. Methodology 

A novel modelling approach for jelly transportation was developed by merging the 

light-induced vertical motility of jellyfish with their advective transport by the 

ambient tidal currents. Their movements in the vertical direction regarding diel 

vertical migration (DVM) were integrated with the primary advective drifting of the 

EFDC model using several behavioural rules. For simplicity, all jellyfish were 

assumed to have the same vertical motility rate, buoyancy, and diurnal migration 

behaviour. The hypothesis was that DVM would affect the horizontal distances 

travelled by jellyfish because the particles are subjected to different horizontal flow 

fields (and thus rates of advection) as they travel up and down through the water 
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column. This approach of DVM modelling is effective in investigating jellyfish 

transport patterns under the influence of environmental cues like currents and 

abiotic factors like luminosity. Much of the research involved modifications to the 

EFDC source code to incorporate the jellyfish DVM. The following sections describe 

the conceptual development of the DVM model and its implementation within the 

particle drift module of EFDC. The input data required to run the DVM, as well as 

the various model simulations executed, are both described in detail. 

6.3.1. DVM Model Development 

The purpose of the DVM model was to test the hypothesis that a combined effect of 

hydrodynamic forcing and vertical behavioural motility could predict the jellyfish 

transport in Killary harbour better than the passive-drift model and thus improve the 

particle transport agreement with the observed jellyfish detections. 

6.3.1.1. Simple Conceptual Model 

The transport processes to be included in the DVM model were advection, diffusion, 

and DVM, all of which were to be spatiotemporally synchronised. The DVM model 

was created by incorporating new code into the existing particle transport module 

of EFDC. The existing particle transport module included horizontal and vertical 

advection and horizontal and vertical diffusion. The new code would enable 

additional vertical transport of particles controlled by a set of prescribed rules.   The 

basic concept of the DVM model is summarised graphically in Fig 6.1 and is 

described as follows. 

The DVM model is started with the release of neutrally buoyant particles 

representing adult jellyfish which respond to luminosity by migrating downward to, 

and remaining in, the lower part of the water column during the day and migrating 

upward to, and remaining in, the upper part of the water column during the night 

(see Fig 6.1). Migration up or down through the water column is carried out at a 

fixed vertical motility rate. The water column is divided into upper and lower 

sections by specifying an invisible and idealised horizontal boundary – the DVM 

threshold depth. Vertical transport is the result of a combination of vertical 

advection, vertical diffusion, and customised vertical behavioural migrations. On the 
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other hand, horizontal transport depends exclusively on advection and diffusion 

from horizontal currents. 

 

Fig 6.1 A simple graphical conception of jellyfish DVM model. 

6.3.1.2. Model Processes and Rules 

The DVM model is designed to capture the vertical migration behaviour of jellyfish 

and integrate it with passive drifting. Implementing the simple conceptual DVM 

model required a full understanding of the processes at play during the various 

stages of the idealised migratory behaviour and identification of the rules required 

to instigate and control the behaviour. Looking at Fig 6.1, which shows a complete 

daily migratory cycle, it can be seen that there are four primary stages of transport 

in the cycle. Moving from left to right in the diagram, we have: 

1) Daytime vertical migration (occurring at sunrise) 

2) Daytime normal transport (occurring during daylight hours) 

3) Nighttime vertical migration (occurring after sunset) 

4) Nighttime normal transport (occurring during nighttime hours) 

Sunrise Daytime Sunset Nighttime 

Water Surface 

DVM Threshold 

Depth 

Seabed 
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Horizontal advection and diffusion normally occur during all four stages of the cycle, 

but for vertically, only independent jellyfish motility applies during 

daytime/nighttime vertical migration, while vertical advection and diffusion occur 

outside these times.  

Different transport rules also apply to the four primary stages of the migration cycle 

depending on the particular position of a jellyfish particle and the time of day (i.e. 

daytime/nighttime). A total of 20 different jellyfish conditions (both real and virtual) 

were identified across the four stages (see Fig 6.2) of the migration cycle for which 

rules were required to enforce appropriate jellyfish behaviour. The aim of these rules 

is to ensure that a particle (i.e., jellyfish) stays above the specified threshold depth 

during the night and below it during the day based on its preferred luminosity 

across the water column, mimicking light-induced diel migration behaviour. This 

migration model differs from that implemented by Rahi et al. (2020) in the scale of 

vertical distance a jellyfish will cover during their transportation. Their model 

supports a particular dive distance, however, variable according to the total water 

depth, whereas, in this model, the particles were set free to dive to the maximum 

possible vertical distance across the full water depth. 

As well as specifying the DVM threshold depth, buffer zones were introduced near 

the water surface and the seabed to prevent particles from being transported across 

the water surface and seabed interfaces. Rules were developed to actively prevent 

particles from travelling into the buffer zones. Although the buffer zones did not 

completely eliminate the issue of particles crossing the water/seabed interfaces, 

they did help to significantly minimise instances where this occurred. The threshold 

depth and buffer zones are shown in the water column schematic on the left of Fig 

6.2. The limit of the buffer zone was specified at 0.5 m for both water margins. 

Four types of vertical transport can occur during the course of the migration cycle. 

These are shown in Fig 6.2 and described as follows: 

1)  Diel Vertical Migration (DVM) – vertical transport of particles at a constant vertical 

motility speed. 
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2)  Hydrodynamic Vertical Advection (HVA) – vertical advection of particles due to 

the vertical components of the tidal currents.  

3)  Movement at Motility Rate (MMR) – vertical movement of particles out of the DVM-

exclusive session. 

4)  Movement for returning particles Back to the correct Range (MBR) – a vertical 

displacement of the particles to return them to the correct depth range if their 

current transport will bring them into the buffer zones or across the water 

surface/seabed interface. A variation of MBR is also implemented in terms of Ping-

Pong Reversing (PPR) of the particles where a movement correction is required 

within the water column. 

 

Fig 6.2 Schematic representation of DVM conditions and rules. The open end of the trajectory 

arrow indicates the source, and the pointed end indicates the destination of the transport. The 

vertical transport strategies are represented by Number IDs (blue), and their abbreviated terms 

(green) are defined in the following paragraph. 
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Fig 6.2 shows which of the rules applied to each of the particle conditions. Table 6.1 

provides a description of these conditions and the associated rules.  

Table 6.1 A summary of DVM conditions and respective rules. 

ID 

Num 
Jellyfish particle (JP) condition [C = sequence of checks] Rule 

10 

D
a

yt
im

e
 

C-7: Unidentified 

If no pre-set conditions match JP’s vertical 

position in the water column, then JP uses 

ordinary passive drifting. 

HVA 

11 C-1: JP within 

surface water to 

DMT 

If JP is above the DMT, then it is set to move 

downwards until below the DMT. 

DVM 

12 

C-2: JP above the 

bottom limit of 

surface buffer1 

If JP is discovered above surface water 

(virtually), then it is brought back below the 

surface and subsequently set to move 

downwards at a motility rate. 

MBR + 

MMR 

13 If JP is discovered within the surface buffer, 

then it is set to move downwards at a motility 

rate. 

MMR 

14 

C-3: JP below 

surface buffer up to 

DMT 

If JP is discovered 

above the DMT while 

it is supposed to be 

below the DMT, it is 

set to return below 

the DMT. 

If JP is found rising, it 

will jump back to its 

previous position. 

PPR 

15 If JP is found diving, it 

will move 

downwards at a 

motility rate. 

MMR 

16 

C-4: JP below DMT 

If JP is discovered within from DMT until the 

seabed buffer, then it is set to drift passively 

within the zone. 

HVA 
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17 

C-5: JP within the 

seabed buffer 

If JP is found rising, then it is set to leave the 

buffer at a motility rate. 

MMR 

18 If JP is found diving, it can jump back to its 

previous position. 

PPR 

19 

C-6: JP below the 

seabed 

If JP is discovered below the bottom limit of 

the seabed buffer (virtually), it is brought back 

above the seabed and subsequently set to 

move upwards at a motility rate. 

MBR + 

MMR 

20 

N
ig

h
tt

im
e

 

C-7: Unidentified 

If no pre-set conditions match JP’s vertical 

position in the water column, then JP uses 

ordinary passive drifting. 

HVA 

21 C-1: JP within DMT 

to seabed 

If JP is below the DMT, then it is set to move 

upwards until above the DMT. 

DVM 

22 

C-2: JP above the 

bottom limit of the 

surface buffer 

If JP is discovered above surface water 

(virtually), then it is brought back below the 

surface and subsequently set to move 

downwards at a motility rate. 

MBR + 

MMR 

23 If JP is found rising, it will jump back to its 

previous position. 

PPR 

24 If JP is found diving, then it is set to leave the 

buffer at a motility rate. 

MMR 

25 C-3: JP below 

surface buffer up to 

DMT 

JP is set to drift passively within the zone. HVA 

26 C-4: JP below DMT 

up to the top limit of 

the seabed buffer 

If JP is discovered 

below the DMT while 

it is supposed to be 

If JP is found rising, it 

will move upwards at 

a motility rate. 

MMR 
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27 
above the DMT, then 

it is set to return up 

above the DMT. 

If JP is found diving, it 

can jump back to its 

previous position. 

PPR 

28 C-5: JP within 

seabed buffer 

JP is set to move upwards at a motility rate. MMR 

29 

C-6: JP below the 

seabed 

If JP is discovered below the bottom limit of 

the seabed buffer (virtually), it is brought back 

above the seabed and subsequently set to 

move upwards at a motility rate. 

MBR + 

MMR 

1User-defined (here, 0.5 m) 

 

6.3.1.3 DVM Model Algorithm 

An algorithm of the DVM model implemented in the EFDC model is presented in 

Fig 6.3. During each time step, the processes are executed in the following order: 

1) luminosity (day/night) check 

2) condition check for vertical transport rule 

3) rule selection 

4) particle’s depth of occurrence check 

5) vertical direction based on light and/or rule 

6) vertical displacement based on user-defined depth-threshold 

7) vertical speed at a user-defined motility rate 

8) vertical limit based on the luminosity and the threshold depth and water column 

boundaries 

9) vertical transport calculation and its subsequent adjustment upon bathymetry. 

As a result, state variables are updated and thereby directly affect the movement of 

the particle agents.  
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Fig 6.3 DVM model algorithm implemented in EFDC. 
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6.3.1.4. Implementation and Governing Equations 

The DVM algorithm shown in Fig 6.3 was coded into EFDC’s parallelised 

(O’Donncha et al., 2014) drifter module of Chung & Craig (2009). The code was 

extensively tested during development to ensure the various rules and processes 

were working correctly. Some outputs from this testing are shown in the results 

section. The new Drifter module code is attached electronically with this thesis as 

Digital Appendix. 

As mentioned previously, four types of vertical transportation rules were devised 

and coded: 

1) diel vertical migration (DVM),  

2) hydrodynamic vertical advection (HVA),  

3) movement at motility rate (MMR), and 

4) movement for being back to the range (MBR) or ping-pong reversing (PPR). 

 

The vertical transport is calculated upon the following basic equation. 

𝑧𝑡 = 𝑧𝑡−1 + ∆𝑧𝑡        (6.1) 

where 𝑧𝑡 and 𝑧𝑡−1 are the vertical positions (m) of the particle undergoing DVM at 

the current and previous timesteps, respectively, and ∆𝑧𝑡 is the vertical displacement 

(m) at a unit timestep (𝑡), which is calculated according to the vertical transport rules 

mentioned above. 

 

The vertical transport rules are now described textually and mathematically. 

Rule-1: DVM 

The DVM rule assumes that a particle must travel a particular vertical distance to a 

target depth in either an upward or downward direction. This process is captured in 

the model by using an incremental approach, where the particle’s position is 

incrementally adjusted upward or downward across successive model timesteps 

until the target depth (100% migration) is reached. This transport is calculated upon 
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Eq. (1), where the vertical transport component of the equation is calculated for the 

current timestep in terms of diel vertical migration (𝑑𝑣𝑚) displacement as follows: 

∆𝑧𝑡(𝑑𝑣𝑚) = |𝑧𝑡−1 − 𝑧𝑡𝑣𝑑| ×
𝑑𝑚𝑖𝑡

100
× 𝑑𝑖𝑟     (6.2) 

Here, 𝑑𝑚𝑖 is the diel migration increment adjustment factor (in percent format), and 

𝑑𝑖𝑟 is a behavioural variable determining the direction of the DVM, which takes the 

value of either +1 for rising and −1 for diving if the depth is specified and vice-versa 

if the elevation is specified. Finally, 𝑧𝑡𝑣𝑑 is the ultimate vertical position upon the 

target vertical distance (m) to be travelled. 

𝑑𝑚𝑖 in Eq. (2) is the percentage (max. 100 %; if crosses, then corrected to the limit) 

of the target vertical distance at a duration (s) of unit timestep (𝑡𝑠𝑑), which is set to 

perform at a specific velocity (𝑟 in m/s; same as the jellyfish motility rate, and read in 

the model as an input), and is calculated in the following ways: 

𝑑𝑚𝑖𝑡 =
𝑟×𝑡𝑠𝑑

|𝑧𝑡−1−𝑧𝑡𝑣𝑑|
× 100       (6.3) 

At each timestep, the model recalculates the distance left to travel and the share to 

cover per timestep until the particle reaches the target depth. The target vertical 

distance is gradually reduced to 0, and diving or rising is completed within a 

migratory cycle. 

Rule-2: HVA  

Once the diel migration is completed using Rule-1, it is stopped by a switch and 

made ready to restart at a subsequent migratory cycle. At this time, passive vertical 

drifting is activated so the particle keeps moving vertically with the hydrodynamic 

advection until the next migratory cycle. The passive vertical drifting rule is also 

expressed upon Eq. (1) with its vertical transport component for the current timestep 

to be calculated upon advective currents as follows: 

∆𝑧𝑡(ℎ𝑣𝑎) = 𝑡𝑠𝑑 × 𝜔        (6.4) 

where ℎ𝑣𝑎 is the displacement due to hydrodynamic vertical advection (m) and 𝜔 is 

the vertical current velocity (m/s). 

Rule-3: MMR 
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There are three vertical limits set within the water column for movements of the 

particles – the DVM threshold that divides the water column into two layers of 

preferred luminosity for the day or night and the other buffer zone limits for the 

water surface and seabed. There may be times when a particle moves beyond these 

limits but still remains within the water or when an assigned shift for a particle is not 

truly followed due to dynamic model computations. If so, then it is brought back 

within the correct extent by moving at the defined motility rate (𝑚𝑚𝑟). This corrective 

rule of transport is also formulated based upon Eq. (1), where the vertical 

displacement is calculated for the current timestep as follows:  

∆𝑧𝑡(𝑚𝑚𝑟) = 𝑡𝑠𝑑 × 𝑟        (6.5) 

Rule-4: MBR / PPR 

There may be times when the computed travel distance for a particular timestep 

may mean that the particle travels beyond the water column boundaries. If so, it is 

returned longitudinally to within the water column through the immediate 

boundary. The rule for this movement to bring the particle back into the correct 

range is expressed as follows: 

𝑧𝑡 = 𝑧(𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦) 𝑜𝑟 𝑧(𝑠𝑒𝑎𝑏𝑒𝑑 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦)   (6.6) 

The rule has got another formulation. There may be times when two consecutive 

vertical positions of a particle at a particular timestep may mean it is crossing 

through a boundary with a potential tendency of undesired rising or diving. If so, it 

is returned to its depth from two timesteps previous (𝑡 − 2). The particle transport at 

this variation in transport condition is ruled by a ping-pong reversing strategy (PPR), 

which is as follows. 

𝑧𝑡 = 𝑧𝑡−2         (6.7) 
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6.3.2 Model Details 

The model uses a data-driven approach to capture the transport of jellyfish (agent 

particles). Horizontal transport is determined by the horizontal advection of 

hydrodynamic variables (currents), while vertical transport is determined by vertical 

advection and vertical migration influenced by environmental (luminosity and water 

depth) and behavioural (diel migration) variables. The horizontal transport part is 

executed under EFDC’s drifter module, and the vertical transport part is executed 

under the newly developed DVM submodel described in the previous sections. 

Life cycle variables are not part of this model. For simplicity, transports influenced 

by biological trait variations (e.g. variations in the response of jellyfish to luminosity 

or motility speed due to their size or sex) are ignored, with the same behavioural 

traits being assigned to all particles. However, the sensitivity of transport patterns to 

variations in either biological or behavioural traits is investigated through scenario 

modelling. Each particle is capable of locally sensing the luminosity, its 

corresponding depth threshold, the water surface and the seabed. For vertical 

transport, luminosity (day/night) dictates the direction of migration, the threshold 

depth and buffer zone limits dictate the swimming depth range, the vertical motility 

rate dictates the speed of vertical migration, and the individual particle conditions 

dictate the rules that are applied. Particles are mutually exclusive; there is no 

interaction or communication among them that may affect each other’s transport. 

The vertical movements of the particles are composed of a sequence of light-

induced vertical migration and flow-induced vertical advection repeated twice daily. 

The former is a fixed-distance type of transport determined in combination with the 

luminosity condition and corresponding water depth limits, while the latter follows 

the former and runs indefinitely until the emergence of the cue for a switch back to 

migration. The switch between these two processes occurs with the change of 

luminosity in terms of day or night. Transport outcomes are computed at each 

timestep, and the particle locations are output three-dimensionally at half-hour 

intervals. 
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The DVM model is composed of two main entities: 

(1) the particles, each representing a single jellyfish, where a batch released 

together makes a population, all having the same migratory behaviour. 

(2) the model grid cells representing the host environment (described previously in 

the hydrodynamic model development section). 

Particles are characterised by the following variables: 

• unique identity number 

• time 

• location 

• x, y, z position 

• vertical motility rate 

The properties that characterise a grid cell include: 

• location [x,y,z], 

• current speed [m/s], 

• current direction [o], 

• water depth/elevation [m], 

• luminosity simplified to time of sunrise and sunset [time] 

Though the hydrodynamics are resolved on a grid cell resolution, the particles are 

tracked at sub-grid resolution and are available at half-hourly intervals over the 

whole model domain. The DVM model runs in discrete time steps, with state 

variables updated at each timestep. 

6.3.2.1. Input data 

Five types of input data are required by the DVM model: 

(1) hydrodynamics to impart advection to the model particles, 

(2) particle release information (e.g. location, time and depth of release) 

(3) exact times of sunrise and sunset (luminosity) to cue the diel vertical migration 

(DVM),  
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(4) diel migration depth threshold (DMT) that divides the water column into two 

preferred, 

(5) buffer zone limits which determine the extent of the water surface and seabed 

buffer zones  

(5) jellyfish vertical motility rate (JMR), which specifies the DVM speed 

 The DVM submodel was coupled online with the EFDC model’s hydrodynamic data 

to supply the hydrodynamic information needed at every time step to resolve the 

drift-induced displacements of the particles within three-dimensional space. The 

particle release data were taken from the observed reference jellyfish releases. A 

database of daily sunrise and sunset times for the simulation period for the study 

site (here the Galway-Mayo area where the Killary fjord is located) was sourced 

online (here https://sunrise.maplogs.com although data from a local weather station 

could also be used if available) to let the model distinguish the daylight cycles for 

initiating the DVM of the virtual jellyfish (particles). The DMT and JMR values were 

varied for different modelled scenarios and were manually defined. The buffer zone 

limit is also manually defined but was kept constant at 0.5 m below the water surface 

and above the seabed. With the exception of the hydrodynamics, all input data were 

communicated into the model through input files using distinct subroutines. 

 

6.3.3. Scenario Modelling 

For scenario planning and initialisation of particle transport simulation in the model, 

we use the reference from a prior field investigation in Killary (described in Chapter 

5), where every released jellyfish featuring a uniqueness constitutes an individual 

reference for the model simulation at the required stages of the investigation. 

Particles representing adult jellyfish were released into the DVM model according 

to the reference. To investigate how individual variations in jellyfish influence their 

transport patterns, each reference jellyfish was modelled individually by scheduling 

a single release event per simulation to help compare with the individual reference. 

Batches of 100 particles, each representing a single reference jellyfish, were 

released in the model on 20 Aug 2015 at their corresponding tide time, and 

https://sunrise.maplogs.com/
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simulations were run for a period corresponding to the tracked record of the 

reference jellyfish ranging from 1 to 7 days. 

6.3.3.1. Assessing Model Sensitivity 

Upon developing the DVM submodel of jellyfish, its sensitivity to behavioural 

integration, particle release conditions, DVM parameters, and indirectly the 

individual variation of jellyfish was tested by varying their specifications in various 

scenarios. A summary plan of the sensitivity study is presented with their 

specifications and assessment strategies in Table 6.2. 

Table 6.2 Sensitivity study plan for the DVM model. 

Sensitivity 

Studied 

Specification Method of assessment of 

model output 

 

DVM parameters 

JMR (with 5 m 

DMT) 

0.005 m/s RMSE 1; 

Transport agreement  0.010 m/s 

0.020 m/s 

DMT (with 0.02 

m/s JMR) 

2.5 m RMSE1; 

Transport agreement  5.0 m 

7.5 m 

 

Particle release conditions 

Particle releasing 

depth 

Surface RMSE1 

First-quarter 

Mid 

Third-quarter 

 

Model setup 

Jellyfish behaviour Without DVM Transport agreement  

With DVM 

1RMSE of centroid trajectories of transported particles 



Chapter 6: DVM Modelling 

172 

 

No studies specifically document the routine vertical swimming speed of a 

population or progressive swarm of jellyfish. So, estimations from other publications 

and studies performed on various species-specific jellyfish were used in the current 

scenario planning, mainly based on field observation of Periphylla periphylla in a 

Norwegian fjord by Kaartvedt et al. (2007). Thus, a JMR of 0.02 m/s was used here, 

irrespective of the time of the day, the state of the tide, and the vertical direction of 

the migration. The speed rate was lowered (Table 6.2) to investigate if the migration 

pattern was sensitive to the parameter. A similar drifter experimentation protocol, 

which was used earlier for the non-DVM jellyfish transportation (described in 

Chapter 5), was also followed in this case. 

6.3.3.2 Assessing Model Performance 

Analysis of transport agreement with the observations and comparison of DVM 

model outputs with that of the basic passive drift model was done following the 

protocol previously used and described in Chapter 5. 

 

6.4. Results 

The results section is divided as follows. Before proceeding with any DVM model 

scenarios, the competence of the newly developed biophysical model in simulating 

the diel vertical migration (DVM) of jellyfish was first assessed to ensure the new 

model code was appropriate and the sensitivity of the DVM model to swim speed, 

and threshold depth was assessed. The effect of DVM on the particle transport 

pattern and distribution was then assessed by comparison with the passive drift 

scenario results. The results of these assessments are presented in the following 

sections. 

6.4.1. Testing the DVM Code 

Following the development of the DVM model code, primary attention was given to 

checking if the DVM behaviour of jellyfish was being simulated properly so as to 

provide confidence in the development of the sub-model and its integration with 
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the base hydrodynamic model. This was done by visual inspection of the modelled 

particles’ depth distribution by illustrating their vertical positions over a series of 

day-night cycles for the period of simulation. Three model scenarios were run using 

different threshold depths of 2.5 m, 5.0 m, and 7.5 m; the latter two were used for 

visualisation purposes. Fig 6.4 shows the variation of particle depths with time over 

a 7-day period from their time of release. They are initially released during daylight 

hours, so they immediately swim downwards until below the threshold depth. After 

that, their sequential ascent and descent with night and day can be clearly seen as 

they mimic the jellyfish DVM behaviour. The pattern of the particle distribution in the 

figure confirms that the particles dive to a deeper depth during the day and rise 

again during the night according to a defined threshold depth of luminosity and the 

time of sunrise and sunset. The plots provide clear evidence that the developed 

DVM model can simulate the light-induced movement of the virtual jellyfish 

(particles) and their roaming within the layers of preferred luminosity, thus 

confirming the validity of the new model code. 
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Fig 6.4 A diagram shows the model particles released from the surface (purple ring) and mid-

depth (orange ring) water undergoing DVM with depth thresholds at 5.0 m (top) and 7.5 m 

(bottom). (Note: every 8 and 20 hr ticks are representative of day-night cycles and used for 

illustrative purposes only; real-time cycles were originally coded.) 

 

6.4.2. Sensitivity of DVM Model to Jellyfish Properties 

In biological entity modelling, individual variations of the entities, such as variations 

of their physical or biological properties with growth, can be hard-wired into the 

model code; this is popularly known as IBM (individual-based modelling). However, 

variations in physical or biological properties can also be investigated indirectly at 

the scenario modelling stage of the simulation by changing such properties in the 
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input data file. This can create a simple way of investigating the effects of individual 

variations. The current biophysical model is based on this indirect approach.  

Among individual variations in traits, jellyfish size may be of the main interest as this 

has both direct (e.g. bel pulsation) and indirect (e.g. buoyancy) influence on the 

swimming speed and migration depth, respectively (Rahi et al., 2020). Other non-

specific variations among individuals may also have similar modulation potential on 

these properties. IBM handles this process in two stages: (1) a variable (e.g. growth) 

modulates a property (e.g. swimming speed) according to the process equation 

coded in the model, and (2) the modulation, in turn, influences transportation as an 

effect of their correlation. In contrast, in the current biophysical model, a range of 

property values (e.g. range of swimming speeds) is assigned by the user manually 

at the model data input stage, and multiple simulations are conducted to investigate 

their influence on transport via comparative output. We call this approach ‘fixed’ or 

‘static’ IBM. Some major properties relevant to the DVM are parameterised. Details 

of those scenario investigations and analyses are presented in the following 

subsections. The model sensitivities were assessed for Jellyfish IDs 18495, 18500, 

and 1162. 

6.4.2.1 Jellyfish Motility Rate (JMR) 

The sensitivity of the horizontal and vertical transport to the vertical migration speed 

of the jellyfish (parameterised as jellyfish motility rate (JMR)) was investigated to 

check how the individual variation in motility influences their transport. An acoustic 

survey of Periphylla periphylla species by Kaartvedt et al. (2007) resulted in the 

vertical migration velocity of the jellyfish being 0.02 m/s at any time in both 

directions. Based on this, three different JMRs were simulated in this study: 

• DVM Scenario 1 - JMR = 0.005 m/s 

• DVM Scenario 2 - JMR = 0.010 m/s 

• DVM Scenario 3 - JMR = 0.020 m/s 

For each simulation, 100 particles were released at a water depth (surface, first-

quarter, mid, and third-quarter) from the release location of jellyfish ID 18495, and 
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the simulations were run for 7 days. The diel migration threshold depth was set to 5 

m for all three DVM simulations. To compare the differences in particle locations, the 

centroid of the 100 particles was computed and plotted every 30 minutes. The 

easting, northing and depth of the centroids of the particle clouds from the 3 DVM 

scenarios plotted against time are presented in Fig 6.5. The results from the 

corresponding passive drift scenario are also included for comparison. The graphs 

show a significant difference between the DVM and passive drift scenarios. Within 

about the first 75 hrs of the particle release, the centroid locations are all quite 

similar, as shown by the overlaying trajectory lines; however, after that, the DVM 

centroids move much further westward and northward. Particles were pushed 

farther on the side of the sea than the passive particles, which moved the DVM 

centroids further west. Fig 6.6 shows a comparison of all particle locations for a DVM 

scenario with those from the passive drift scenario at 109 hrs after particle release. 

The figure shows that the differential transport in the centroids of the centroids of 

the particle clouds was because many DVM particles were separated from the main 

body of particles and moved by the stronger surface current flows towards the sea. 

As the clusters of the DVM particles move apart, their centroid starts moving west 

and north (Fig 6.5). Later in the simulation, at about 120 hrs, the seaward moving 

particles in the DVM scenarios start to leave the domain across the open sea 

boundary. When this happens, the particles are removed from the simulation, and 

so the DVM centroids move back eastward and southward since most of the 

remaining particles are in the inner harbour at this stage. Based on the centroid 

trajectories, the model was sensitive to the inclusion of DVM, as it significantly 

influenced the particle distribution and their net transport.  

The above observations are further corroborated by the RMSE values shown in Fig 

6.5, which compare the mean RMSE in easting, northing and depth of the particles’ 

centroids between the different simulations. The first three RMSEs listed in each 

figure compare the passive drift model with the three DVM models, while the 

bottom three values intercompare the DVM models. The first three values are much 

larger than the second three for easting, northing and depth, confirming the 

significant influence of DVM on particle transport. Looking at the bottom three 
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values for the DVM inter-comparison, there is relatively little difference between 

these, suggesting that the DVM model is not very sensitive to the JMR. Finally, 

looking at the depths of the centroids, it can be seen that there is much more 

variation in the depth of particles for the DVM scenarios compared to the passive 

drift. This was expected as the passive drift particles can only be transported 

vertically by the ambient vertical velocities, but the DVM particles are imparted with 

vertical migratory swimming ability.    

 

Fig 6.5 Centroid trajectories and RMSE of JMR scenarios in the (A) east-west, (B) north-south, and 

(C) vertical directions. 

 

Fig 6.6 Snapshot of distributions of the passive drift and DVM particles at 109 hr after their release. 

6.4.2.2 Diel migration depth threshold (DMT) 

The sensitivity of the horizontal and vertical transport to the vertical migration 

threshold depth of the jellyfish (parameterised as the diel migration threshold 

(DMT)) was investigated to check how individuals featuring variable buoyancy-
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regulated depth migration might influence transport. Three different DMTs were 

simulated: 

• DVM Scenario 3 - DMT = 5.0 m 

• DVM Scenario 4 - DMT = 2.5 m 

• DVM Scenario 5 – DMT = 7.5 m 

During the daytime, jellyfish were forced to swim downward and remain below the 

DMT, while at nighttime, they were required to swim upward and remain above the 

DMT. For all three scenarios, 100 particles were again released from four depth 

quarters from the release location of jellyfish ID 18495, and the JMR was set to 0.02 

m/s. Fig 6.7 shows the eastings, northings, and depths of the centroids of the 

particle clouds from the 3 DMT scenarios plotted against time. Once again, the DVM 

scenarios show a significant difference from the passive drift scenario. We see a 

similar trend to the JMR scenarios where the eastings and northings are quite similar 

up to about 75 hrs, after which they deviate quite significantly. As with the JMR 

simulations, the DVM particles split at about 75 hrs with a cluster of particles moving 

seaward. However, this only happens for Scenarios 3 and 4 but not for Scenario 5. 

The centroid trajectories of Scenarios 3 and 4 subsequently remain quite similar 

until about 125 hrs, where a noticeable difference occurs. For both these scenarios, 

the breakaway particles have now left the model domain across the seaward 

boundary, and the remaining particles are spread across the inner harbour; 

however, the remaining particles from Scenario 4 are clearly located more eastward 

and southward than those of Scenario 3. The results clearly indicate the model is 

sensitive to the DMT and that variations in its value can significantly affect particle 

distribution and transport.    
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Fig 6.7 Centroid trajectories and RMSE of DMT scenarios in the (A) east-west, (B) north-south, and 

(C) vertical directions. 

6.4.3. Sensitivity to Particle Release Depth 

It would be expected that jellyfish positioned at different depths of water and, 

therefore, driven by different horizontal currents will be transported differently. This 

was one of the reasons for investigating the influence of DVM on model 

performance. However, another important stage of the model simulation with 

regard to the depth of the particles is the moment of particle release. Depending 

on whether a particle was released at the water surface or further down in the water 

column, it was hypothesised that the varying currents at different depths would likely 

result in different transport patterns. DVM scenario 4 was used to investigate this 

hypothesis by rereleasing 100 particles at four different depths as follows: 

1) At the surface 

2) At one-quarter of the total water depth below the water surface 

3) At mid-depth 

4) At three-quarters of the total water depth below the water surface 

For the four scenarios, the centroid trajectories of the particle clouds were tracked 

every half an hour and are plotted in Fig 6.8 with an estimation of RMSE between 

the trajectory coordinates.  
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The trajectories and RMSE estimations in the figure show the sensitivity of the DVM-

induced transport patterns to the particle-releasing depth. The results show that the 

release depth does indeed affect particle transport; more interestingly, it does so in 

both the short term and the long term. According to the figure, the differences in 

centroid location are greatest in the east-west direction; the differences are 

relatively minor along the north-south and vertical directions. This is understandable 

as the primary direction of particle transport is east-west. Looking at the easting 

centroid coordinate plot, there is a noticeable trend with release depth. Easting 

locations are quite similar for the release locations in the upper half of the water 

column (surface and 1st quarter release depths). They are also quite similar for the 

release locations in the lower half of the water column (mid-depth and 3rd quarter-

release depths). Still, the easting trajectories for the upper and lower-half release 

depths are noticeably different. This is most likely due to wind influence on the 

surface currents. The RMSEs confirm this observation, with RMSEs being lowest 

between the surface and 1st quarter release depths (719.34 m for easting) and the 

mid-water and 3rd quarter release depths (716.55 m for easting) and highest for and 

highest for 1st quarter versus 3rd quarter release depths (1,901.6 for easting). 

One can see some differences in centroid trajectories during the first tidal cycle after 

particle release, but apart from these, the centroid locations are all quite similar 

within the first 70 hrs of their release, as shown by the overlying trajectory lines in 

Fig 6.8. As discussed in the previous sections, about 70 hours after their release 

inclusion of DVM resulted in the particles splitting into two clusters which moved 

apart in opposite directions causing the centroid of the particles to move westward, 

as shown in the easting plot. There is a clear difference in the easting location of the 

centroids of the particles released in the upper half of the water column compared 

to the bottom half. Upon investigation, it was found that for the upper-half releases, 

the number of particles in the cluster that left the harbour was smaller than that of 

the clusters that left the harbour in the lower-release scenarios. This was due to 

differences in the spatial distributions of the particles as they neared the mouth of 

the harbour.  
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Fig 6.8 Centroid trajectories and RMSE of release depth scenarios in the (A) east-west, (B) north-

south, and (C) vertical directions. 

 

6.4.4. Assessment of DVM Accuracy Versus Passive Drift  

The hypothesis for including diel vertical migration in the model was that coupling 

any behavioural transport with the basic passive drift would improve the agreement 

of modelled transport with the observed jellyfish transport. At the very least, it was 

intended that the results would provide learning and insights into the influence of 

DVM on jellyfish transport. Thus, the transport patterns and agreement of the 

modelled particles with the observed jellyfish were compared across the 5 DVM 

models presented in the previous sections and with the passive drift models. While 

five different jellyfish releases were simulated, just three are presented here. These 

were selected as they were the three jellyfish with the longest sets of observations. 

Based on the trajectories and RMSE in Fig 6.8, the model was sensitive to the particle 

releasing depth, and the sensitivity was most apparent for particles released in the 

upper half of the water column versus particles released at mid-depth or below. 

Thus, for the following performance assessments, particles were released at both 

the surface and mid-depth. 

6.4.4.1. Jellyfish J-18495  

Observation records for J-18495 were for 139 hours, covering multiple tidal cycles. 

Sample snapshots of the distribution of particles 120 and 133 hrs after their release 
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are shown in Fig 6.9 and compare the distributions of particles released at different 

depths between DVM Scenario 4 and the passive drift scenario. The black circle at 

Easting 448.5 km shows the range of the location and the range of the detector (S1) 

that observed the jellyfish at that time. While the snapshots show lots of variation in 

particle locations between the scenarios and for different release depths, there is 

clearly a higher density of particles near the detector for the DVM scenario than for 

the passive drift scenario. In the DVM scenario, the particle cloud in the harbour is 

approximately centred around the detector, while in the passive drift scenario, the 

particle cloud is centred west of the detector. Passive drift relies solely on the 

influence of currents and wind forces to direct particles toward specific destinations 

at particular times. A more realistic hypothesis takes into account the possibility that 

jellyfish exhibit forms of motility, such as Diel Vertical Migration (DVM), in addition 

to passive drift. The fact that particles sample different horizontal velocities at 

different water depths as the migrate results in difference in their overall transport 

relative to a simple passive drift scenario. In the provided snapshots, it becomes 

evident that the behaviour of particles undergoing DVM-driven passive transport 

differs significantly from those undergoing passive transport alone. DVM particles 

tend to aggregate, forming localized density patterns, in contrast to the more diffuse 

spreading observed in passive transport. These DVM particles appear to align 

themselves with the prevailing current flows and adapt their movements according 

to their motility strategy. This snapshot offers qualitative evidence that the DVM 

scenario is better able to predict the transport path of this particular jellyfish; 

however, it was also important to try to assess model performance using quantitative 

measures, which was not trivial given the large variations in particle locations.    
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(A) 

 

(B) 

 

(C) 

 

(D) 

 

Fig 6.9 Snapshots of particle locations 120 and 133 hr after their release for (A & C) DVM Scenario 

4 and (B & D) passive drift scenario. The black circle marks the S1 detector range. The centroids 

of the particles released at different depths are marked by coloured diamonds (some are 

overlapping). 
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Two main measures of model performance were developed. These were: (1) the 

percentage of particles within the model domain that were located within the range 

of the detector that recorded the presence of J-18495 at a particular time, and (2) 

the distance of the centroid of the particles in the domain from the centre of the 

relevant detector’s range. The first is used to determine the percentage of modelled 

particles that are present at the correct location at the correct time, and the second 

is used to determine how close all of the particles are to the correct location at the 

time of observation. Some particles may leave the domain during a simulation by 

passing across the sea boundary. These are permanently removed from the 

simulation. Some particles may become beached. Therefore the number of particles 

in the domain may reduce over time. The number of available particles in the 

domain is an important factor because the percentage agreement performance 

metrics are calculated based on this number; therefore, it was also calculated. Tables 

6.3a and 6.3b present the quantitative for the DVM and passive drift scenarios for 

surface-released and mid-depth released particles, respectively.  

As Table 6.3 shows, in the short term (up to 11 hours), 100% of the particles were 

present within the domain. This is to be expected as the particles have not travelled 

far from the release point at this stage. Longer-term (after 120 hours of 

approximately), between 23~76 % of the surface released particles and 14~79 % of 

the mid-depth released particles left the domain, depending on the scenario. For all 

DVM scenarios except the mid-depth release for DVM Scenario 5, particle retention 

is lower for the DVM scenarios than the corresponding passive drift scenario. This is 

due to the observation in previous sections that the introduction of DVM causes a 

cluster of particles to leave the harbour and travel westward towards the sea 

boundary, where they eventually leave the domain. This is likely due to the diel 

migration forcing particles to spend longer times near the surface than in the 

passive drift model, where they are exposed to stronger currents. Of all the DVM 

scenarios, those for Scenario 5 with the deepest migration threshold give the 

highest retention levels and are similar to those of the passive drift scenarios. This is 

like due to particles spending more time in deeper water where they are exposed 

to lower currents. The particle retention is seen to be impacted by a combined effect 
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of relative exposure and time spent within high, moderate, and low flow speeds 

regulated by depth migration and horizontal travel, and different initial drives at 

different depths mapping particles in horizontal space. Different particle retention 

capacities of different scenarios indicate that a higher capacity would increase the 

chance of transport agreement. Thus, this factor has important consequences for 

jellyfish transport modelling performance. 

Percentage agreement is considered here the most important measure of the 

transport model performance as it directly estimates a one-to-one match of the 

modelled and observed jellyfish locations. According to Table 6.3, the percentage 

agreement of modelled particles with observations varied significantly during 

simulations and across the scenarios. In the time shortly after particle release (3~11 

hr after particle release), agreement is at its highest and was between 70~100 % in 

60 % of detection instances; however, longer term (120~133 hr after release), the 

percentage agreement was significantly lower, ranging from 0~15.56 % with the 

highest agreement of 15.56 occurring for DVM Scenario 4. To make it easier to 

compare the metrics of performance (i.e. percentage agreement and centroid 

distance) between scenarios, the values are plotted against time for the short term 

(3-11 hrs) and longer term (120-133 hrs) in Fig 6.10. Looking at Fig 6.10A, which 

shows percentage agreement, it can be seen that for the surface releases, the 

passive drift model performance is better for most of the short term than the DVM 

scenarios, but at hour 11, DVM agreements are all slightly higher (70-80%) than the 

passive drift (56%). For the mid-depth releases, there is very little difference in the 

performance of the DVM and passive drift models in general, but the DVM 

agreements are again mostly higher at hour 11. In the longer term, DVM Scenario 4 

is the best-performing scenario. It yields consistently higher agreements for surface 

releases and for most of the time for mid-depth releases, although its performance 

does deteriorate in the latter stages for the mid-depth releases. 

The second measure of model performance was the centroid distance, which 

measures model performance by assessing the proximity of particles to the desired 

(i.e. the observed) location rather than by assessing a direct match of modelled and 
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observed positions. The best part of this strategy is that it takes account of the 

positions of those particles that may have travelled generally in the same direction 

as the jellyfish but did not make it into the desired detector’s range. The distances 

presented in Table 6.3 a and b are presented graphically in Fig 6.10. Looking at Fig 

6.10, it can be seen that the centroids of modelled particles are much closer to the 

desired detector range in the short term than in the long term. This is to be the 

primary influencing process in the short term is passive drifting due to horizontal 

currents. For surface release, the passive drift and DVM Scenario 4 models perform 

best in the short term, with centroid distances being close to zero, indicating that 

the centroid of the modelled particles is just outside the detector range. For mid-

depth releases, the centroid distances are very similar, with a short-term mean 

distance of approximately 200 m. Looking at the long-term model performance, 

there is significant variation in centroid distances, but regardless of the depth of 

particle release, DVM Scenario 4 outperforms all other DVM models and the passive 

drift model, particularly for the surface release scenarios. The mean distance of the 

centroid of DVM Scenario 4 modelled particles from the desired detector range is 

1.5 km for the surface release scenario and 1 km for the mid-depth release. The 

centroid distance results are broadly in line with the percentage agreement results 

and confirm that DVM Scenario 4 gives better model performance than the passive 

drift model. 
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Table 6.3a A comparison of model performance metrics for surface particle releases for J-18495.  
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Model scenarios 

Scenario 1 

JMR = 0.005 m/s, 

DMT = 5 m 

Scenario 2 

JMR = 0.010 m/s, 

DMT = 5 m 

Scenario 3 

JMR = 0.020 m/s, 

DMT = 5 m 

Scenario 4 

JMR = 0.020 m/s, 

DMT = 2.5 m 

Scenario 5 

JMR = 0.020 m/s, 

DMT = 7.5 m 

Scenario 6 

Passive drift 

  1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100.0 0 100 100 0 100 100 0 100 100 0 100 100 0 100 99 0 

S4 4 100 100.0 0 100 100 0 100 100 0 100 100 0 100 98 0 100 100 0 

S4 5 100 93.0 0 100 93 0 100 93 0 100 100 0 100 43 31 100 100 0 

S4 6 100 70.0 0 100 69 0 100 72 0 100 100 0 100 27 153 100 100 0 

S5 8 100 0.0 594 100 0 583 100 0 585 100 0 298 100 0 863 100 27 110 

S5 9 100 0.0 313 100 0 305 100 0 307 100 3 106 100 0 524 100 86 0 

S5 11 100 74.0 0 100 81 0 100 79 0 100 62 0 100 74 0 100 57 0 

S1 120 37 2.7 4045 52 0 9517 34 2.94 4521 64 7.81 338 72 2.78 3275 77 7.79 3048 

N1 125 27 0.0 4878 32 3.12 4581 26 0 4812 58 15.52 1271 56 0 4010 68 2.94 3847 

N1 129 27 0.0 4660 29 3.45 4268 25 0 4588 56 10.71 1068 55 0 4054 65 4.62 3384 

N1 130 27 0.0 4640 29 0 4223 25 0 4587 55 9.09 972 55 0 3980 65 4.62 3110 

N1 131 27 3.7 4814 29 3.45 4427 25 0 4759 55 7.27 1108 55 0 4143 65 4.62 2948 

S1 133 26 0.0 4691 27 0 4381 24 0 4663 55 10.91 791 54 1.85 4198 63 9.52 2367 

Column headings: [1] Number of particles available in the domain, [2] Percentage of available particles agreed to the reference jellyfish (calculated with 

respect to the column of the block marked by 1), [3] Centroid distance (m) from the periphery of the respective detector 
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Table 6.3b A comparison of model performance metrics for mid-depth particle releases for J-18495.  
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Model scenarios 

Scenario 1 

JMR = 0.005 m/s, 

DMT = 5 m 

Scenario 2 

JMR = 0.010 m/s, 

DMT = 5 m 

Scenario 3 

JMR = 0.020 m/s, 

DMT = 5 m 

Scenario 4 

JMR = 0.020 m/s, 

DMT = 2.5 m 

Scenario 5 

JMR = 0.020 m/s, 

DMT = 7.5 m 

Scenario 6 

Passive drift 

  1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100.0 0 100 100 0 100 100 0 100 100 0 100 100 0 100 99 0 

S4 4 100 99.0 0 100 99 0 100 99 0 100 99 0 100 99 0 100 100 0 

S4 5 100 59.0 0 100 59 0 100 59 0 100 59 0 100 51 0 100 100 0 

S4 6 100 39.0 75 100 40 70 100 40 68 100 41 67 100 27 127 100 100 73 

S5 8 100 0.0 769 100 0 772 100 0 762 100 0 768 100 0 807 100 27 800 

S5 9 100 0.0 457 100 0 455 100 0 452 100 0 472 100 0 519 100 86 489 

S5 11 100 52.0 1 100 55 0 100 64 0 100 19 79 100 61 0 100 57 0 

S1 120 41 0.0 10463 51 0 4604 64 3.12 3661 49 6.12 1047 86 18.6 1933 76 7.89 2433 

N1 125 26 0.0 5078 37 0 3980 59 0 4973 45 15.56 2199 77 0 2742 69 2.90 3070 

N1 129 23 0.0 4897 36 2.78 3779 57 1.75 4665 41 14.63 2224 76 0 2678 65 4.62 2272 

N1 130 23 0.0 4907 36 2.78 3740 57 1.75 4597 41 4.88 2143 76 2.63 2723 66 4.55 2185 

N1 131 22 0.0 4977 36 0 3827 56 1.79 4729 41 2.44 2188 76 2.63 2873 66 4.55 2126 

S1 133 21 0.0 4955 35 2.86 3789 55 3.64 4689 41 4.88 1874 76 0 2650 62 9.68 1165 

Column headings: [1] Number of particles in the domain, [2] Percentage agreement of modelled particle locations with observations (calculated with 

respect to column 1), [3] Distance (m) of the centroid of all particles from the desired detector. 
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Fig 6.10 Comparing agreements as per J-18495 among the transport scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth released particles over the 

short-term (S) and long-term (L) simulation periods. Real estimations are represented by the 

dashed lines and calculated means by the solid lines. [Notes: Specifications for the model 

scenarios are in Table 6.3. Centroid distances are from the periphery of the respective detectors.] 

Surface % – short-term Surface % – long-term 

Mid-depth % – short-

term 

Mid-depth % – long-term 

Surface Dist. – short-

term 

Surface Dist. – long-term 

Mid-depth Dist.  – short-

term 

Mid-depth Dist. – long-

term 
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To gain some insight into the reasons for the differences in model performance 

metrics, Fig 6.11 shows the percentages of particles located within a detector’s 

range at the times of the jellyfish observation for (1) the passive drift model, (2) the 

DVM Scenario 4 and (3) DVM Scenario 3. The figure helps to explore the variability 

in particle distribution patterns across the model scenarios. While particle 

distributions are similar in the short term, distributions in the longer-term period 

vary. For the passive drift model, particles have spread almost uniformly in both 

directions along the length of the harbour, while for DVM Scenario 4, particles are 

more concentrated in the inner harbour nearer the desired detectors S1 and N1. By 

contrast, comparing these distributions with DVM Scenario 3, which performed 

poorly, it can be seen that for DVM 3, the particles are more concentrated in the 

outer half of the harbour resulting in its poorer performance. 

 

Fig 6.11 Spatiotemporal detections of the surface-released particles as per J-18495 model jellyfish 

detections in (A) passive drift, (B) DVM with 2.5 m threshold (Scenario 4), (c) DVM with 5.0 m 

threshold (Scenario 3) scenarios. 

6.4.4.2. Jellyfish J-18500  

Jellyfish J-18500 had 52 hours of observational records for comparison with model 

data. Its release was simulated using the passive drift model and DVM Scenario 4, 

which was determined as the best-performing DVM model for both short-term and 

longer-term modelling of J-18495. Particles were again released at the surface and 

in the middle of the water column. The percentage agreements of particles with the 
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desired detector location and the centroid distances of the particles to the desired 

detector are presented in Table 6.4 and summarised graphically in Fig 6.12.  

Given the relatively short length of observational data (52 hrs), no particles left the 

domain across the sea boundaries, so 100% of particles were present in the 

analyses. Looking first at the percentage agreement of particle locations with 

observed location, it can be seen that model performance was noticeably poorer 

than for J-18495. In particular, the DVM model performed very poorly, with 

percentage agreements of zero or close to zero for most of the 52 hours of particle 

transport. Release depth had no noticeable effect on DVM model performance. The 

passive drift model performed noticeably better than the DVM for surface-released 

particles, but its performance was only marginally better than the DVM for mid-

depth release. By hour 52, the percentage agreement of the surface release passive 

drift model was just 16%, and the maximum agreement reached during the 52 hours 

was just 40% at hour 4.  

Table 6.4 A comparison of model performance metrics of surface and mid-depth 

particle releases for J-18500. 
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Model scenarios 

Surface released particles Mid-depth released particles 

Scenario 4 

JMR = 0.020 m/s, 

DMT = 2.5 m 

Scenario 6 

Passive drift 

Scenario 4 

JMR = 0.020 m/s, 

DMT = 2.5 m 

Scenario 6 

Passive drift 

  1 2 3 1 2 3 1 2 3 1 2 3 

S5 2 100 0 437 100 37 229 100 0 476 100 0 489 

S6 4 100 0 301 100 40 59 100 0 334 100 0 354 

S6 6 100 3 106 100 25 0 100 0 168 100 0 201 

S5 8 100 0 254 100 18 88 100 0 248 100 0 294 

S4 10 100 0 674 100 3 725 100 0 684 100 0 731 

S4 12 100 0 643 100 9 706 100 0 648 100 0 803 



Chapter 6: DVM Modelling 

192 

 

S4 14 100 0 1197 100 12 1006 100 0 1239 100 0 1401 

S4 16 100 0 1576 100 1 1780 100 0 1615 100 0 1985 

S4 18 100 0 1579 100 1 1674 100 0 1588 100 0 1990 

S4 20 100 0 1435 100 20 1029 100 0 1588 100 0 1537 

S4 22 100 0 1400 100 24 626 100 0 1263 100 1.00 800 

S4 24 100 0 1266 100 18 665 100 0 1182 100 1.00 699 

S4 26 100 0 1670 100 15 845 100 0 1495 100 0 1237 

S4 28 100 0 1849 100 9 1277 100 0 1888 100 0 1990 

S4 30 100 0 1853 100 9 1350 100 0 1877 100 0 2063 

S4 32 100 0 1523 100 23 949 100 0 1546 100 2.00 1625 

S4 34 100 2 1031 100 22 663 100 1 1056 100 6.00 1010 

S4 36 100 2 936 100 18 782 100 2 950 100 7.00 825 

S4 38 100 0 1353 100 22 878 100 0 1439 99 4.04   1217 

S4 40 100 0 2022 100 9 1387 100 0 2055 99 0 1943 

S5 42 100 3 1245 100 25 543 100 1 1280 99 8.08 1193 

S4 44 100 0 2079 100 15 1171 100 0 2075 99 1.01 1952 

S4 46 100 1 1699 100 23 768 100 1 1740 98 4.08 1339 

S4 48 100 2 1569 100 17 729 100 1 1424 98 8.16 1041 

S4 50 100 1 1981 100 20 727 100 0 1915 97 5.15 1302 

S4 52 100 0 2711 100 16 1053 98 0 2542 93 1.08 2016 

Column headings: [1] Number of particles in the domain, [2] Percentage of available particles 

agreed to the reference jellyfish (calculated with respect to the column of the block marked by 1), 

[3] Centroid distance (m) from the periphery of the respective detector 
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Fig 6.12 Comparing agreements as per J-18500 between the DVM and the passive drift transport 

scenarios in terms of (A) percentage and (B) centroid distance for (1) surface and (2) mid-depth 

released particles over the short-term (S) and long-term (L) simulation periods. Real estimations 

are represented by the dashed lines and calculated means by the solid lines. [Notes: Specifications 

for the model scenarios are in Table 6.4. Centroid distances are from the periphery of the 

respective detectors.] 

A snapshot of the distribution of transporting particles can be illustrative of the 

performance results discussed above. For instance, the surface-releasing particles 

tracked at 52nd hr after the simulation show significant differences in percentage 

agreement and centroid distance. Fig 6.13 presents a snapshot of the modelled 

particle locations output from both models at that time. For both models, it can be 

seen that particles have spread a significant distance along the harbour. Passive drift 

particles have spread east and west of the release location (shown in white), and 

although they have travelled further in the westerly direction, there are still a sizable 

number of particles in the vicinity of the correct detector to the east of the release 

location. By contrast, the DVM particles are almost all located to the west of the 
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release location – this may be due to them being exposed to stronger surface 

currents on the ebbing tide.   

 

Fig 6.13 Snapshot of J-18500 modelled particle locations 52 hr after their release in Scenario 4 

(DVM) and Scenario 6 (passive drift). The black circle marks the respective detector (S4) range. 

Coloured diamonds mark the centroids of the particles released at different depths. 

The trend observed in the snapshot above is also apparent in Fig 6.14, which shows 

the percentages of particles located within a particular detector’s range during the 

course of the simulation. Like the patterns in J-18495, the relative spreading of the 

particles was more extensive in the passive drift model than in the DVM. In the 

particle drift model, particles spread across five adjacent detectors from S3 to S6, 

whereas the spread of particles within the DVM was limited mostly within S5 and S6. 

This is the primary reason for the poor DVM performance; S5 is where the jellyfish 

was released, and S6 is west of that, but the jellyfish actually spent most of its time 

within the range of detector S4, which is to the east of release location. The 

conclusion is that the transport of this jellyfish appears to be more closely correlated 

to passive drifting. 
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Fig 6.14 Spatiotemporal detections of the surface-released particles as per J-18500 model jellyfish 

detections in (A) passive drift, (B) DVM with 2.5 m threshold (Scenario 4) scenarios. 

For J-18495, the models achieved very high levels of agreement with observed 

jellyfish location in the short-term, i.e. less than one tidal cycle after particle release, 

and lower levels of agreement in the longer term, i.e. multiple tidal cycles after 

particle release. By comparison, for J-18500, the model agreement was poor for 

both the long-term and short-term. This is possibly less surprising for the DVM 

model than for the passive drift, given that the length of a tidal cycle (approx. 12.5 

hrs) is equivalent to a day or night diel cycle. If the jellyfish, in reality, is not following 

any diel migration or a migration pattern different to that programmed into the 

model, then modelled particle position may not correlate well with observations. 

6.4.4.3. Jellyfish J-1162  

J-18495 had 22 hrs of observation records. Particle releases to reproduce this 

jellyfish’s transport were again conducted using (1) the passive drift model and (2) 

DVM Scenario 4. Agreement analyses of these scenarios are presented in Table 6.5 

and visualised in Fig 6.15.  

Particle retention was 100 % in all scenarios, which did not change due to the short 

period of simulation. Looking firstly at the percentage agreement of modelled 

particles with observations, agreement varies widely at different times during the 22 
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hours of observational records, and there were a number of times when the 

agreement was zero. Irrespective of the depth of release of particles, the passive 

drift model gives higher agreement than the DVM model in the early hours of the 

simulation (hrs 7-11), the DVM model gives better agreement for hrs 16-18, and then 

the passive drift model gives better agreement for hrs 21-22. Looking at the 

sensitivity of results to the release depth, DVM model agreement was higher for 

surface release than for mid-depth release, while for the passive drift model, surface 

particle release agreement was higher than mid-depth release agreement in the 

early hours, but this trend was reversed in the later hours. The latter suggests that 

there is some depth element at play in the transport of J-1162 rather than simple 

passive drifting. Overall, for surface particle release scenarios, location agreement 

levels were higher for the passive drift model, but for mid-depth releases, the DVM 

and particle drift agreement levels were similar.  

With regards to the second performance metric - centroid distance – there was also 

much variation in this parameter over the course of the 22 hours after particle 

release. There were no discernible trends other than the centroid distances being 

low when the agreement levels were high, which is to be expected. Looking at the 

mean values over the 22 hours, the values for both models were quite similar for the 

surface releases at approximately 500 m, but the mean value for the passive drift 

model (approx. 500 m) was slightly lower than that for the DVM (approx. 600 m) for 

mid-depth releases. 

 

 

 

 

 

 

 



Chapter 6: DVM Modelling 

197 

 

Table 6.5 A comparison of model performance metrics for surface and mid-depth 

particle releases for J-1162. 
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Model scenarios 

Surface released particles Mid-depth released particles 

Scenario 4 

JMR = 0.020 m/s, 

DMT = 2.5 m 

Scenario 6 

Passive drift 

Scenario 4 

JMR = 0.020 m/s, 

DMT = 2.5 m 

Scenario 6 

Passive drift 

  1 2 3 1 2 3 1 2 3 1 2 3 

S5 6 100 0 327 100 0 233 100 0 692 100 0 718 

S5 7 100 0 168 100 54 0 100 0 459 100 0 452 

S5 8 100 44 9 100 92 0 100 5 163 100 36 63 

S6 10 100 0 750 100 54 0 100 0 726 100 8 247 

S6 11 100 0 720 100 56 0 100 0 704 100 23 163 

S6 13 100 0 903 100 3 515 100 0 901 100 0 478 

S6 14 100 0 992 100 0 937 100 0 1028 100 0 841 

S6 15 100 0 993 100 0 1293 100 0 1079 100 0 1155 

S5 16 100 18 196 100 3 670 100 7 296 100 1 446 

S5 17 100 18 199 100 3 788 100 7 319 100 6 519 

S5 18 100 21 173 100 3 837 100 14 295 100 16 468 

S5 19 100 37 71 100 15 717 100 27 185 100 34 322 

S6 21 100 0 722 100 14 904 100 0 772 100 29 537 

S6 22 100 0 580 100 29 622 100 0 586 100 38 277 

Column headings: [1] Number of particles in the domain, [2] Percentage of available particles 

agreed to the reference jellyfish (calculated with respect to the column of the block marked by 1), 

[3] Centroid distance (m) from the periphery of the respective detector 
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Fig 6.15 Comparing agreements as per J-1162 among the transport scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth released particles over the 

simulation period. Real estimations are represented by the dashed lines and calculated means by 

the solid lines. [Notes: Specifications for the model scenarios are in Table 6.5. Centroid distances 

are from the periphery of the respective detectors.] 

A snapshot of the distribution of transporting particles can be illustrative support of 

the results discussed above. For example, at the end of Scenario-4, the centroid 

distances of the surface releasing particles from the respective detectors at two 

consecutive detection instances of 19 and 21 hr were significantly different, earlier 

71 m while later 722 m (Table 6.5). This is demonstrated in Fig 6.16. The figure shows 

that the reference jellyfish was detected at different detectors, S5 and S6, in those 

instances, respectively, where the ranges of the detectors themselves were apart by 

more than 1 km centre-to-centre. 
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Fig 6.16 Snapshot of J-1162 modelled particle locations 19 and 21 hr after their release in Scenario 

4 (DVM). Respective colour circles mark the respective detectors (S5 and S6) ranges. 

Fig 6.17, which shows the percentages of particles located within a particular 

detector’s range during the course of the surface release simulations. Similar to the 

previous jellyfish simulations, the passively drifted particles spread more along the 

harbour, while the particles in the DVM model show much less spreading and are 

concentrated at two adjacent detectors, S4 and S5. The observed jellyfish cycled 

between their release location within S5 and S6 to the west of S5; however, both the 

passive drift and DVM particles are transported predominantly to the east of S5.  

 

 

Fig 6.17 Spatiotemporal detections of the surface-released particles as per J-1162 model jellyfish 

detections in (A) passive drift, (B) DVM with 2.5 m threshold (Scenario 4) scenarios. 

 

A B 
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6.4.5. Multicriteria Analysis (MCA) of Model Performance 

Above, several metrics were investigated separately to investigate the transport 

agreements of the modelled particles with the observed jellyfish movements. Those 

metrics were combined to compute a single model performance score through 

Multicriteria Analysis (MCA). The method has previously been described in Chapter 

5, Section 5.3.5.3. For an overall comparison of the performance of DVM Scenario 4 

across the jellyfish model, the MCA was calculated for each jellyfish model 

simulation, and these are presented graphically in Fig 6.18. The figure shows 

coloured dots on a spatiotemporal map to represent the relative agreements of 

particle transport with the model jellyfish across jellyfish detection instances and 

locations. The dots are coloured to indicate the strength or likelihood of the 

agreement. The simulations were based on the DVM transport of the particles ruled 

by a DVM threshold depth of 2.5 m and a motility rate of 0.02 m/s (Scenario 4). This 

was chosen here for the MCA based on the DVM performance shown in Fig 6.8. 

According to Fig 6.18, the agreements were better immediate to the release of the 

particles in all three jellyfish models visible by the colours of the dots on the colour 

scale for the MCA level of agreement; the agreements over time reduced near to 

the minimum like for the passive drift model transport (Chapter 5 Section 5.4.3). Yet, 

the DVM produced relatively better agreements in the long term (20~135 hr) in the 

J-18495 model, as shown in Fig 6.18A, and in the short term (16~19 hr) in the J-

1162 model, as shown in Fig 6.18B. Individual variations in the observed jellyfish 

might promote a transport mechanism differently at different times over the journey. 
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Fig 6.18 MCA of Scenario-4 (DVM at 2.5 m threshold depth and 0.02 m/s motility rate) simulated 

for (A) J-18495, (B) J-1162, and (C) J-18500 models. 
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6.5. Conclusions 

Diel vertical migration was incorporated into the passive drift model to simulate the 

diel migration of jellyfish in response to daily and nightly changes in luminosity, thus 

creating a new DVM model. Four different diel migration behaviours were tested 

using different vertical migration swimming speeds and migration threshold depths. 

The DVM models were used to simulate the jellyfish release with the longest 

observational data record, J-18495. The best-performing DVM was then used to 

simulate two other jellyfish releases. In all cases, the DVM results were compared 

with those from the basic passive drift model and performance metrics were used 

to quantify their levels of agreement with the observed jellyfish movements. 

The key conclusions based on this work are described as follows. 

1) The installation of the DVM submodel within the base hydrodynamic model was 

successful. The submodel was successfully tested to give confidence in the 

development of the DVM submodel code. The modelled particles were able to 

move actively in the vertical direction in combination with their flow-induced 

passive drifting. The DVM model was able to reproduce the idealised diel 

migratory behaviour of jellyfish in terms of diving during the day and rising at 

night based on the depth of luminosity and motility rate.  

2) The transport of the virtual jellyfish (particles) was not sensitive to the specified 

vertical motility rates. This might be because the submodel was applied to a 

shallow waterbody like the Killary Harbour, where the particles had to move too 

limited a vertical distance for a limited time to induce an impact of their speed. 

However, modelled particle transport was sensitive to the DVM threshold depth, 

which changed the limits of their migration and residence across the water 

column. The particle-releasing depths were also shown to contribute to variation 

in particle transport over the simulation by exposing the particles to different flow 

fields across the water column right after their release. 

3) For the modelling of jellyfish J-18495, the DVM Scenario 4 model showed better 

agreement with observed jellyfish movements than the passive drift model 
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suggesting that diel migration, or at least some independent vertical motility, did 

play a role in that jellyfish’s transport. However, for the other jellyfish models, the 

results were mixed, but overall, the DVM model did not yield improved 

agreement over the passive drift model. However, the observational record 

lengths were much shorter for these jellyfish; thus, diel migration would naturally 

have less influence over the shorter period. In addition, it is quite likely that 

migratory behaviour will not be the same for all jellyfish, so the diel migration 

rules used for J-18495 may not have been suited to the other two jellyfish. 

4) In general, unlike the passive particles, most of the DVM particles of the J-18495 

simulations tended to divide into clusters, and the newly formed clusters tended 

to be separated by distance. Thus, the diel migratory particles had a higher 

clustering and more limited spreading tendency depending on the resultant 

effect of their threshold depth and drifting speed, which might influence the 

development of a potential jellyfish bloom. 

5) The results provided here showed that DVM could better replicate the transport 

of some model jellyfish observed in Killary better than the basic passive drift for 

particular specifications of the DVM properties (vertical motility rate and 

migration depth. Therefore, coupling any behavioural transport (e.g. DVM) with 

the basic passive drift process in jellyfish transport modelling could potentially 

improve transport agreement with the observation. The results also provide 

learning and insights into the potential effects of DVM on jellyfish transport, not 

least that it can produce significantly different transport patterns than a simple 

passive drift model.
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CHAPTER 7: SWIM MODELLING OF JELLYFISH 

 

7.1. Introduction 

Swimming is an integral part of the movement of most aquatic organisms. It is an 

active behavioural response shown by individuals mainly to search for food, capture 

prey, locate mates, avoid predators and pollution, or find a suitable environment 

(Manning & Dawkins, 2012). Aquatic organisms are nearly always in constant motion 

due to the movement of the water surrounding them and/or their active behavioural 

responses. Although some movements may simply involve passive drifting due to 

fluid flows (e.g., wind or currents), many may involve active swimming. Both forms 

of movement determine the oceanic transportation and distribution of aquatic 

organisms. Individuals’ movements play a major role in the transport dynamics of 

the population (Turchin, 1998). So, a good understanding of their mechanisms and 

associated contributions to the transportation of the organism is very important in 

predicting the transportation.  

Since this research investigates the modelling of jellyfish transportation, it is 

necessary to identify and address all the main drivers and associated processes 

acting behind their transportation and consider them in the modelled processes. 

Swimming appears to be an important driver of their transportation (Fossette et al., 

2015). Many jellyfish are not merely passive drifters; they are advanced in their 

orientation ability, making them strong swimmers. Evidence on barrel-jellyfish 

shows that they possess a remarkable ability to detect the direction of ocean 

currents and orient themselves against them in response to drifts (Fossette et al., 

2015). Unlike many migrating animals either on land or in water, such as birds or 

fish, which use their vision to detect and direct orientation, jellyfish use non-visual 

mechanisms for the purpose and detect ocean currents without a fixed visual 

reference point (Fossette et al., 2015). Although the mechanism(s) they use is not 

yet fully understood, it has been hypothesised that they might detect current shear 

across their body surface or assess the flow speed and direction using other cues, 
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such as magnetism or infrasound (Fossette et al., 2015). This advanced orientation 

skill in jellyfish allows them to navigate at their own will instead of simply drifting 

passively in the ambient flows. 

Transportation models may better predict the distribution and potential blooms of 

jellyfish if the swimming behaviours of jellyfish can be modelled and coupled 

together with their flow-driven drifting. Swimming mechanics can be incorporated 

into transport models based on understanding gained from jellyfish behavioural 

studies. Studies have shown that swimming may be more common when jellyfish 

travel in school, while drifting is more common when they are solitary. They modify 

their swimming behaviour in response to changes in the environment, such as 

hydrodynamics, illumination, and chemical gradients (Fossette et al., 2015; Mackie 

et al., 1981). Swimming is directed both horizontally and vertically. Vertical 

swimming was already captured in the model by the Diel Vertical Migration (DVM) 

mechanism cued by the presence or absence of light in the water column (discussed 

in Chapter 6). According to Fossette et al. (2015), the speed and direction of 

swimming may be dependent or independent of references, such as tidal stages or 

tidal currents, and thereby may be oriented with or against the currents. Whether 

on an ebb or a flood tide, the swimming may either follow the tide direction 

(unidirectional) or defend the tide (stable) or be independent of the tide 

(bidirectional). Swimming behaviour may vary with the depth at which jellyfish lie in 

the water column. The rate of swimming may be either constant or variable over 

time. All these factors working towards the jellyfish swimming behaviour may 

function either separately or jointly. 

Swimming in jellyfish may lead to their swarm formation, which may be caused by 

the combination of their passive drifting and active swimming (Graham et al., 2001); 

however, there is very little understanding of the functional combination of these 

processes or the best strategy for implementing their interactions in numerical 

models. Various studies have found a strong relationship between the direction of 

jellyfish swimming and the currents (Matanoski & Hood, 2006). However, this 

multifaceted relationship was not explored further to investigate how many ways 

they can be related and how their influences would be on the jellyfish swimming. 
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Directional swimming against vertical shears was demonstrated in the jellyfish 

Aurelia aurita (Rakow & Graham, 2006). A coupled hydrodynamic-behavioural 

model of jellyfish by Fossette et al. (2015) provided evidence that jellyfish 

orientation was modulated by tidal currents and that current-oriented swimming 

contributed to jellyfish being able to form swarms. Incorporation of swimming 

behaviours in their model also contributed to improving their predictions of jellyfish 

transport in coastal waters. According to their field observations, the average 

swimming speed of tracked jellyfish was 0.05 m/s (SD = 0.02 m/s; range 0.03–0.08 

m/s), which was slower than the measured tidal currents (~0.2-0.5 m/s). They used 

this swim speed in their model implementation of swimming behaviour, with the 

model allowing jellyfish to swim over tides continuously. However, this was the only 

swimming behaviour they tested in their model, so that the resulting transport 

predictions may be ambiguous. Most of the previous studies on jellyfish swim 

modelling addressed merely the horizontal swimming of jellyfish. But jellyfish 

appear to demonstrate diel migration as an active mode of motility or swimming in 

the vertical direction (discussed in Chapter 6). Jellyfish transport modelling by 

coupling jellyfish diel migration with their horizontal swimming or adapting their 

vertical migration as their vertical swimming still remains virgin in the jellyfish 

transport investigation studies.  

In this research, a novel swim modelling strategy was developed within the particle-

tracking module of EFDC, i.e. the jellyfish transport model. The developed swim 

model covers a wide spectrum of swimming principles, which reflects a number of 

individual swimming behaviours of jellyfish arising from multiple behavioural cues, 

such as flow dependence, tidal relation, depth variation, orientation ability, and 

directional stability of jellyfish swimming. The model was developed by testing 

multiple combinations of swim speed and directional factors and then used to 

investigate the effects of a wide range of swimming behaviours on jellyfish transport 

and distributions. The swimming was synchronously coupled with the passive 

drifting online within the model, and the combined action of these transport 

processes determined the displacement of the virtual jellyfish. The novelties and 

advances of this research relative to the literature are, therefore: 
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(1) for the first time, a jellyfish swim model was developed in a way to secure a true 

but simple synchronization of jellyfish swimming with their hydrodynamic drifting 

resulting in the modelled transport being united but singular one within a three-

dimensional space; 

(2) many facets of swimming’s relationship with currents were investigated; 

(3) jellyfish swimming behaviour was simulated at multiple combinations of various 

behavioural cues. Although swimming behaviours may change with jellyfish sex, 

predation, individual size variability, hunger and life stages, the model does not 

include these parameters; thus, non-specific individual variations of jellyfish swim 

behaviour were investigated through multiple scenario modelling of different swim 

behaviours; 

(4) finally, horizontal swimming was modelled in terms of jellyfish motility and 

vertical swimming was modelled in terms of DVM. The chapter is structured as 

follows. Section 2 provides the methodology with a strong focus on the swim model 

development. It includes a comprehensive analysis of the observed jellyfish 

transport in Killary in order to deduce any apparent swimming behaviours for 

inclusion in the model, the conversion of observed swimming behaviours into 

swimming principles to be included in the model, the development of 

corresponding swim algorithms and their implementation in the model, the 

synchronization of the swimming transport with the passive drifting and the 

integration of the swim sub-model within the EFDC hydrodynamic model. Section 

3 provides the results of the model development, transport simulations, model 

sensitivity to swim properties and parameters, particle distributions and insights on 

transport patterns due to swim, and agreement of the modelled transports to the 

observation. Finally, Section 4 provides the main conclusions based on the 

integration of swimming in a jellyfish transport model. 

7.2. Methodology 

The purpose of the swim model developed here was to investigate the hypothesis 

that the combined effects of hydrodynamic forcing and behavioural motility could 
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better predict the jellyfish transport than either the passive-drift or the DVM models. 

Development and assessment of the swim model involved the following activities: 

(1) Analysis of the transport of jellyfish observed in Killary harbour more 

comprehensively than it was done previously, which was a simpler one, 

(2) Devising of rules governing active behavioural horizontal swimming, 

(3) Numerical translation of the swim rules, 

(4) Integration of swim rules into the model by the creation of a new EFDC source 

code, 

(5) Testing of the swim model to ensure that the model code was appropriate and 

bug-free, 

(6) Planning and modelling of swim scenarios, and 

(7) Analysis of model outputs to investigate the effects of jellyfish swim behaviours.  

The swim rules were developed based on an analysis of the observed jellyfish 

movements in Killary and a review of the literature. Along with testing some 

conventional swim approaches and adapted versions of those, some novel 

modelling approaches to jellyfish swimming were also developed by merging 

behavioural motility along with advective transport. Jellyfish swimming movements 

were integrated with primary passive drifting using several behavioural swim rules. 

For simplicity, the biological characteristics of the jellyfish, which might affect swim 

behaviour, were not included in the model. Instead, the swimming behaviour of only 

the adult jellyfish was modelled, whereby all modelled particles/jellyfish in a 

simulation had the same swim speed, buoyancy, and directional migration 

tendency. The influence of individual variations in jellyfish on their transport was 

instead investigated through scenario modelling, which varied the swim speed, 

buoyancy, and directional migration tendency. This approach of biophysical 

modelling was found to be effective in investigating jellyfish transport patterns 

under the combined influence of environmental cues like currents and behavioural 

locomotion like swimming. 
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7.2.1. Analysis of Observed Transport of Jellyfish 

This section presents a comprehensive analysis of the jellyfish observed in Killary. 

Fig 7.1 is a replication of Fig 5.3 (presented previously in Chapter 5 Section 5.4.1) 

and shows the times at which the tagged jellyfish were detected and the detection 

zones within which they were detected at those times. It can be seen for J-18499, 

for example, that it was first detected within S4 before being picked up in S1, then 

briefly travelling to N1, returning back to S1 and finally being picked up again in N1. 

It can be seen from this plot that jellyfish can spend time both within and outside of 

detection zones and can travel between detection zones. 

 

Fig 7.1 Times and locations of jellyfish detections in Killary Harbour for 5 jellyfish and the 

corresponding tide levels. Detections are colour-coded by tag number. (Note: It is replicated here 

from Fig 5.3 in Chapter 5.) 
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With the purpose of identifying and distinguishing between tidally and 

behaviourally influenced movements, the analysis explores the directional travels of 

a jellyfish to determine whether it moves with or against the flood and ebb tides. 

The analysis involved four steps: 

(1) illustrating the principles of forming movement patterns by a jellyfish in various 

tidal situations and determining the type (active or passive) and direction (with or 

against the tide) of the transport (Fig 7.2), which was used as a reference in Step-3,  

(2) identifying the patterns and directions of interzone movement (from a detector’s 

range to another) of jellyfish in the field observation (Fig 7.3), 

(3) illustrating residence and movement events of observed jellyfish on the tide (Fig 

7.4), and 

(4) measuring the duration of each type and event of movements to determine their 

percentage distribution. 

The transport patterns in Fig 7.1 were analysed in combination with the stage of the 

tide, with a particular focus on determining whether the movements showed any 

evidence of jellyfish possessing active swimming capabilities. If the jellyfish did 

possess horizontal swimming ability, then it was deduced that three possible 

transport strategies might be observed: 

1. Passively drifting with  

2. Swimming with the tide 

3. Swimming against the tide 

Upon examining the data, it was deemed that these transport strategies could be 

best determined at times of slack water (high tide / low tide), on flood and ebb tides, 

and long—term over multiple tides. For example, if jellyfish were only being passively 

transported by tidal currents, then they would be expected to travel in the direction 

of a tide, e.g. eastward towards the inner harbour on a flood tide and westward 

towards the sea on an ebb tide, so evidence of travel against the tide indicated 

swimming ability. Conversely, an absence of transport on a flood or ebb tide means 
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the jellyfish is actively swimming against the tide to remain in the same position. At 

slack water, if the jellyfish were only subject to passive drifting, then they should not 

be observed travelling any substantial distances, so evidence of interzone travel 

would suggest active swimming ability. These theoretical transport strategies are 

summarised in Fig 7.2. Unfortunately, as the jellyfish were not fitted with GPS 

trackers, the exact geographical locations of the jellyfish within the detection zone 

were unknown so that intra-zone travel could be tracked; thus, interzone travel 

provided the best evidence of the presence or absence of swimming ability.   

 

Fig 7.2 Graphic showing all theoretical transport processes of the jellyfish. The red asterisks 

indicate the starting point of a movement, and the blue the destination. The dashed arrows 

indicate the movement directions. 
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Fig 7.3 shows all the inter-zone travel paths observed for the 5 jellyfish based on the 

movements presented in Fig 7.2. Each type of inter-zone travel is assigned a travel-

type ID from 1 to 8, with intra-zone travel assigned an ID value of 0. For example, 

looking at the inter-zone travel of Jellyfish J-18499, it first travels from S4 to S1 

(travel-type ID 7) and then from S1 to N1 (travel-type ID 8). Interzone travel was 

directed either eastward towards the inner harbour or westward towards the sea 

and could be either with or against the tide. In Fig 7.3, travel-types 1-3 are westward 

while 4-8 are eastward. The type of transport process (e.g. passive drift, swimming 

with/against the tide) was determined by matching the observed travel paths with 

the theoretical patterns shown in Fig 7.2Error! Reference source not found.. For 

example, the movement of a jellyfish from S4 westward to S5 (Fig 7.3 travel-type 2) 

on an ebb tide corresponds to passive drift transport in Fig 7.2. On the other hand, 

a movement from S5 eastward to S4 (travel-type ID 5 in Fig 7.3) on an ebb tide 

indicates transport against the tide which is only possible by swimming (Fig 7.2). 

 

Fig 7.3 A summary of the different types of inter-zone travel observed in Killary. Each type of inter-

zone travel is assigned a number from 1-8, which is used in subsequent analyses, while 0 is used 

to indicate intrazone travel. The eight detectors’ zones are listed in order of location from east to 

west along the harbour. The arrow indicates the direction of transport, and the arrow length 

determines the specific shift. 

The times and durations of the observed transport patterns of each jellyfish were 

analysed in relation to the tide stage to produce Fig 7.4. The figure shows the type 

ID 
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of inter-/intra-zone travel undertaken by each jellyfish numbered according to Fig 

7.3 and coloured by the determined transport process. The transports are overlaid 

on the tidal water level graph to help identify any tidal influence. As such, the length 

of the transport mark determines the length of an individual influence. Each jellyfish 

detection for a period within a detector’s range was characterized by an event of 

residence, and any undetected period was a movement event. Each movement 

period follows a residence period and vice-versa. The movements are divided into 

the following transport types: (1) drift-dominated movement with the tide, (2) swim-

dominated movement with the tide, (3) swim-dominated movement against the 

tide, and (4) unspecifiable movement over multiple tides. Taking, J-1160 in Fig 7.4(a) 

as an example, it was released shortly after high tide, and its first detection was 

around the following low tide when it spent a couple of hours within a specific 

detection zone (indicated by the blue line). As indicated by the green line, it left the 

zone shortly and spent some time travelling to another zone. The number of the 

green line is the travel-type ID, and  Fig 7.3 tells us that this travel-type 5 indicates 

interzone travel from zone S5 to S4. Fig 7.3 also tells us that this type of travel is 

eastwards, and since we are on a flood tide where tidal currents are directed 

eastwards, the travel process is assumed to be drift-dominated movement with the 

tide, i.e., the green coloured line as per the legend in Fig 7.4. This analysis and 

classification allowed the computation of the percentage contribution of the 

different transport processes to overall jellyfish movements. 
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 − Water level variation with tide 

− Resident within detector zone 

− Drift-dominated movement with the tide 

− Swim-dominated movement with the tide 

− Swim-dominated movement against the tide 

− Unspecifiable movement over multiple tides 

 

Fig 7.4 Observed jellyfish movements overlaid on water level graphs and visualised in terms of 

residency in particular detection zones (blue lines) or inter-zone travel (other coloured lines). The 

colour of the line indicates the type of governing transport process as per the legend, and the 

number of each line indicates the type of inter-zone travel based on Fig 7.3Error! Reference source 

not found..  Transports are shown for jellyfish: (a) J-1160, (b) J-1162, (c) J-18499, (d) J-18500, and 

(e) J-18495 (divided into e1 and e2 due to longer observation record). The orange circle indicates 

the releasing time of each jellyfish. 
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Finally, the durations of the individual types of jellyfish movement, as shown in Fig 

7.4, were extracted for all the observed jellyfish. Then, the average periods of tidally 

oriented movements of the jellyfish over an ebb or a flood tide were calculated to 

find out the shares of the movement types (with- or against-tide) within a particular 

tide (flood or ebb). These calculations were made at four tidal and jellyfish 

movement scenarios, as found in Fig 7.4. Fig 7.5 graphically shows these scenarios 

distinctly helping in preparing logical equations of the calculations. According to 

the figure, point A and B on the tide (water level) line indicates the start and end 

time for the water ebbing (so is for the flooding) and point P and Q for a jellyfish 

moving (tide-oriented and individual-type movement), respectively. The sequence 

of the points thereby makes patterns distinct across the conditions and equations 

used for the calculations. Thus, the calculations of the period of a tidally oriented 

(individual type) movement of jellyfish (T) were carried out across the patterns in the 

figure. 
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Fig 7.5 Graphic showing scenarios of tidal transport of jellyfish; point pairs A-B and P-Q indicating 

the start-end of the tide and the jellyfish transport, respectively. 

 

According to Fig 7.5,  

for the APQB pattern in Scenario-1, 

𝑇 = ∑ |𝑡𝑃𝑖
−  𝑡𝑄𝑖

|

𝑛

𝑖=1

 

 

(7. 1) 

for the PAQB pattern in Scenario-2, 
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𝑇 = |𝑡𝐴 − 𝑡𝑄| 

 

(7. 2) 

for the APBQ pattern in Scenario-3, 

𝑇 = |𝑡𝑃 −  𝑡𝐵| 

 

(7. 3) 

for the PABQ pattern in Scenario-4, 

𝑇 = |𝑡𝐴 −  𝑡𝐵| 

 

(7. 4) 

 

where t is the time at a particular point on the tide line. 

The transport periods calculated thereby per Eqs (7. 1) - (7. 4) were filtered in groups 

according to their with-tide and against-tide directions on the floodtide and 

ebbtide. Based on the observed jellyfish transportation, the calculations revealed 

average proportions of jellyfish orientations with respect to the tide, which were 35 

% time with the tide and 65 % time against the tide during the flood tide and 25 % 

time with the tide and 75 % time against the tide during the ebbtide. Later, this was 

incorporated in the swim rule as one of the jellyfish swimming mechanics or 

strategies and tested for its performance through scenario modelling. 

 

7.2.2. Swim Model Development 

The analysis of the jellyfish data and the literature review confirmed that horizontal 

motility could play a role in the transport of jellyfish within Killary, and this ability was 

therefore incorporated into the jellyfish model to develop the swim model. The 

following sections describe the development of the swim model.   
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7.2.2.1. Swim Model Concept  

There are three types of transport processes included in the swim model: (1) 

hydrodynamically-cued passive movements, which include advective drift and 

diffusion, (2) light-induced diel vertical migration and (3) biologically-cued active 

horizontal swimming. All these processes were spatiotemporally synchronized to let 

them function in combination. The Lagrangian transports in the biophysical model 

are resolved and updated at every model timestep. Neutrally buoyant particles 

representing the adult jellyfish are set to swim three-dimensionally in water space at 

specified speeds and directions to perform behavioural locomotion like a jellyfish.  

The following steps describe the various processes carried out during each model 

timestep within the developed swim model; these were implemented in the model 

via the introduction of a new model code. 

(1) Swim rule parameters (speed, direction, etc.) are presented in the swim 

calculation subroutine. 

(2) Tidal current's speeds, direction, and tide stage are checked. 

(3) Particle depth of occurrence is checked to characterize them as shallow or deep 

(needed to apply depth-related swim rules). 

(4) The swim specification is identified based on the previous tide and/or depth-

related checks. 

(5) The horizontal swim speed is identified either by selecting the user-specified 

values or calculating it with respect to the current speed. 

(6) The horizontal swim direction (with or against the tide) is identified based on the 

swim rule. 

(7) The vertical swim speed is identified based upon: 

- selecting the user-specified values, or 

- calculating it with respect to the current speed, or 

- calculating it with respect to the DVM strategy 
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(8) The vertical swim direction (up or downwards) is identified based on either the 

resultant vector of the active and passive movements or the light-induced DVM 

movements 

(10) resolving the swim velocity into 3D vector components to combine with other 

transport velocity components (e.g. due to advection). 

The behavioural locomotion of the jellyfish was integrated into the DVM model in 

this way so that the resultant transportation was a combined effect of the active and 

passive transport processes. 

 

7.2.2.2. Swim Rule Development and Implementation  

The swim model was designed to capture jellyfish motility behaviour regarding 

horizontal swimming and integrate it with the passive drift and DVM. The swimming 

rules were devised to be reflective of the real swimming behaviour of jellyfish and 

were motivated first by the literature, and second, from the comprehensive analysis 

of the transport observed in Killary that revealed distinguishable tidal-related 

movements and independent free movements of jellyfish. Swim rules were 

developed sequentially by varying the swim specifications depending on model 

results in an effort to improve model prediction of jellyfish transport. The rules were 

developed based on the transport patters of J-18495, the jellyfish with the longest 

observed transport records. Twelve swim rules were developed in total and were 

coded into the EFDC model to take account of the following important behavioural 

aspects: 

(1) how fast a jellyfish swims, 

(2) how a jellyfish orients itself while it swims, 

(3) how swimming (speed and direction) varies with respect to the stage of the tide 

and water depth, 

(4) possible flow dependence of the swim, and 

(5) spatiotemporal variability of the swim. 



Chapter 7: Swim Modelling 

220 

 

These aspects of swimming behaviour were identified for inclusion in the model 

based on findings from the literature, findings from the analysis of jellyfish 

movements in Section 2.1, and from personal hypotheses. Since a jellyfish’s 

swimming speed depends on a poorly understood complex relationship between 

multiple factors (age, size, environment, food, predators, etc.), and there are no 

studies that specifically document the swimming speeds of a population or 

progressive swarm of jellyfish, it was hard to select sensible specific values or ranges 

of speed for inclusion in the swim rules. Estimations from publications and studies 

performed on various species-specific jellyfish were used, as well as estimates 

based on observations and personal experience.  

The swim rules are structured within a suite of equations (Eqs 7.5~7.11) presented 

below. The basic principle of the swim rules assumes that a particle must actively 

travel either a fixed (known) or variable (unknown) distance at every timestep, 

depending on its flow dependency. Swims are oriented either with or against the 

tide or a combination of both, at either absolute or relative motility rates, which are 

either constant or variable with respect to tide and depth.  

The swim rules have a similar basic structure where the swim velocity of a particle, 

p, (i.e. a jellyfish) at time t, 𝑣𝑠𝑤,𝑝(𝑡) is calculated as: 

𝑣𝑠𝑤,𝑝(𝑡) = 𝛼 × 𝑣𝑡𝑠,𝑝 × 𝛽       (7.5) 

where 𝑣𝑡𝑠,𝑝 is the transport strategy swim velocity (m/s) defined by a particular swim 

rule. Depending on the swim rule, 𝑣𝑡𝑠  may be set to a constant value set by the user, 

or it may vary with the stage of the tide, water depth or flow speed at the current 

location of a particle. 𝛼 is a behavioural variable determining the swim direction. If 

swimming with the tide is desired, then  𝛼 = +1; if swimming against the tide is 

desired, then  𝛼 = −1. Finally, 𝛽 is the swim speed proportionality constant which is 

used to scale 𝑣𝑡𝑠,𝑝 relative to the ambient tidal current flow flow-dependent swim 

speed rules. It can vary from 0-2.  

Depending on the swim rule, the transport strategy swim velocity may take on a 

different value at different tide stages or for particles at different depths in the water 

column. 
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The stage of the tide, td, is identified as follows: 

If 𝑧𝑝,𝑡−1 < 𝑧𝑝,𝑡 then 𝑡𝑑 = floodtide. (7.6) 

If 𝑧𝑝,𝑡−1 > 𝑧𝑝,𝑡 then 𝑡𝑑 = ebbtide. (7.7) 

If 𝑧𝑝,𝑡−1 == 𝑧𝑝,𝑡  

or  

If 𝑧𝑡𝑠 > 0.5 𝑚 𝑎𝑛𝑑 𝑣 < 0.03 𝑚/𝑠, 

 

 

then 𝑡𝑑 = slack (high/low) tide 

 

 

(7.8) 

 

The particle depth condition in the water column, 𝑑𝑝, is defined as follows: 

If 𝑧𝑝,𝑡 < 5 𝑚, then 𝑑𝑝 = 1 indicating shallow-lying. (7.9) 

If 𝑧𝑝,𝑡 > 5 𝑚, then 𝑑𝑝 = 2 indicating deep-lying. (7.10) 

If 𝑧𝑝,𝑡 ≥ 0 𝑚, then 𝑑𝑝 = 3 indicating at any depth. (7.11) 

 where 𝑧𝑝,𝑡 and 𝑧𝑝,𝑡−1  are the vertical positions of any particle p with respect to the 

surface water (m) at the current and previous timesteps. 

The aim of the swim rules is to allow a particle (i.e., jellyfish) to actively swim three-

dimensionally within the water space under its own locomotion and for this 

transport to be calculated initially in the model exclusive of any other transport, e.g., 

passive drifting. This is then combined with the respective passive displacement to 

realize the total transport of the virtual jellyfish (particles). The basic principles and 

execution methods of the swim rules are described below. 

 

Rule-1: Continual swimming with constant speed against the tide 

This rule assumes that a particle swims at a constant speed against the tide at every 

stage of the tide. This process is captured in the model according to Eq (7.5) with 

the specification of the parameters as follows: 

 𝑣𝑡𝑠,𝑝 = a constant swimming rate set by the user 
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𝛼 = −1 

𝛽 = 1 

A value of  𝑣𝑡𝑠,𝑝 = 0.05 𝑚/𝑠 was used for scenario modelling – this was informed by 

the literature. 

 

Rule-2: Swimming with constant speed against the flood tide.  

This rule assumes that a particle swims only on the flood tide and is subject to 

passive drifting only on the ebb tide. The particle swims against the flood tide.  The 

process is captured in the model according to Eq (7.5) with the specification of the 

parameters as follows: 

If 𝑡𝑑 = flood tide, then:  𝑣𝑡𝑠,𝑝 = a constant swimming rate set by the user. 

otherwise:    𝑣𝑡𝑠,𝑝 = 0  

𝛼 = −1 

𝛽 = 1 

As for Rule-1, a value of  𝑣𝑡𝑠,𝑝 = 0.05 𝑚/𝑠 was used for scenario modelling. 

 

Rule-3: Swimming with constant speed against the ebb tide.  

This rule is the opposite of Rule-2, with the particle swimming only on the flood tide 

and subject to passive drifting alone on the ebb tide. The process is captured in the 

model according to Eq (7.5) with the specification of the parameters as follows: 

If 𝑡𝑑 = ebb tide, then:  𝑣𝑡𝑠,𝑝 = a constant swimming rate set by the user. 

otherwise:    𝑣𝑡𝑠,𝑝 = 0  

𝛼 = −1 

𝛽 = 1 

Values of  𝑣𝑡𝑠,𝑝 = 0.02, 0.05 𝑎𝑛𝑑 0.08 𝑚/𝑠 were used for scenario modelling. 
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Rule-4: Flow-dependent swim speed against the ebb tide. 

Like Rule-3, this rule assumes that particles swim only on the ebb tide and that the 

swim direction is against the tide; however, the transport strategy swim velocity is 

set to the ambient local current velocity. This means that a jellyfish essentially holds 

its position on the ebb tide rather than being advected passively by the tidal current. 

It is implemented according to Eq (7.5) with the specification of the parameters as 

follows:  

If 𝑡𝑑 = ebb tide, then:  𝑣𝑡𝑠,𝑝 = 𝑣(𝑖, 𝑗)𝑝 

otherwise:    𝑣𝑡𝑠,𝑝 = 0  

𝛼 = −1 

𝛽 = 1 

where 𝑣(𝑖, 𝑗)𝑝 is the ambient current velocity at the particle’s location.  

 

Rule-5: Swimming at slack tide and on the ebb tide 

This rule is an adaptation of Rule-4 where particles use two swim strategies: 

(1) On ebb tides, the particle swims against the tide at the local prevailing current 

speed, and 

(2) During slack tide, the particle swims at a constant speed against the tide set by 

the user. 

This rule is implemented using the following specification of Eq (7.5): 

If 𝑡𝑑 = ebb tide, then:  𝑣𝑡𝑠,𝑝 = 𝑣(𝑖, 𝑗)𝑝 

If 𝑡𝑑 = slack tide, then:   𝑣𝑡𝑠,𝑝 = 0.08 m/s  

otherwise:    𝑣𝑡𝑠,𝑝 = 0  

𝛼 = −1 

𝛽 = 1 
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Rule-6: Continual swimming with flow-dependent speed against the tide  

This rule assumes a similar principle to Rule-1, i.e. continual swimming against the 

tide at all stages of the tide, except that a particle swims at a flow-dependent swim 

velocity equal to the prevailing local current speed at a particle’s location rather than 

the constant swim velocity of Rule-1. The scaling factor 𝛽 can be set to any value by 

the user. If it is set to 1, then any passive drifting should be fully negated by 

swimming, and the particles should resist any passive drifting. For scenario 

modelling, it was set to 0.15, i.e. the particle swim speed was 15% of the local current 

speed. The specification of swim parameters is as follows: 

𝑣𝑡𝑠,𝑝 = 𝑣(𝑖, 𝑗)𝑝 

𝛼 = −1 

𝛽 = 0.15 

 

Rule-7: Depth-conditional swim direction and flow-dependent swim speed 

This rule assumes a similar principle to Rule-6, except that a particle swims at a 

conditional motility rate with respect to tide and depth. This process is captured in 

the model separately in three individual conditions. The conditions and their 

respective specifications of the parameters are as follows: 

(1) During floodtide, particles in shallow water swim against the tide (𝛼 = −1)  

(2) During floodtide, particles in deeper water swim with the tide (𝛼 = +1). 

(3) During ebbtide, all particles swim against the tide irrespective of depth (𝛼 = −1). 

The swim speed is dependent on the ambient current speed at a particle’s location, 

and the strength of the flow dependence is specified by the user via 𝛽. For scenario 

modelling, 𝛽 = 0.15 was used. 

 

Rule-8: Overcoming ebb tide with depth-conditional swim direction and flow-

dependent swim speed I 



Chapter 7: Swim Modelling 

225 

 

This rule assumes a similar swimming behaviour to Rule-7 except that 𝛽 is not 

constant; rather, it varies with respect to the behavioural (orientation) variable 𝛼, i.e., 

with the swim direction. Thus this rule allows particles to travel at different 

percentages of the ambient current speed at different tide stages. For scenario 

modelling under this rule, we wished to allow jellyfish swimming against the tide to 

not only negate the passive drifting but to achieve a net positive transport against 

the tide when both active swimming and passive drift were considered in 

combination. A 𝛽 value greater than 1 is required to achieve this. For scenario 

modelling, the rule was implemented, such that net positive swim transport was 

achieved on the ebb tide. The process was included in the model as follows. 

𝑣𝑡𝑠,𝑝 = 𝑣(𝑖, 𝑗)𝑝 

For flood tide swimming, 𝛼 = +1: 𝛽 = x 

For ebb tide swimming, 𝛼 = −1: 𝛽 = 1 + x 

Two scenarios were modelled where 𝛽 = 0.15 and 1.15, and 𝛽 = 0.2 and 1.2 for flood 

and ebb tide swimming, respectively.  

 

Rule-9: Overcoming ebb tide with depth-conditional swim direction, flow-

dependent swim speed and minimum threshold swim speed 

This rule assumes a similar swimming behaviour to Rule-8 except that a minimum 

threshold is set for 𝑣𝑡𝑠,𝑝. If the local current speed 𝑣(𝑖, 𝑗)𝑝 falls below the minimum 

threshold, then 𝑣𝑡𝑠,𝑝 is set to the minimum threshold. The minimum threshold speed 

is decided by the user; for the implementation of this rule in scenario modelling, the 

minimum threshold speed was set to 0.2 m/s. 

 

Rule-10: Overcoming ebb tide with depth-conditional swim direction and 

flow-dependent swim speed II 

This rule assumes similar swim behaviours to Rule-8 except that the swim speed 

proportionality constant, 𝛽, on a flood tide is set to half the value for the ebb tide.  

The process was included in the model as follows. 
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𝑣𝑡𝑠,𝑝 = 𝑣(𝑖, 𝑗)𝑝 

For flood tide swimming, 𝛼 = +1: 𝛽 = ½ (1+ x) 

For ebb tide swimming, 𝛼 = −1: 𝛽 = 1 + x 

 

Rule-11: Overcoming ebb tide with depth-conditional swim direction and 

flow-dependent swim speed 

This rule is identical to Rule-8 except that the against tide swim speed 

proportionality constant was increased to 𝛽 = 1.5.  

 

Rule-12: Continual swimming with variable directionality and flow-dependent 

swim speed 

This rule assumes that the direction of jellyfish swimming action is independent of 

the tide stage, as also found by Fossette et al. (2015). Particles swim randomly both 

with and against the tide, irrespective of the flow direction. The proportion of time 

during the floodtide and the ebbtide that particles spend swimming with or against 

the tide was determined empirically from the analysis of observed jellyfish in Section 

7.2.1. For the swim speed, 𝛽 is assumed as per the strategy in Rule-8. The swim 

speed becomes zero while the respective current speed drops below a given low 

level, which is set by the user (a random low value of 0.005 m/s was used here). Due 

to the complexity of realising such a swim orientation strategy within the model, an 

equivalence determination of the swim speed (𝛽𝑒𝑞) was used to simplify the 

capturing of the process. This is explained with an example below in Box-1. 

Box 1. Strategy to implement behavioural swim orientation in jellyfish transport 

modelling as per Rule-12. 

This swim orientation strategy was motivated by the tidal transport observation of jellyfish in Killary. 

Passive drifts are always oriented with the tide. There are two cruising orientations in terms of the 

tide – (1) towards the tide or with the tide, tt/wt, (2) against the tide, at; 

Suppose 

T = 10 days, where T is the total duration of floodtide or ebbtide (equal duration assumed); 
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P during floodtide = Ptt + Pat = 35% T + 65% T 

P during ebbtide    = Ptt + Pat = 25% T + 75% T, 

where P is the percentage (%) of tide-specific orientations with respect to T (based on the observed 

transport in Killary); 

TCS = 5 km/day, where TCS is the tidal current speed; 

TSS = 20% of TCS at pre-drift stationary/neutral state, where TSS is the theoretical swim speed; 

PSStt = α×TSS 

PSSat = α×(TCS+TSS) [covers drift neutralization], 

where PSS is the practical swim speed and α is a behavioural variable that takes the value of +1 (tt) 

or -1 (at); 

NStt = (Ptt×α×TSS) 

NSat = (Pat×α×TSS) 

NSos (total) = NStt + NStt, 

where NS is the net swim distance (actual while no drift is involved) [should not be confused with 

the net transport, which includes passive drifts along with the swim]. 

The net swim as per the equivalent strategy (NSeq), which is calculated below using the above 

equations, was assumed to be equal to the net swim as per the original strategy above. 

 

 Floodtide Ebbtide 

NStt (0.35×10 days)×(+1)×(0.2×5 km/day) (0.25×10)×(+1)×(0.2×5) 

NSat (0.65×10)×(-1)×(0.2×5) (0.75×10)×(-1)×(0.2×5) 

NSos -3 -5 

Since flood and ebb work in opposite directions, the net transport is then ‘-2’ towards ebb 

OR ‘+2’ towards flood. 

 

An equivalence can be calculated in either of the following ways: 

(Note: 100 needs to be added as a neutralization factor to the absolute value only when PSSat is to 

be calculated.) 

 

Strategy-1: during the flood, TT AND during ebb, AT 

NSeq Normalized upon TT: During the flood, 

particles swim towards a fixed direction, 

suppose TT, but the net swim is ‘-3’. 

Normalized upon AT: During the flood, 

particles swim towards a fixed direction, 

suppose AT, but the net swim is ‘-5’. 
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(1×10)×(+1)×(TSS×5) = -3 

 

(1×10)×(-1)×(TSS×5) = -5 

TSS -6% of TCS (absolute result; need to re-

specify the sign based on the direction) 

+10% of TCS (absolute result; need to re-

specify the sign based on the direction) 

PSS PSStt = (+1)×(-6%) [‘+’ sign since TT 

assumed above] 

          = -6% 

PSSat = (-1)*(+)(10+100)% [‘-’ sign since AT 

assumed above] 

          = -110% 

 

Strategy-2: all AT 

NSeq Normalized upon AT: During the flood, 

particles swim towards a fixed direction, 

suppose AT, but the net swim is ‘-3’. 

 

(1×10)×(-1)×(TSS×5) = -3 

Normalized upon AT: During the ebb, particles 

swim towards a fixed direction, suppose AT, 

but the net swim is ‘-5’. 

 

(1×10)×(-1)×(TSS×5) = -5;  

TSS +6% of TCS (absolute result; need to re-

specify the sign based on the direction) 

+10% of TCS (absolute result; need to re-

specify the sign based on the direction) 

PSS PSStt = (-1)×(+6%) [‘-’ sign since AT 

assumed above] 

          = -6% 

PSSat = (-1)*(+)(10+100)% [‘-’ sign since AT 

assumed above] 

          = -110% 

Strategy-3: all TT 

NSeq Normalized upon TT: During the flood, 

particles swim towards a fixed direction, 

suppose TT, but the net swim is ‘-3’. 

 

(1×10)×(+1)×(TSS×5) = -3 

Normalized upon TT: During the ebb, particles 

swim towards a fixed direction, suppose TT, but 

the net swim is ‘-5’. 

 

(1×10)×(+1)×(TSS×5) = -5 

TSS -6% of TCS (absolute result; need to re-

specify the sign based on the direction) 

-10% of TCS (absolute result; need to re-specify 

the sign based on the direction) 

PSS PSStt = (+1)×(-6%) [‘+’ sign since TT 

assumed above] 

          = -6% 

PSSat = (+1)*(-)(10+100)% [‘-’ sign since AT 

assumed above] 

          = -110% 

 

Among the above strategies, Strategy-1 was used in the model. 
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All the swim rules described above are summarized in Table 7.1. 

Table 7.1 Summary of the swim rules. 

Swimming principles 

Rule Swim direction 1 Speed 2 Rule Descriptor 

flood ebb 

S1 S2 S3 S4 S5 S6  

dp=1 dp=2 dp=3 

1 − − − Q R R Q R R Constant speed against the tide. 

2 − −  Q Q R Q R Q Constant speed against flood tide. 

3   − Q Q R Q Q R Constant speed against ebb tide. 

4   − R Q Q Q Q R Neutralisation of passive drift on ebb tide. 

5 
  − 

R Q Q Q Q R 
Neutralisation of passive drift on ebb tide and 

swimming at slack tide. 

6 − − − R R Q Q R R Flow-dependent speed and reversal direction. 

7 − + − R R Q R R R Directional stability. 

8 − + − R Q Q Q R R Drift neutralization while cruising against the tide. 

9 
− + − 

R Q Q Q R R 
Nonzero selective minimum speed and 

neutralization. 

10 − + − R Q Q Q R R Speed halving while with the tide and neutralization. 

11 − + − R Q Q Q R R Widely diverging tide-specific speed. 

12 + & − R Q Q Q R R Proportionate orientation3 and neutralization. 

1Swim orientation behaviour (direction, 𝛼) across the following tide and depth conditions: 𝑑𝑝 = 1 is 

shallow-lying (<5 m) on floodtide, 𝑑𝑝 = 2 is deep-lying (>5 m) on floodtide, and 𝑑𝑝 = 3 is lying at any 

depth on ebbtide (‘+’ represents with-tide and ‘−’ represents against-tide). 

2Swim motility behaviour (speed, 𝛽) across the following properties: S1 = Flow dependence, S2 = 

Tidal stability, S3 = Temporal stability, S4 = Directional stability, S5 = Active on floodtide, and S6 = 

Active on ebbtide.  

3 The ratios of the with-tide and against-tide orientations (+: −) during the floodtide is 35:65 and 

during the ebbtide is 25:75 (resolved through the tidal analysis of the observation of jellyfish 

transport in Killary). 
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7.2.3. Swim Model Details 

The model uses a data-driven approach to simulating the transport of jellyfish (i.e., 

particles). Horizontal and vertical transports were determined by combining the 

respective advection of the hydrodynamic currents and the respective motility of 

the jellyfish. In scenarios, the determination of the vertical transport was varied by 

replacing the free-swimming vertical motility with the special light-induced DVM. 

The advective transport calculation was executed under EFDC’s drifter module. The 

motility transport calculation was executed under a newly developed swim 

submodel, as presented in Section 2.2. Finally, the transports were joined together 

within the model. 

Jellyfish life stages or other biological traits that might influence their transportation 

were not considered in this model for simplicity. Due to individual variations in size 

and sex, variable responses to swim speed were normalized within this model by 

disregarding their relative responses. However, variations in transport patterns due 

to individual variations in either biological or behavioural traits were investigated 

through scenario modelling. Each particle was capable of locally sensing the tidal 

currents and their depth in the water column, which were used to define the swim 

speed and direction. Different combinations of those swim variables were used to 

devise alternative swim rules for testing, as outlined in Section 2.2.2. Particles were 

mutually exclusive; there was no interaction or communication among them that 

might affect each other’s transport. 

Advection, diffusion, and swimming along horizontal and vertical directions as well 

as the DVM, wherever applicable, were synchronous throughout the simulation. The 

swim process was designed upon the specification of speed and direction. The 

specifications were pre-defined. Conditional swims varied online in real-time with 

respect to particle depth, current speed, and tidal direction. Swim direction was 

specified in the model in terms of with-tide or against-tide, irrespective of the state 

of the tide. However, the swims on the ebbtide were directed exclusively against the 

tide. Transport outcomes are computed at each timestep and outputted three-

dimensionally at half-hour intervals in terms of particles’ spatiotemporal occurrence. 
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7.2.3.1. Entities, State Variables, and Scale 

Like the DVM model, this biophysical (swim) model is composed of two main entities 

- (1) the particles and (2) the model grid cells. In addition to the state variables 

previously used in the DVM model for the model entities, the swim model contains 

two additional variables – the particles’ horizontal swim speed and swim direction. 

The speed was specified either independently by the user or dependent on the 

current speed (expressed as a percentage of the current speed), and the direction 

was specified with respect to the tide (with or against). The hydrodynamics were 

resolved on the fixed model grid, but the particle locations were refined at sub-grid 

resolution using standard cartesian coordinates. The particle locations were output 

at half-hourly intervals. 

7.2.3.2. Input Data 

Five types of input data were used in the swim model: 

(1) hydrodynamics to impart advection to the model particles,  

(2) particle release information (e.g., location, time, and depth of release) 

(3) swim speed to provide jellyfish motility, 

(4) swim direction to provide jellyfish orientation with respect to the tide 

(5) DVM properties to cue light-induced vertical movement. 

The current data, which were generated within the main hydrodynamic module of 

EFDC, were useful within the swim model at every timestep to resolve the passive 

drift displacements of particles. The swim speed and direction data, which were 

supplied into the swim submodel via the input data file, were used at every timestep 

to determine the active swimming displacements. The swim submodel, in turn, 

supplied the processed information into the hydrodynamic drift model, where these 

data were coupled to ultimately effectuate the combined transportation due to 

drifting and swimming. Particle release information of the simulation specific to the 

reference jellyfish was useful to backtrack any individual variation causing variable 

impact in transport pattern. DVM specification data, specified in the input data file, 

were used in scenarios where the DVM replaced the passive vertical movements to 
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investigate the effect of light-induced vertical motility combined with horizontal 

swimming.  

 

7.2.4. Scenario Modelling 

A range of swim model scenarios was simulated to investigate the effect of different 

swimming rules and other model specifications on the model performance. For 

these simulations, particles representing adult jellyfish were released into the 

biophysical model according to the release information of the observed jellyfish. 

For each scenario, batches of 100 particles were released, representing a single 

reference jellyfish release. They were released on 20 Aug 2015 at the corresponding 

tide time and coordinates of the tagged jellyfish releases and at four different 

depths of water: surface, first quarter, mid, and third quarter. Simulations were run 

for a period corresponding to the tracked record of the reference jellyfish ranging 

from 1 to 7 days. 

Swim scenarios were planned to investigate the effects of different combinations of 

swim properties and specifications over the tide type and particle depth. Flow-

independent and flow-dependent swim speeds and directions were assessed for 

both constant and variable levels. Swim direction with or against the tide was 

universal across the scenarios; however, the relative durations of those directional 

swims varied in different scenarios.  

7.2.4.1. Assessing Model Sensitivity and Effects of Swim Rules 

Upon the development of the jellyfish swim submodel, its sensitivity to behavioural 

integration, particle release conditions, and the various swim parameters specified 

in the swim rules was tested by assessing model output from a range of model 

scenarios. A summary plan of the sensitivity study is presented in Table 7.2. The table 

lists the swim-related factors that were assessed for sensitivity. Relevant swim 

scenarios were grouped together to investigate a particular sensitivity. The impact 

of integrating the swim with the drift and varying the swim rule, speed, direction, 

and release condition and the dependence of swimming on tide and depth 
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investigated through the swim sensitivity study in the jellyfish transport modelling 

were all assessed. The sensitivity of the model to particle release depth was also 

assessed. All these sensitivity studies were conducted for the same jellyfish release 

– J-18495. Upon completion of the sensitivity study, the effect of swim rules on 

model performance was assessed, again using J-18495, to determine the optimum 

swim rule, and that rule was then used to assess model performance for two other 

jellyfish – J-1162 and J-18500. 

Table 7.2 List of model scenarios run for assessment of model sensitivity and 

accuracy. 

Sensitivity 

Studied 

Specification Method of assessment of 

model output 

Particle release conditions 

Particle releasing 

depth 

Surface RMSE 

 
First-quarter 

Mid 

Third-quarter 

Swim feature assessed, rules compared and parameter settings 

 Rule No. Swim Speed  

with-tide 

(wt) [‘+’] 

against-tide 

(at) [‘−’] 

Tidal dependent 

swimming 

Rule-1 

+0 m/s −0.05 m/s 

RMSE 

Rule-2 

Rule-3 

No swim +0 −0 

Rule-3 +0 m/s −0.02 m/s RMSE 
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Constant swim 

speed 

+0 m/s −0.05 m/s 

+0 m/s −0.08 m/s 

Flow speed 

dependence of 

tide explicit steady 

swimming 

orientations    

Rule-7 +15 % −15 % 

RMSE 

Rule-8 

+15 % −115 % 

+20 % −120 % 

Rule-10 

+60 % −120 % 

+75 % −150 % 

Rule-11 +15 % −150 % 

Flow speed 

dependence of 

analytically 

determined 

dynamic 

swimming 

orientations Rule-12** 

+20 % −120 % 

RMSE 

−6 % and −110 %*** 

+40 % −140 % 

−12 % and −120 %*** 

+50 % −150 % 

−15 % and −125 %*** 

+80 % −180 % 

−24 % and −140 %*** 

Slack tide 

swimming 

Rule-4 +0 −100 % 

RMSE 

Rule-5 +0 

−0.08 m/s* 

−100 % 

Flood tide 

swimming 

Rule-6 +0 −15 % 

RMSE 

Rule-7 +15 % −15 % 

Rule-7 +15 % −15 % RMSE 
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Ebb drift 

neutralisation 
Rule-11 +15 % −150 %  

Minimum swim 

speed threshold Rule-8 

with any swim speed 

respective to the current 

speed 
RMSE 

Rule-9 
with at least at 0.2 m/s swim 

speed 

Transport strategy 

Swim rules All scenarios under the rules for the J-

18495 model 

Particle distribution; 

Transport agreement 

Model setup 

 Jellyfish 

models 

Scenarios (with vs without 

swim) 

 

Jellyfish behaviour 

J-18495 
All the 12 rules 

 

P
a

ss
iv

e
 d

ri
ft

 

 

Particle distribution; 

Transport agreement 

J-1162 

Best performing and 

supplemental swim 

rules 

J-18500 

Best performing and 

supplemental swim 

rules 

*    Speed at slack tide. 

**  Proportionate orientation (on flood, wt:at = 35:65 and on ebb, wt:at = 25:75). 

***Execution equivalence [𝛽𝑒𝑞(𝑓𝑙𝑑) and 𝛽𝑒𝑞(𝑒𝑏𝑏), respectively, where eq represents the 

equivalence, fld represents the floodtide, and ebb represents the ebbtide] 
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7.2.4.2. Assessment of Model Performance 

The analysis of particle transport agreement with the observed jellyfish movements 

and comparing the swim model outputs with that of the passive drift model were 

done using the protocol previously described in Chapter 5. 

 

7.3. Results 

The results section presents the competence of the newly developed swim model 

in simulating jellyfish locomotion. First, the capability of the new swim code was 

tested to ensure that it was able to execute the planned swim behaviour and was 

free from bugs. Next, the sensitivity of the model to particle release depth was 

assessed. Following this, the sensitivity of the particle transport patterns and 

distribution to different swim rule parameters, such as swim speed and direction, 

was assessed. Finally, the transports for the twelve different swim rules were 

assessed with respect to observed jellyfish movements to determine the optimum 

swim strategies, and the optimum strategies were then applied to other jellyfish 

releases.  

7.3.1. Testing the Performance of the Swim Code and Comparison with the 

Passive Drift Model 

The primary focus here was to check the model’s ability to simulate the swim 

behaviour of jellyfish, to provide confidence in the development of the submodel 

and its integration with the base hydrodynamic model. This was done by visually 

comparing the spatial distributions of particles from a swim scenario with those from 

a basic passive drift scenario. The comparison was carried out for jellyfish J-18495.  

Fig 7.6 (a-c) presents snapshots of particle distributions captured from several swim 

scenarios (4 & 5 in 7.6a, 6 & 7 in 7.6b, and 8(1) & 9 in 7.6c) 120 hours after release 

and compares them with the corresponding particle locations from the passive drift 

model.  The time instance of the snapshots allows sufficient differences to have 

developed between the distributions over the transport based on the different 



Chapter 7: Swim Modelling 

237 

 

jellyfish behaviours modelled. The particle distributions exhibit distinct variations, 

underscoring how various swimming behaviours lead to different final positions and 

distributions for the particles. In most cases, these outcomes are notably different 

from the distribution observed in the passive drift transport scenario. 

The particle distributions depicted in Fig 7.6(a) reveal some significant trends. 

Firstly, when employing an ebb neutralizing swim (rule 4), it is observed that all 

particles ultimately end up inside the harbour, with the majority of particles tending 

to congregate to the east of the release location, where the passive drift distribution 

was found to be more widespread across the entire domain. Secondly, in the case 

of slack tide swimming (rule 5), the particles exhibit a distinctive behaviour by 

forming a cluster within the central region of the harbour. This clustering behaviour 

is quite pronounced. Again, this outcome sharply contrasts with the passive drift 

results, where the particles dispersed both to the east and west of the release 

location, spanning a considerable distance. In contrast to this, swimming at a 

significantly slower pace relative to the current speed during ebb and flood tides 

(rule 6 and rule 7, respectively) as depicted in Figure 7.6 (b), did not result in any 

substantial impact on particle transport and distributions when compared to passive 

drift. Introducing an additional swim condition, which involves maintaining a 

minimum swimming speed when the current flows fall below a certain threshold 

(rule 9), as part of a combined swimming strategy that incorporates multiple swim 

conditions into the transport strategy (rule 8), has the potential to induce a 

noteworthy alteration in particle distribution. This alteration manifests as the 

formation of a dense cluster or swarm of particles within the harbour as shown in 

Fig 7.6 (c). Indeed, all these examples serve to illustrate the impact of different 

swimming strategies in comparison to passive drift, highlighting clear distinctions. 

Fig 7.6(d) shows the particle positions 120 hrs after release for the swim rule 12 

scenario. The plot shows particles released at different depths. This can be directly 

compared with Fig 7.6 (e) which shows particle positions at the same time from a 

drift-only scenario. A comparison of the two shows that the particle distributions are 

clearly quite different and swimming according to rule-12 results in all particles 

ending up inside the harbour to the east of the release location. This is in contrast 
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with the passive drift results, which show the particles have spread east and west of 

the release location over a very long distance. This difference in model results is also 

very apparent in Fig 7.6 (f), which shows traces of the travel paths of all the released 

particles from the time of release to the time of the snapshots (120 hrs after release). 

It is clearly seen that the passively drifting particle paths extend westward to the 

open sea boundary and eastward to the innermost extents of the harbour, while the 

swim particles' travel paths are much more concentrated and only extend to the east 

of the release location. Since the swim model rules were developed with the aim of 

getting more particles to travel to the east of the release location to better match 

the observed jellyfish movement, the results confirm that the model code is indeed 

capable of enabling the particles to mimic the desired jellyfish behaviour contained 

in the swim rules. 

 

Fig 7.6 Snapshots of particle distributions captured from (a-d) multiple swimming scenarios and 

(e) a drift-only scenario, along with (f) representative comparative traces of their travel paths. 
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7.3.2. Sensitivity of Swim Model to Particle Release Depth 

Jellyfish sample the depth-specific horizontal currents while they are at different 

depths and passive drifters. Exposure of the jellyfish to different vertical current 

fields would thus be expected to have an impact on their transportation. Since the 

release depth of the jellyfish was unknown, the sensitivity of model results to release 

depth was assessed by releasing the virtual jellyfish (particles) at four different 

depths (surface, 1st quarter, mid-depth and 3rd quarter). To investigate the 

differences in particle locations because of release depth, the RMSE (m) of pairwise 

particle centroids was calculated for the following release depth comparisons: 

• Surface release versus 1st quarter, mid-depth and 3rd quarter release 

• 1st quarter release versus mid-depth and 3rd quarter release 

• Mid-depth release versus 3rd quarter release 

The RMSEs were calculated for the passive drift model, and the 19 swim model 

scenarios ran in total; results are shown in Fig 7.7. In the figure, the bar heights 

represent the RMSE values, and the bar colours indicate the release depth 

comparison.  Generally, RMSEs in east-west centroid positions are less than 500 m, 

RMSEs in north-south centroid positions were less than 300 m and RMSEs in 

centroid positions vertically in the water column were less than 1.5 m.  The RMSEs 

were lowest for comparisons between the top two quarters and the bottom two 

quarters. They were highest for any comparisons between the top half releases 

relative to the bottom half releases. This is to be expected given that velocity 

variations will be greatest for the top half of the water column versus the bottom 

half, particularly for the surface versus the third quarter (i.e., bottom quarter).  

According to Fig 7.7, the centroid RMSE analysis shows that Scenario-12 was the 

most sensitive of the swim scenarios to particle release depth with RMSEs in an east-

west centroid position of more than 1 km. 
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Fig 7.7 RMSEs (in meter, m) between pairs of particle centroids estimated across the (A) east-west, 

(B) north-south, and (C) water column depths upon releasing the particles at different water depths 

viz, surface, first quarter, mid-depth, and third-quarter. 

7.3.3. Sensitivity of Model to Swim Parameters 

In the present swim model, the effects of individual biological/behavioural 

variations in jellyfish swimming, such as the swimming speed and direction, were 

investigated using indirect IBM. Since the size is likely the most influential 

differentiating character in jellyfish swimming ability, scenario modelling of 
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variations in swim features was used to indirectly assess the effect of size variation 

upon transport. This section presents the results of an analysis of the sensitivity of 

the swim model to changes in some of the swimming rule parameters. Included in 

the analysis is an investigation of: 

• The possible dependence of swimming on the stage of the tide 

• variations in swimming speed and flow-dependent swim speed 

• inclusion of swimming at slack tide 

• ebbtide swim speed 

• swimming direction 

• neutralisation of passive drift 

• inclusion of minimum threshold swim speed 

In all cases, model sensitivity was assessed by comparing the differences (computed 

as RMSEs) in the locations of the centroids of the particle clouds over the course of 

the simulations. The sensitivity scenarios were conducted for J-18495 only. 

7.3.3.1. Effect of Relationship Between Swimming and Stage of Tide 

This sensitivity study was based on the hypothesis that jellyfish swimming behaviour 

may be dependent on the stage of the tide. For example, jellyfish might swim only 

on an ebb tide or only on a flood tide. Three swim rules (Rules- 1, 2 and 3) were 

therefore devised to investigate model sensitivity to tidal-dependent swimming. 

Rule-1 assumes that swimming is independent of the tide stage, and the jellyfish 

swim continually at a constant speed. By comparison, Rules-2 and 3 assume tidal 

dependence, so jellyfish swim only on the flood and ebb tides, respectively. In all 

three cases, the direction of the swim was against the tide, and the speed of the 

swim was constant at 0.05 m/s. 

Fig 7.8 presents the results of the sensitivity analysis as a time-series of the particle 

cloud centroid location presented individually for the x (Easting), y (Northing) and z 

(Depth) component directions. Half-hourly-tracked centroid trajectories for the 

three swim scenarios (Rules-1, 2 and 3) are illustrated. The passive drift scenario is 

also included for reference. Differences in centroid location coordinates between 
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the swim scenarios were computed as RSMEs and are compared in the figure. The 

figure shows that the swim scenarios differ from the passive drift indicating that 

horizontal motility can have a significant influence on jellyfish transport. The figure 

also shows a significant influence of the tidal swims on particle transportation in all 

three directions revealed by the centroid trajectories and RMSE between the swim 

scenario conjugates. Flood swimming (Rule-2) drove the particle mass westward to 

the sea as the swimming negated some of the flood tide passive drifting, which 

would act to transport particles eastward into the harbour. In contrast, the particle 

mass moved more eastward inside the harbour under ebb swimming (Rule-3) as 

westward flood tide passive drifting was negated. Tide-independent swimming 

(Rule-1) kept the particle mass roughly centred on the release location as both flood 

and ebb tide passive drifting was negated by the continual swimming. The results 

provide clear evidence that any tidal influence on horizontal swimming can 

potentially significantly influence jellyfish transport and can result in notable 

different transports. The results also provided further confirmation that the swim rule 

model code was performing correctly. 

 

Fig 7.8 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 1, 2, and 3(1) as per J-18495 model. 

7.3.3.2. Swim Speed 

Jellyfish may exhibit variable swim speeds due to their individual variations, more 

specifically, the size variation. A larger jellyfish is expected to swim faster due to their 
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larger bell pocket size, enabling them to push off the water quicker than a smaller 

individual. A transporting swarm of jellyfish composed of individuals of different 

sizes swim at different speeds, which impacts their net transportation. Swimming 

speed was specified in the model as either a constant value or a value which varied 

in relation to the ambient tidal current (i.e., flow-dependent). The model’s sensitivity 

to swimming speed was investigated from the comparison of scenarios using the 

following swim rules: 

• Rule-3: constant swim speed with ebb-only, against tide swimming 

• Rule-7, 8, 10: flow-dependent swim speed with particles swimming with the 

tide on the flood tide and against the tide on the ebb tide. 

• Rule-12: flow-dependent swim speed where the strength of flow 

dependence and direction of swimming changes over the course of a tidal 

cycle.  

Constant Swim Speed 

Rule-3 used a constant swim speed with ebb-only against tide swimming and was 

therefore used to assess the effect of varying the constant swim speed. Three 

scenarios were run using different swim speeds of 0.02, 0.05, and 0.08 m/s. The 

particle mass centroid trajectories are presented in Fig 7.9. The passive drift 

scenario is again included for reference and shows that ebb-tide swimming, 

regardless of swim speed, resulted in the particles travelling further east and south 

along the harbour. The variation in the swim speed created variations in transport in 

all three directions. Increasing the swim speed resulted in the particle mass 

travelling progressively eastward and southward as the stronger swim speeds 

negated more of the westerly ebb tide passive drifting. This trend is confirmed by 

ranking the easting and northing RMSE of the scenario conjugates. The results 

confirm that the model is very sensitive to swim speed when a constant swim speed 

is specified. 
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Fig 7.9 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenario 3 as per J-18495 model. 

Flow-dependent Swim Speed 

The sensitivity of the model to flow-dependent swim speed was assessed using 

scenarios which implemented Rules-7, 8 and 10, which were all based on the 

specification of a flow-dependent swim speed, i.e., the swim speed was specified as 

a percentage of the ambient current speed using the swim speed proportionality 

constant, β. For all three scenarios, particles swam with the tide on the flood tide and 

against the tide on the ebb tide. 

Fig 7.10 compares the particle mass trajectories obtained for Rule-7 and Rule-8. 

According to Table 7.2, for Rule-7, β was set to a relatively low value of 15%, and the 

same value was specified for both the flood and ebb tides. By comparison, Rule-8 

used the same value for the flood tide but used a value greater than 100% for the 

ebb tide. This meant that on the ebb tide, the passive drift was completely 

overcome, and net transport was in the opposite direction to the ebb tide – we call 

this ebb drift neutralisation. For Rule-8, two different scenarios were run where the 

second scenario – Rule-8(2) – used higher values of β than the first – Rule-8(1). For 

Rule-8(2), β was set to 20% and 120% for the flood and ebb tide, respectively, 

compared to 15% and 115%, respectively, for Rule-8(1). 
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According to Fig 7.10, all the swim scenarios resulted in noticeably different particle 

centroid trajectories to the passive drift model. The low dependence flood and ebb 

swimming of Rule-7 resulted in the particles being transported east and west of the 

release location but with their centroid remaining centred around the release 

location. Interestingly, there was negligible difference between the trajectories 

simulated using Rule-7 compared to Rule-8(1), which reveals that ebb neutralization 

on its own was not enough to significantly impact transport relative to low ebb flow 

dependence.  

In contrast, the results for Rule-8(2) show a significant difference from those from 

Rule-8(1). This implies that ebb neutralization could only create an influence above 

a particular threshold swim speed, dictated in this instance by the value of β. 

Scenario 8(2) drove the particles more east and south inside the harbour, while the 

lower speed scenario (Scenario 8(1)) and the speed upon the equalization strategy 

(Scenario-7) kept the particle mass or the net transport roughly to their release 

location, even at the end of a 7-day simulation period. Across depth, all the swim 

scenarios exhibit centroid trajectories the reflect the DVM pattern of movement. 

 

Fig 7.10 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 7 and 8 as per J-18495 model. 

Strength of Flow-Dependent Swim Speed 

The sensitivity of the model to the strength of the flow-dependent swim speed was 

investigated by comparing results from the Rule-7 scenario (β=15% for flood and 
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ebb) with two scenarios based on Rule-10, which used values ebb drift neutralisation 

values for β greater than 100% and flood values of β that were half those of the ebb 

tide. β values for Scenario 10(1) were 60% and 120% for the flood and ebb tide, 

respectively, while those for Scenario 10(2) were 75% and 150%. Fig 7.11 shows the 

differences in the particle centroid trajectories for the three scenarios. It can be seen 

that the ebb neutralisation and the faster flood swim speeds of Rule-10 caused a 

significant easterly movement of the particles compared to Rule-7. In addition, the 

trajectories of the Rule-10 scenarios are very similar, as demonstrated by the RMSE 

of 446.04 m E and 279.25 m N between scenarios 10(1) and 10(2) compared to the 

RMSE values of the other scenario conjugates. Interestingly, there is less spatial 

variation in the trajectory for the 10(1) scenario than the 10(2) scenario; this may be 

due to the higher flood and ebb swim speeds.  

The centroid trajectories of Scenarios 8(1) and 8(2) are compared with those from 

Scenarios 10(1) and 10(2) in Fig 7.12. Of particular interest here is the comparison 

between 8(2) and 10(1). For these scenarios, both used the same ebb tide β value 

of 120% but used different flood tide β values with 8(2) using a lower value of 20% 

compared to 60% for 10(1). The difference in the flood tide β value affected a 

significant difference in particle transport, as evidenced by the different centroid 

trajectories. The larger flood tide value, and thus faster flood tide swim speeds, of 

10(1) resulted in the particles covering more distance on the flood tide and thus 

travelling farther eastward into the harbour. 
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Fig 7.11 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 7 and 10 as per J-18495 model. 

 

Fig 7.12 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 8 and 10 as per J-18495 model. 

 

Dynamic Orientation and Respective Flow Dependence of Swimming 

The speed variations in the swim simulated as per the observed conditional 

orientation (proportionate) strategy (Rule-12) were analysed to exhibit the sensitivity 

of the model to variations within that strategy. The speed setting was configured by 

integrating the drift neutralization factor against the tide and assigning variable 

combinations across the scenarios at +20/−120, +40/−140, +50/−150, and 

+80/−180 percent of the current flows. Each combination in the configuration was 

composed of the tidal (flood and ebb) and orientation (with and against the tide) 
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components at conditional proportions and simulated as per their execution 

equivalences (as in Table 7.2). The sensitivity analysis of the scenarios is presented 

in Fig 7.13. The figure shows the centroid trajectories illustrated spatiotemporally 

and their RMSE estimated between every two-speed combination of the strategy. 

Such an analysis of those four scenarios of four orderly speed combinations 

simulated in Rule-12 reveals their transport sensitivity to speed within the strategy. 

All the scenarios resulted in a south-easterly net transport with some individual 

transport variations at each, as shown in the figure. Their relative variations can be 

known from the RMSE of the scenario conjugates. The highest RMSE, 902.40 m E 

and 474.32 m N, are estimated between scenarios 12(1) and 12(4). This effect has a 

causal relationship with the fact that they are separated by the highest speed 

variation than the other scenario conjugates tested on this strategy. The trajectory 

lines and the relative RMSE in the figure reveal that the scenario transports were in 

order of the swim speed in the strategy. The speed combination +50/−150 in 

Scenario-12(3) let many particles dive deeper than the other three speed levels and 

created a depthwise transport variation from those, which is confirmed 

quantitatively by the highest RMSE levels of the respective scenario conjugates 

(3.24~3.31 m), as shown in Fig 7.13C. All these analyses prove that the setting and 

level of speed in a swim strategy are potential sources of transport variation. 

 

Fig 7.13 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenario 12 as per J-18495 model. 
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7.3.3.3. Swimming at Slack Tide 

Rule-5 is based on the premise that a peak in swimming may occur at a time when 

there are little or no tidal currents (i.e. slack tide) and that this swimming at a time of 

minimal passive drift might have a noticeable effect on particle transport. To 

investigate this hypothesis, scenarios implementing Rule-4 and Rule-5 were 

executed. Both scenarios had no swimming on the flood tide and complete ebb 

neutralisation swimming on the ebb tide (β=100%), but Rule-5 additionally allowed 

swimming at a constant speed of 0.08 m/s (based on the measured tidal currents in 

Killary) at the time around slack tide. The comparative analysis of centroid 

trajectories is presented in Fig 7.14. The figure shows that the incorporation of peak 

swimming at slack tide drove the particle mass eastward inside the harbour. The 

extent of the influence is ascertained by RMSE and estimated to be 1459.2 m, 

937.21, and 2.98 m in the longitudinal, lateral, and vertical directions, respectively, 

proving a significant transport variation. , such behaviour of peaking the swim by a 

jellyfish during slack tide has the potential to result in significant transport variations. 

 

Fig 7.14 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 4 and 5 as per J-18495 model. 

7.3.3.4. Drift Neutralisation 

Ebb tide swimming was of particular interest as neither the passive drift nor the DVM 

model affected sufficient easterly movement to particles to match the transport of 

J-18495. In Killary, the flood tide passively advects particles in an easterly direction 
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into the harbour while the ebb tide advects them in a westerly direction back out 

towards the sea. To negate the westerly ebb tide passive drift, particles were 

enabled with active swimming against the ebb tide, which was of sufficient strength 

to completely overcome the passive drifting, and the result allowed them to travel 

in an easterly direction on an ebb tide. This was achieved by specifying a value of 

β>100%.  The effect of this strategy on jellyfish transportation was investigated by 

comparing a scenario with Rule-7, for which β was 15 % for both tides, with a 

scenario with Rule-11, for which β was 15 % for the flood tide but 150% for the ebb 

tide. The centroid trajectories are compared in Fig 7.15. The figure shows that 

introducing ebb drift neutralisation drove the particle mass eastward inside the 

harbour and provides evidence that ebb (or flood) drift neutralisation can have a 

significant influence on transport. 

 

Fig 7.15 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 7 and 11 as per J-18495 model. 

7.3.3.5. Flood Tide Swimming 

Varying the directional configuration of swim orientation based on tide and depth 

is expected to create variable impacts on jellyfish transportation. To investigate this, 

the ebb-exclusive swim model was modified to a universal swim model by activating 

the swim over both the flood and ebb tides. However, the swim configuration over 

the tidal orientation was made variable in two scenarios as per the swim rules 6 and 

7. Its transport impact was explored by comparing the outputs of the simulations. 
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The swim was universally invoked against the tide at an equal speed (15 % of the 

flows) in both scenarios except, for a change, with the tide while the particles were 

lying deep in flood water. The effect of such a change in the configuration is 

presented in Fig 7.16 regarding the RMSE of the respective centroid trajectories. 

The figure shows that varying the swim configuration over the tidal orientation 

based on the particle depth created just some transport variation but could not 

influence the net transport to a level that can validate this strategy as a potential one 

to cause a transport impact. The transport variation caused due to this 

configurational variation is displayed in the figure by the trajectories. The extent of 

the variation is ascertained by RMSE and estimated to be 371.15 m, 222.74, and 

0.70 m in the longitudinal, lateral, and vertical directions, respectively. Yet, 

depending on individual variation, a jellyfish may exhibit the swim orientation 

behaviour on any travel occasion as an adaptive strategy. 

 

Fig 7.16 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 6 and 7 as per J-18495 model. 

7.3.3.6. Minimum Swim Speed 

Maintaining swim speed relative to current flows in jellyfish is a process that calls on 

the energy to be utilised by them efficiently at the least possible cost of energy. At 

times when currents are reducing to very low values, but the water depth is still deep 

enough to support swimming activity, the jellyfish may want to continue moving with 

a minimum swim speed rather than a lower flow-dependent swim speed. Rule-9 
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implemented this behaviour where for the flow-dependent swim, a jellyfish may 

maintain a minimum speed even if the flow speed drops below a certain level. A 

current speed of 0.2 m/s was considered as the threshold for the Killary Harbour 

model, below which the swim in the model was set independent of the currents and 

instead maintained at 0.2 m/s. Its effect on transportation was investigated by 

comparing the centroid trajectories of the scenarios simulated without and with the 

minimum speed functionality (as per rules 8 and 9, respectively).  

The centroid trajectories from the runs are presented in Fig 7.17. The figure shows 

that the east-west transports in Scenario-9 differ significantly from Scenario-8(2) by 

a very low RMSE at only 67.4 m, which represents an insignificant transport variation, 

whereas from Scenario-8(1) by 1293 m, which represents a significant transport 

variation (Fig A). It is here to note that Scenario-9 was adapted from Scenario-8(1). 

The outputs indicate that the strategy of using a fixed minimum swim (Scenario-9) 

influenced the overall transport by creating a variation from the transport that was 

without this strategy (Scenario-8(1)). The strategy created a transport effect like 

Scenario-8(2), which had a different swim speed than Scenario-8(1). Furthermore, 

the strategy transported the particles farther eastward inside the harbour since the 

transport was supplemented by the minimum swim against the ebbtide. The 

transport variations and trends are similar in the north-south (Fig B) and vertical (Fig 

C) directions. 

 

Fig 7.17 Spatiotemporal trajectories of particle centroid and RMSE of trajectory-pairs along the (A) 

east-west, (B) north-south, and (C) vertical directions illustrated upon passive drift and swim 

scenarios 8 and 9 as per J-18495 model. 
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7.3.4. Comparison of Model Performance Across Swim Rules 

A total of twelve swim rules were devised for testing their relative performance in 

simulating jellyfish transport of J-18495. Using these rules, a total of nineteen 

scenario simulations were executed and analyzed. The same hypothesis used for 

the DVM modelling was used for the swim modelling, i.e., that coupling any 

behavioural transport (e.g., swim) with the routine passive drift could bring a 

positive effect on the transport agreement. Additionally, studying the transport 

patterns of the different swim rules would provide learning insights to better 

understand the effects of behavioural swimming on jellyfish transport.  

7.3.4.1 Spatiotemporal Analysis of Transport 

To test the hypothesis, the transport patterns of the swim-modelled particles and 

their agreement with the observed jellyfish in Killary were compared across the 

various swim scenarios and with the passive drift models. Fig 7.18 and Fig 7.19 show 

the spatiotemporal detections of the surface (Fig 7.18) and mid-depth (Fig 7.19) 

released particles which help to explore the variability in their transport distribution 

patterns across the model scenarios. Movements of the J-18495 jellyfish were 

detected in both the short-term and the long-term, indicated by the tracking periods 

from 3-11 hr and 120-133 hr, respectively. There was very little variability in transport 

results in the short term as there was insufficient time for any large movements to 

occur.  

Fig 7.18T and Fig 7.19T show the detections of passively drifted particles over the 

course of the surface and mid-depth release simulations, and the recorded 

positions of the jellyfish are indicated by the red boxes. Model detections in the 

long-term period show that the passively drifted particles spread quite uniformly in 

both directions east and west from their initial release at S4, whereas the swimming 

particles showed more variable distribution patterns across the swim strategies (Fig 

7.18 and 7.19 A~S). Similar long-term transport patterns to the passive drift were 

obtained with the swim scenarios where ebb-drifting was counterbalanced by 
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swimming in the opposite direction to the tide (Scenarios-4, Scenarios-5 and 6) and 

with one of the conditional swim rules (Scenarios-12(1)).  

For the tide-dependent swim scenarios (1-3), where swimming was executed at a 

constant rate of 0.05 m/s against the tide, the effect of tide specificity is evident from 

the results shown in Fig 7.18/7.19 A, B, and C. When swimming took place on both 

tides (plot A), particles still travelled relatively equally east and west of the release 

location, but they did not travel as far east or west as the passive drift particles, and 

none were detected at N1 in the inner harbour as per the observed jellyfish. For 

flood swimming (plot B), particles travelled more westward towards the sea as the 

swimming negated some of the eastward drifting on the flood tide; no particles 

were detected east of the S4 detection zone. For ebb-swimming (plot C), the 

particles moved more eastward inside the harbour as some of the westward ebb-

drifting was negated; only a small percentage of particles were detected west of S4. 

Of the three scenarios, the long-term particle movements of the ebb-swimming 

scenario were most agreeable with the observed movements of J-18495. As might 

be expected, the distribution of particles for the ebb-swimming scenario also 

differed when the swimming speed was varied, with more particles travelling further 

eastward as the swimming speed was increased. Upon varying the ebb-exclusive 

swim speed from 0.02 m/s to 0.05 m/s and 0.08 m/s (Scenario 3(1)~3(3)), the particle 

distributions across detectors remained similar, but a greater proportion of particles 

moved further inside the harbour as the swim speed was increased (indicated by 

the detections in Fig 7.18C~E and Fig 7.19C~E).  

Fig 7.18 and 7.19 I~O show that when swim speed is specified as a percentage of 

the flow speed, varying the strength of the flow dependence results in different 

transport distributions. All these scenarios specify against-tide swimming on the 

ebb tide, but on the flood tide, the swimming direction is depth dependent with 

particles swimming with the flood tide in deep water and against the tide in shallow 

water. Looking at the results, it is seen that scenarios 7 and 8(1) produced similar 

distributions, and scenarios 8(2), 9, 10 and 11 also produced similar distributions, 

which were different to those of 7 and 8(1). The latter set of scenarios all had much 
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higher strength ebb tide swimming than scenario 7; thus, their particles could 

overcome more of the ebb drift, allowing them to travel further east into the harbour. 

This is clearly seen comparing plots K, L, M, N and O with the plot I (scenario 7). In 

plots, K, L, M, N and O, much greater proportions of the particles were detected east 

of the release zone S4. Particle release depth also had some impact on the results 

of Scenarios 8(2), 9, 10 and 11, with particles that were released at mid-depth 

travelling further eastward than those released at the surface.  

The effect of flood tide swimming strength can be seen by comparing scenario 10(1) 

with scenario 8(2) and scenario 10(2) with scenario 11. For these respective pairs, 

the ebb tide swimming strengths were the same, but the flood tide swimming 

strengths were higher for the first-named of the pairs. Since most of the particles in 

the simulation reside in deep water, flood tide swimming is predominantly with the 

tide, so stronger flood swimming speeds result in particles travelling further 

eastward.  

The effect of specifying slack tide as a time of peak swimming can be seen by 

comparing plot G for scenario (5) with plot F for Scenario 4(3). Both scenarios had 

no flood tide swimming, against-tide ebb tide swimming at the same strength 

swimming speed, but scenario 5 allowed higher speed swimming at a speed of 0.08 

m/s near slack tide on the ebb tide. The plot comparisons show that the strategy of 

peak swim at slack tide pushed the particles further eastward inside the harbour due 

to additional and stronger swimming against the tide near slack tide. So, enabling 

jellyfish motility with peak swimming at slack tide is a potential transport strategy 

that might cause a swarm formation inside the harbour. Particle-releasing depth had 

no differential effect on this strategy, as demonstrated by comparing the effects 

between the surface and mid-depth released particles. 

To investigate the effect of varying the against-tide ebb swim speed, two different 

speed levels at 15 % and 150 % of the current speed were used for scenarios 7 and 

11, respectively. The transport distributions can be compared in plots I and O of Fig 

7.18/7.19. The figures show that the distribution shifted farther inward within the 

harbour with increasing swim speed against the ebb tide, and this happened 
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regardless of the particle release depth. Thus, the ebb swim speed can potentially 

contribute to a swarm formation inside the harbour. 

The effect of ebb drift neutralization is demonstrated by results from Scenario-7 and 

Scenario-8, where Scenario-8 included ebb neutralisation and Scenario-7 did not. 

The strategy was based on specifying a flow-dependent swim strong enough to 

neutralize passive ebb drifting and was meant to create an effect that caused more 

particles to end up inside the harbour. The results of scenarios 8(1) and 8(2) show 

that this did not happen until the flow dependence was increased to 120% (Fig 7.18 

and 7.19 K vs J, respectively). 

Scenario 9 specified a minimum swim speed, such that the particles' swim speed 

could not fall below this level near slack tides. The distributions are shown in Fig 

7.18 and 7.19 L. The figure shows an inclination of the particle distribution inside 

the harbour, which is quite similar to that of scenario 8, which does not have the 

minimum swim speed; thus, its effect appears negligible. 

The transport distributions of the scenarios configured by variable levels of 

proportionate swims (Scenario-12) are presented in Fig 7.18 and 7.19 P~S. The 

figures show an increasing trend of easterly mobility of the particles with increasing 

swim speed across the scenarios within the strategy caused by the net differential 

effect between the easterly and westerly movements. The effect was more 

noticeable when the particles were released from the mid-depth water (Fig 7.18 P~S 

vs 7.19 P~S). The resultant easterly transport due to this swim behaviour was also 

more noticeable for particles released at mid-depth rather than those released at 

the surface, likely due to the surface currents being stronger.  
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Scenario-1 Scenario-2 Scenario-3(2) 

Scenario-3(1) Scenario-3(3) Scenario-4 

Scenario-5 Scenario-6 Scenario-7 

Scenario-8(1) Scenario-8(2) Scenario-9 
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Fig 7.18 Spatiotemporal detections of surface-released particles from J-18495 scenarios. 
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Fig 7.19 Spatiotemporal detections of mid-depth-released particles for J-18495 scenarios. 
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7.3.4.2. Agreement with Observations 

Quantitative analysis of agreement with the scenario results with the observed 

detections of J-18495 are presented in Tables 7.3 and 432 for surface-released and 

mid-depth-released particles, respectively. The quantifications include the same 

statistical parameters used for the DVM modelling analysis: (1) the number of model 

particles present in the domain at each detection time instance, (2) the percentage 

agreement of the particles still present in the domain with the observed detection 

location, and (3) the distance of the centroid of all available particles in the model 

domain from the centre of the observed detection zone. 

The number of particles present in the domain significantly affects the agreement 

statistics, as the percentage agreement is based on this number rather than on the 

total number of particles released. Therefore, fluctuations in this parameter over the 

simulation period influence the others. As Table 7.3 shows, in the short term (3-11 

hrs after release, i.e., close to one tidal cycle), 100% of particles were present within 

the model domain. However, in the longer term (after about 10 tidal cycles), 100% 

of particles remained in just 12 of the scenarios; in the other 8, between 0~39 % of 

the surface released particles and 0~37 % of the mid-depth released particles left 

the domain depending on the scenario. Generally, the percentages of particles that 

left the domains were higher for the surface-release scenarios than the mid-depth 

release scenarios. The stronger surface current likely contributed mostly to 

transporting more of the particles out of the domain. The particle retention was seen 

to be impacted by a combination of relative exposure and time spent at the high, 

moderate, and low flow speeds regulated by depth migration and different initial 

drives at different depths mapping particles in horizontal space. Thus, higher 

retention was seen for the particles released at mid-depth than at the surface. Since 

the swim scenarios were developed to encourage more eastward transport of the 

particles, most of the swim rules devised for testing demonstrated the ability of full 

particle retention; the exceptions were rules 2, 6, 7, and 8(1). 
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Percentage agreement is treated here as the most important model performance 

indicator, as it indicates a one-to-one match (as closely as the data allows) of the 

modelled and the observed transports. As can be seen in Table 7.3, percentage 

agreement varied with time during a scenario, as well as across scenarios. In each 

of the swim model simulations, the percentage agreement was higher for short-term 

transport (3~11 hr after particle release) compared to long-term transport (120~133 

hr after release) for both surface and mid-depth releasing particles. This may be due 

to a combination of factors. First, the jellyfish might exhibit an initial short period of 

acclimatization to the hydrodynamic environment immediately after its release in 

the water, during which it might exhibit different, or no, swimming behaviour to 

normal. Similarly, in the shorter term, neither advection, diffusion, diel vertical 

migration, nor swimming has had sufficient time to cause any large variations in 

particle locations, and they generally remain quite clustered and close to their 

release location for that period. As a result, the modelled particles generally agree 

better with the observed jellyfish in this period.  

At the time of the jellyfish release, it may be hypothesised that the jellyfish found 

itself in a phase of transitioning to a new environment and flow field, distinct from 

its previous conditions. During this phase, the flow dynamics exerted a greater 

influence on the jellyfish's movements compared to the biological cues of the 

jellyfish itself. Consequently, the jellyfish initially moved in alignment with the 

prevailing flows, representing its short-term behaviour immediately following its 

introduction to the new flow field. The model particles were configured to drift 

passively with the flows, as they are inanimate and virtual representations of the 

jellyfish. Hence, their transport patterns mirrored the jellyfish's short-term drifting 

behaviour. However, over an extended period, as the jellyfish became acclimated 

to the new flow field, they began to exhibit variable transport behaviour. As their 

transport behaviour gradually deviated from purely drift-driven movements, and 

instead displayed a more intricate pattern, it raises the question of whether jellyfish 

possess a drift-coupled swimming motility behaviour in their long-term response to 

the flow environment. 
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The majority of models predicted the location of the jellyfish from hours 3-6 to a 

very high degree, although there were some exceptions, such as Scenario 1, which 

implemented both flood and ebb swimming. From hours 8-11, the percentage 

agreement of many swim scenarios reduced to zero, but this recovered to varying 

degrees in the longer term. In the short term (6-11 hrs), the highest percentage 

agreement was achieved by Scenario 2, with an average over this time of 94 % and 

88.71 % for the surface and mid-depth released particles, respectively. In the longer 

term (120-133 hrs), Scenario-12(4) achieved the highest agreement with an average 

percentage agreement of 19.17 % and 25.67 % for the surface and mid-depth 

released particles, respectively; indeed, the mid-depth release for this scenario 

achieved the highest percentage agreement of all the swim scenarios, 55%, at 120 

hr after the release of the particles. 

The distances of the particle centroids from the respective detectors at the various 

detection instances of the observed jellyfish is the second important model 

performance indicator as it determines the model’s tendency towards an 

agreement by a proximity analysis rather than a direct match. Thus, particles that are 

in the correct area of the harbour but are not within a particular detection zone are 

taken into account. In the short term, the centroids were mostly located within the 

correct detectors (500 m radius), with some exceptions. In the longer term, their 

distances range from a few hundred to a few thousand meters. According to Table 

7.3, particle centroids were located at distances from the respective detectors 

ranging from 0.0 to 0.7 km in the short term and 0.15 to 11.29 km in the long term. 

Swim scenarios show high variability in this measurement in the longer term, but the 

scenario with the closest mean distance of the centroids with respect to the 

detectors had the highest probability of agreeing with the observed transportation. 

Multicriteria analysis of this agreement is presented later in this chapter. 
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Table 7.3a Quantitative transport agreement of surface released particles in different scenarios. 
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Swim rules and respective model scenarios 

Rule-1 Rule-2 Rule-3 No swim (drift only) 

Scenario 1 Scenario 2 Scenario 3(1) Scenario 3(2) Scenario 3(3) Passive Drift 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 16 22 100 61 0 100 100 0 100 100 0 100 100 0 100 99 0 

S4 4 100 85 0 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 

S4 5 100 68 0 100 100 0 100 98 0 100 99 0 100 100 0 100 100 0 

S4 6 100 8 75 100 99 0 100 90 0 100 97 0 100 100 0 100 100 0 

S5 8 100 89 0 100 98 0 100 0 553 100 0 486 100 0 448 100 27 110 

S5 9 100 95 0 100 100 0 100 0 299 100 0 375 100 0 442 100 86 0 

S5 11 100 96 0 100 100 0 100 38 8 100 0 177 100 0 291 100 57 0 

S1 120 100 0 4095 82 0 10096 100 10 1205 98 22.45 869 100 10 997 77 7.79 3048 

N1 125 100 0 4844 69 0 11835 100 5 2451 97 6.19 1663 100 4 1591 68 2.94 3847 

N1 129 100 0 4760 55 0 11215 98 4.08 2387 93 6.45 1506 99 7.07 1705 65 4.62 3384 

N1 130 100 0 4762 63 0 11745 98 3.06 2322 93 7.53 1525 99 6.06 1742 65 4.62 3110 

N1 131 100 0 4740 63 0 11737 98 3.06 2431 93 6.45 1606 99 5.05 1810 65 4.62 2948 

S1 133 100 0 4123 61 0 11109 98 7.14 1816 93 17.2 824 99 13.13 1074 63 9.52 2367 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining in the domain that were located in the correct 

detection zone, [3] Distance (m) of the centroid of remaining particles from the centre of the correct detection zone.  
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Table 7.3b Quantitative transport agreement of surface released particles in different scenarios (due part). 
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Swim rules and respective model scenarios 

Rule-4 Rule-5 Rule-6 Rule-7 Rule-8 

Scenario 4 Scenario 5 Scenario 6 Scenario 7 Scenario 8(1) Scenario 8(2) 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 

S4 4 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 

S4 5 100 100 0 100 100 0 100 93 0 100 93 0 100 93 0 100 100 0 

S4 6 100 100 0 100 100 0 100 72 0 100 72 0 100 72 0 100 100 0 

S5 8 100 0 241 100 0 450 100 0 579 100 0 579 100 0 579 100 0 546 

S5 9 100 0 241 100 0 450 100 0 292 100 0 291 100 0 291 100 0 546 

S5 11 100 0 190 100 0 419 100 86 0 100 86 0 100 86 0 100 0 545 

S1 120 100 12 3395 100 17 773 80 8.75 2677 73 1.37 3279 84 1.19 3361 100 10 1374 

N1 125 100 10 4019 100 6 1585 77 1.3 3858 63 1.59 3879 76 1.32 3986 100 2 2188 

N1 129 100 3 4072 100 6 1522 78 0 3766 61 0 3869 74 0 3986 100 2 2092 

N1 130 100 3 4067 100 5 1529 78 1.28 3746 61 0 3854 74 0 3986 100 2 2092 

N1 131 100 4 4063 100 5 1513 77 1.3 3771 61 0 3868 73 0 3970 100 2 2092 

S1 133 100 3 3472 100 10 783 77 6.49 3189 60 0 3151 71 1.41 3374 100 8 1306 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining in the domain that were located in the correct 

detection zone, [3] Distance (m) of the centroid of remaining particles from the periphery of the correct detection zone. 
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Table 7.3c Quantitative transport agreement of surface released particles in different scenarios (due part). 

D
e

te
c

to
r 

D
e

te
c

ti
o

n
 

ti
m

e
 

(h
r)

 

Swim rules and respective model scenarios 

Rule-9 Rule-10 Rule-11 

Scenario 9 Scenario 10(1) Scenario 10(2) Scenario 11 

1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100 0 100 100 0 100 99 0 100 100 0 

S4 4 100 100 0 100 95 0 100 34 64 100 100 0 

S4 5 100 100 0 100 44 11 100 4 409 100 100 0 

S4 6 100 100 0 100 32 158 100 2 596 100 100 0 

S5 8 100 0 546 100 0 1210 100 0 1416 100 0 527 

S5 9 100 0 546 100 0 1286 100 0 1307 100 0 690 

S5 11 100 0 545 100 0 1466 100 0 1097 100 0 948 

S1 120 100 6 1583 100 6 63 100 15 0 100 31 0 

N1 125 100 3 2273 100 3 840 100 17 690 100 11 531 

N1 129 100 3 2271 100 2 806 100 8 660 100 10 78 

N1 130 100 3 2271 100 2 804 100 8 646 100 15 0 

N1 131 100 3 2271 100 2 790 100 11 660 100 15 14 

S1 133 100 5 1588 100 13 21 100 9 0 100 22 288 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining 

in the domain that were located in the correct detection zone, [3] Distance (m) of the centroid of remaining 

particles from the periphery of the correct detection zone. 

 



Chapter 7: Swim Modelling 

267 

 

Table 7.3d Quantitative transport agreement of surface released particles in different scenarios (due part). 
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Swim rules and respective model scenarios 

Rule-12 

Scenario 12(1) Scenario 12(2) Scenario 12(3) Scenario 12(4) 

1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100 0 100 100 0 100 100 0 100 70 0 

S4 4 100 100 0 100 100 0 100 100 0 100 100 0 

S4 5 100 100 0 100 100 0 100 100 0 100 100 0 

S4 6 100 100 0 100 100 0 100 100 0 100 100 0 

S5 8 100 0 193 100 0 182 100 0 325 100 0 123 

S5 9 100 0 239 100 0 233 100 0 419 100 0 241 

S5 11 100 0 248 100 0 286 100 0 522 100 0 388 

S1 120 100 10 1649 100 11 1107 100 16 570 100 24 1055 

N1 125 100 9 2268 100 11 1776 100 2 1359 100 20 1758 

N1 129 100 6 2339 100 2 1298 100 7 1217 100 25 1310 

N1 130 100 7 2393 100 3 1209 100 8 1137 100 19 1259 

N1 131 100 6 2486 100 3 1216 100 8 1091 100 21 1252 

S1 133 100 6 1915 100 7 416 100 14 99 100 6 252 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining 

in the domain that were located in the correct detection zone, [3] Distance (m) of the centroid of remaining 

particles from the periphery of the correct detection zone. 
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Table 7.3e Quantitative transport agreement of mid-depth released particles in different scenarios. 
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Swim rules and respective model scenarios 

Rule-1 Rule-2 Rule-3 No swim (drift only) 

Scenario 1 Scenario 2 Scenario 3(1) Scenario 3(2) Scenario 3(3) Passive Drift 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 66 0 100 100 0 100 100 0 100 100 0 100 100 0 100 99 0 

S4 4 100 99 0 100 100 0 100 99 0 100 100 0 100 100 0 100 100 0 

S4 5 100 92 0 100 100 0 100 78 0 100 91 0 100 98 0 100 100 0 

S4 6 100 44 10 100 100 0 100 63 0 100 80 0 100 92 0 100 100 0 

S5 8 100 57 0 100 24 59 100 0 693 100 0 723 100 0 659 100 27 110 

S5 9 100 85 0 100 97 0 100 0 484 100 0 553 100 0 619 100 86 0 

S5 11 100 96 0 100 100 0 100 12 96 100 0 278 100 0 525 100 57 0 

S1 120 100 1 4294 80 0 10012 99 7.07 2345 100 27 70 100 18 230 77 7.79 3048 

N1 125 99 0 4749 70 0 11346 97 6.19 2918 99 11.11 1147 100 3 1087 68 2.94 3847 

N1 129 98 0 4772 61 0 11222 97 1.03 2601 98 4.08 1052 100 8 1146 65 4.62 3384 

N1 130 98 0 4789 67 0 11576 97 1.03 2620 98 4.08 1040 100 9 1145 65 4.62 3110 

N1 131 98 0 4754 65 0 11504 97 1.03 2649 98 5.1 1036 100 10 1175 65 4.62 2948 

S1 133 98 0 4035 63 0 11096 97 3.09 1968 98 24.49 0 100 12 166 63 9.52 2367 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining in the domain that were located in the correct 

detection zone, [3] Distance (m) of the centroid of remaining particles from the periphery of the correct detection zone. 
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Table 7.3f Quantitative transport agreement of mid-depth released particles in different scenarios (due part). 
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Swim rules and respective model scenarios 

Rule-4 Rule-5 Rule-6 Rule-7 Rule-8 

Scenario 4 Scenario 5 Scenario 6 Scenario 7 Scenario 8(1) Scenario 8(2) 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 100 100 0 

S4 4 100 100 0 100 100 0 100 99 0 100 99 0 100 99 0 100 100 0 

S4 5 100 99 0 100 99 0 100 59 0 100 59 0 100 59 0 100 99 0 

S4 6 100 91 0 100 92 0 100 40 68 100 40 68 100 40 68 100 91 0 

S5 8 100 0 628 100 0 623 100 0 762 100 0 762 100 0 762 100 0 667 

S5 9 100 0 628 100 0 623 100 0 447 100 0 447 100 0 447 100 0 664 

S5 11 100 0 603 100 0 594 100 78 0 100 78 0 100 78 0 100 0 664 

S1 120 100 6 2838 100 9 357 94 8.51 2577 80 5 1349 87 6.9 3276 100 6 1533 

N1 125 100 13 3598 100 10 1257 88 1.14 3374 74 8.11 2489 78 1.28 3929 100 2 2262 

N1 129 100 7 3603 100 8 1217 88 0 3467 72 1.39 2406 76 0 3779 100 3 2253 

N1 130 100 7 3597 100 5 1227 88 0 3407 72 1.39 2446 76 0 3608 100 3 2253 

N1 131 100 8 3606 100 5 1271 88 0 3484 72 1.39 2596 76 0 3649 100 3 2253 

S1 133 100 4 3101 100 9 427 88 3.41 3306 72 5.56 2358 75 1.33 3266 100 6 1550 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining in the domain that were located in the correct 

detection zone, [3] Distance (m) of the centroid of remaining particles from the periphery of the correct detection zone. 
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Table 7.3g Quantitative transport agreement of mid-depth released particles in different scenarios (due part). 
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Swim rules and respective model scenarios 

Rule-9 Rule-10 Rule-11 

Scenario 9 Scenario 10(1) Scenario 10(2) Scenario 11 

1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100 0 100 100 0 100 93 0 100 100 0 

S4 4 100 100 0 100 58 0 100 9 256 100 100 0 

S4 5 100 99 0 100 12 248 100 0 629 100 100 0 

S4 6 100 91 0 100 10 399 100 0 864 100 99 0 

S5 8 100 0 667 100 0 1433 100 0 1675 100 0 656 

S5 9 100 0 664 100 0 1525 100 0 1579 100 0 830 

S5 11 100 0 664 100 0 1700 100 0 1373 100 0 1100 

S1 120 100 3 1600 100 7 0 100 11 1199 100 24 322 

N1 125 100 0 2292 100 6 162 100 15 0 100 9 0 

N1 129 100 0 2286 100 6 271 100 17 0 100 12 0 

N1 130 100 0 2286 100 6 303 100 19 0 100 17 0 

N1 131 100 0 2286 100 6 331 100 21 0 100 17 0 

S1 133 100 3 1543 100 9 0 100 7 435 100 12 708 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining 

in the domain that were located in the correct detection zone, [3] Distance (m) of the centroid of remaining 

particles from the periphery of the correct detection zone. 
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Table 7.3h Quantitative transport agreement of mid-depth released particles in different scenarios (due part). 
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Swim rules and respective model scenarios 

Rule-12 

Scenario 12(1) Scenario 12(2) Scenario 12(3) Scenario 12(4) 

1 2 3 1 2 3 1 2 3 1 2 3 

S4 3 100 100 0 100 100 0 100 100 0 100 100 0 

S4 4 100 100 0 100 100 0 100 100 0 100 100 0 

S4 5 100 100 0 100 100 0 100 100 0 100 100 0 

S4 6 100 99 0 100 100 0 100 100 0 100 100 0 

S5 8 100 0 586 100 0 508 100 0 467 100 0 372 

S5 9 100 0 606 100 0 586 100 0 580 100 0 517 

S5 11 100 0 626 100 0 650 100 0 681 100 0 717 

S1 120 100 18 1150 100 15 0 100 18 620 100 55 0 

N1 125 100 11 1846 100 27 694 100 1 1389 100 10 241 

N1 129 100 6 1704 100 13 746 100 8 1244 100 37 34 

N1 130 100 6 1788 100 16 791 100 8 1142 100 25 33 

N1 131 100 6 1853 100 15 842 100 7 1106 100 22 62 

S1 133 100 4 1197 100 7 0 100 14 96 100 5 185 

Column headings: [1] Number of particles remaining in the domain, [2] Percentage of particles remaining 

in the domain that were located in the correct detection zone, [3] Distance (m) of the centroid of remaining 

particles from the periphery of the correct detection zone. 
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Further analyses of the transport agreements in the tables above are presented in 

Fig 7.20-437, which plot the agreement metrics (A - percentage agreement and B- 

centroid distance) of the modelled particles against time for J-18495. The figures 

help to explore the overall suitability of the swim strategies. The better performance 

of any scenario is indicated by higher percentage agreement and lower centroid 

distance. 

For scenarios 1-3, where swimming was at a constant rate but depended on the 

stage of the tide, it can be seen from Fig 7.20 that Scenario-3(2), which specified 

ebb-only swimming against the tide, resulted in the highest percentage agreement 

and lowest centroid distances in the longer term compared to the scenarios with 

continual swimming (scenario 1) and flood-only swimming (scenario 2). This reveals 

that the jellyfish J-18495 may have used a swim strategy that helped it to limit the 

flow-induced westerly drift of the ebb tide to move eastward inside the harbour.  

Continuing with the ebb-only swim strategy and varying the constant swim speed, 

Fig 7.21 shows that the higher swim speeds of scenarios 3(2) and 3(3) resulted in 

higher percentage agreement and lower centroid distances in the long run. While 

there was little difference in the results of these scenarios, the percentage 

agreement and centroid distances were noticeably lower and higher, respectively, 

for the lowest swim speed (0.02 m/s) of scenario 3(1).  This demonstrates that a size 

variation in jellyfish which might influence their swim speed, could be significant 

when modelling the net transport of the jellyfish.  

The transport strategy that applied swimming during slack tide (scenario 5) 

produced a different performance to that without any such behaviour, as shown in 

Fig 7.22. According to the figure, although the percentage agreements between the 

scenarios were similar (Fig 7.22 A1, A2 S, L), the centroid distances of scenario-5, 

which was based on peak swim at 0.08 m/s against the slack tide, were much lower 

than scenario 4 in the long term (Fig 7.22 B1, B2 L),  indicating this to be a potential 

swim strategy.  
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Fig 7.23 shows transport metrics of several scenarios to allow a number of 

comparisons across scenarios. First, ebb-only swimming against the tide (Scenario-

6; blue line) can be compared with a scenario similar to the ebb swimming strategy 

but allowing deep water particles to swim with the flood tide (Scenario-7; orange 

line), where all swimming is at 15 % of the flow speed. In the short term, the scenario 

metrics overly each other and are, therefore, the same. In the longer term, 

differences are also negligible. For Scenario 7, a lower centroid distance is 

demonstrated by the mid-depth released particles compared to the surface release 

- this might be because the with-tide effect of Scenario-7 resulted in an initial drive 

to the sub-surface particles to let them move eastward inside the harbour, creating 

a higher tendency of agreement in that direction. Second, the agreement due to the 

drift-neutralizing swim against the tide (Scenario-8(1) & 8(2)) was compared to an 

ordinary swim (Scenario-7) and marked in the figure by grey, red and orange lines, 

respectively. In the short term, the scenario outputs are overlaying, meaning their 

agreements are the same. Longer term, the relative agreements show the drift 

neutralization behaviour gives better performance while being used with higher 

swim dependence (−115 % vs −120 %). The drift neutralization was found to be an 

important swim behaviour to be used in the jellyfish transport modelling. The 

agreement due to the minimum swim at low (< 0.2 m/s speed) flows (Scenario-9) 

was compared to an ordinary flow-dependent drift-neutralizing swim (Scenario-8(1) 

& 8(2)), marked in the figure by black, grey and red lines, respectively. The 

agreements shown by the respective scenarios are very close to each other, 

indicating that the use of a minimum swim speed has negligible influence over the 

other scenario.  

Specifying a flow-dependent swim speed in the model meant that the swim speed 

was controlled constantly by the flows. A particle thus swims faster when the 

ambient flows around the particle are higher in speed and swims slower when the 

ambient flow speed drops. The strength of this flow speed dependence varied 

between the scenarios in Fig 7.23, and it can be seen that Scenario-10 and Scenario-

11 gave the best long-term model performance with the highest percentage 

agreement and lowest centroid distances. This provides an insight that the jellyfish 
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might not swim at a fixed speed; rather, they might use variable speeds related to 

the ambient flow speeds.  

The performance metrics of the swim scenarios using varying combinations of the 

proportionate swim rule (Scenario-12) are presented in Fig 7.24. In the short term, 

performance metrics were the same (overlaying lines), but performances in the 

longer term varied. Scenario-12(4), using swim speeds of +80/−180 % of the flow 

speed, generated the highest agreement among the combinations tested. This was 

supported by the centroid distance estimation of the mid-depth releasing particles. 

The particle-releasing depths (either surface or mid) did not have any remarkable 

influence on the effect of this swim behaviour. The modelled transport behaviour 

found thereby reveals that J-18495 might not have swum at a fixed rate of the flows 

and might have shown adaptive behaviour in swimming. 
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Fig 7.20 Comparing agreements as per J-18495 among the swim scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth releasing particles over the 

short-term (S) and long-term (L) simulation periods. Real estimations are represented by the 

dashed lines and calculated means by the solid lines. [Notes: Specifications for the model 

scenarios are in Table 7.3. Centroid distances are from the periphery of the respective detectors.] 
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Fig 7.21 Comparing agreements as per J-18495 among the swim scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth releasing particles over the 

short-term (S) and long-term (L) simulation periods. Real estimations are represented by the 

dashed lines and calculated means by the solid lines. [Notes: Specifications for the model 

scenarios are in Table 7.3. Centroid distances are from the periphery of the respective detectors.] 
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Fig 7.22 Comparing agreements as per J-18495 among the swim scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth releasing particles over the 

short-term (S) and long-term (L) simulation periods. Real estimations are represented by the 

dashed lines and calculated means by the solid lines. [Notes: Specifications for the model 

scenarios are in Table 7.3. Centroid distances are from the periphery of the respective detectors.] 
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Fig 7.23 Comparing agreements as per J-18495 among the swim scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth releasing particles over the 

short-term (S) and long-term (L) simulation periods. Real estimations are represented by the 

dashed lines and calculated means by the solid lines. [Notes: Specifications for the model 

scenarios are in Table 7.3. Centroid distances are from the periphery of the respective detectors.] 
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Fig 7.24 Comparing agreements as per J-18495 among the swim scenarios in terms of (A) 

percentage and (B) centroid distance for (1) surface and (2) mid-depth releasing particles over the 

short-term (S) and long-term (L) simulation periods. Real estimations are represented by the 

dashed lines and calculated means by the solid lines. [Notes: Specifications for the model 

scenarios are in Table 7.3. Centroid distances are from the periphery of the respective detectors.] 
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7.3.4.3 Multicriteria Analysis 

Multicriteria Analysis (MCA) of model performance metrics, previously described in 

Chapter 5 Section 5.3.5.3, was used to assess overall model performance and 

determine the optimum swim rule. Fig 7.25 presents the MCA results for the 

different swim scenarios for jellyfish J-18495. The figure shows coloured dots on the 

spatiotemporal canvas where the colouring represents the MCA score which is a 

measure of the accuracy of the modelled particle transports at the specific jellyfish 

detection instances and locations. The MCA plots (A-T) are presented in order of the 

swim rules and scenario, as presented in Table 7.1 and Table 7.2. In the short-term 

of the swim simulations, the agreements were higher in all nineteen swim scenarios 

tested (MCA score ranges from 0.05 to 0.98 on a scale of 0-1) in the earlier hours. 

The cores dropped to some extent later in the short term in a few scenarios. This 

kind of drop in the level of agreement is seen in scenarios 5, 10, 11, and 12, which 

have been found to recover to some extent in the long-term period (Fig 7.25 G, 

M~S). This might be due to the actual swim of the jellyfish being variable over the 

period of transportation, e.g. they may not have actively swum immediately after 

their release, then began swimming with a strategy that did not match the modelled 

one but later changed to a strategy the matched the modelled one.  

The swim mechanisms devised for testing by model simulation were usually 

characterized to generate mutually exclusive transport patterns. In an individual 

scenario simulation, the modelled transport influenced by a particular swim may not 

fully comply with the observation in all instances of the period. However, the model 

is considered better performing when such compliance is achieved to a higher 

extent in the long-term transport simulation. So, the analysis will now be focused on 

the long-term MCA agreement investigations. As per the long-term investigations 

and the corresponding MCA scores ranging from 0.05 to 0.65 in Fig 7.25, the 

scenarios can be classified into lower and higher groups in terms of the level of 

agreement. Here, the effort of this analysis involves determining the closest swim 

strategy that agreed the best to the observed transportation and the gradual 

improvement of the strategies during their development. Among the tidal-stage-
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dependent swim scenarios, Scenario-3(2) and Scenario-3(3) with 0.05 m/s and 0.08 

m/s swim speed, respectively, against the ebbtide show some agreements in the 

long term. But the strategies have been ruled out at this stage as specifying a fixed 

speed for the swim would be an overconfident and imprudent approach. Yet, insight 

may be built up into this finding that the model jellyfish might have travelled with a 

swim speed of around 0.05-0.08 m/s against the ebbtide for a significant period of 

time.  
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Fig 7.25 Graphical representations of MCA of active swim scenarios (A~S) and passive drift 

scenario (T) for J-18495 jellyfish model. 
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The percentage agreement and centroid distances of the group of scenarios with 

the highest long-term MCA scores - scenarios 5, 10, 11, and 12 (Fig 7.25 G, M~S) - 

are presented separately in Fig 7.26 to assess their ranking. Time-averaged MCA 

scores, indicated by the horizontal lines, were computed here to explore the ranking 

among the scenarios. From Fig 7.26 A and B, it is seen that for Rules 10 and 12, 

Scenarios 10 (2) and 12(4) achieved the highest time-averaged MCA scores. These 

are compared to the MCA scores of the other higher-performing scenarios (5 and 

11) in Fig 7.26-C, which reveals that Scenarios 11 and 12(4) showed the highest 

potential in reproducing the observed transport of J-18495. Both scenarios 

achieved similar time-averaged MCA scores of 0.38, but scenario 12(4) achieved the 

highest score of any scenario – 0.65 at 120 hrs – and was thus considered the 

optimum strategy. The inclusion of jellyfish swimming and the optimisation of the 

swim rules meant the model was able to improve the transport agreement in the 

long term, compared to the passive drift model; long-term MCA scores for the 

passive drift model ranged between 0.11 and 0.19. Another notable observation is 

that the swim strategy of Scenario-12 was devised based on analysis of the observed 

jellyfish movements (for example, the extent of their tidal transports) and so is 

possibly more realistic compared to the other hypothesised strategies.  
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Fig 7.26 Comparing long-term MCA scores for J-18495 for (A) Scenario-10(1, 2), (B) Scenario-12(1, 

2, 3) and (C) their bests along with scenarios 5 and 11 modelled. Real estimations are represented 

by the dashed lines and calculated means by the solid lines. [For the scenario specifications, 

please see Table 7.3.] 

7.3.5. Behavioural Integration: Comparison across the Jellyfish Models 

In the field, the tagged jellyfish were released back to the water at different locations 

and were therefore exposed to different current fields, which would have affected 

their transports. After identifying the best-performing swim strategy for J-18495, it 

was then tested for the two other jellyfish with the next longest observational 

records - J-1162 and J-18500. A small number of other swim rules were also 

assessed for these jellyfish. 

7.3.5.1. J-1162 Swim Scenarios 

To assess the suitability and performance of swim rule 12(4) for J1162, 

spatiotemporal distributions of model particles within the various detection zones 

at times of recorded detections are presented in Fig 7.27. The figure shows the 

percentage detection of the particles (Fig A & B) and the observed detections of the 

jellyfish (Fig C). recorded data were only available up to 22 hours after the jellyfish 

release. According to Fig C, the jellyfish initially moved west from detection zone S4 

where it was released to S5, then moved back east to S4 and finally moved back 

west to S5 at its last time of detection 22 hours after its release.  However, according 
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to Fig A and B, the swim model transported the particles in the opposite direction 

to the recorded jellyfish transportation; the particle cloud initially moved eastward 

inside the harbour within the ranges of S4 and S3 detectors. This indicates that the 

speed and direction of the swim specified in the model were not able to mimic the 

jellyfish movements, possibly because swim rule 12(4) was devised based on the 

observed movements of a different jellyfish. Scenario-12(4) was therefore modified 

based on the transport analysis of J-1162. The new swim scenarios are presented in 

Table 7.4. Rather than swimming occurring on both the ebb and flood tide, as in 

scenario 12(4), the swim was only executed on the ebb tide. Flow-dependent swim 

speeds of 30, 60, and 80 % of the current speed were trialled. 

 

Fig 7.27 Modelled spatiotemporal detections of J-1162 for (A) surface and (B) mid-depth released 

particles and (C) observed spatiotemporal detections. 

Table 7.4 Customized swim scenarios for the J-1162 jellyfish model. 

Model scenario 

Tidally oriented swim period (%) Swim speed  

(% current speed) Floodtide Ebbtide 

WT AT WT AT WT AT 

R
e

f 

Scenario-12(4) 35 65 25 75 80 -180 

T
a

il
o

re
d

 Scenario-12(5) 0 0 100 0 30 0 

Scenario-12(6) 0 0 100 0 60 0 

Scenario-12(7) 0 0 100 0 80 0 
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The spatiotemporal distributions and detections for the new swim model scenarios 

are presented in Fig 7.28. The figures show that while some particles still travel east 

of the release zone, a greater number of particles remain within the release 

detection zone and some travel to the west to S6 in the later hours. This distribution 

was more like the movements shown by the observed jellyfish. 

 

Fig 7.28 Spatiotemporal detections of (A~C) surface and (D~F) mid-depth released particles of J-

1162 jellyfish model across scenarios. 

The transport agreements of the modelled particles for the new J-1162 scenarios 

are presented in Table 7.5. Agreement data for scenario 12(4) are not shown 

because it resulted in 0% agreement across all hours of detection. According to the 

table, the particle retention was 100 % in all scenarios due to the short period of 

simulation. Transport agreements varied across the swim scenarios, detection 

instances, and particle-releasing depths. In the first two-third period of particle 

tracking (0~15 hr), with the exception of hour 8, the model failed to achieve any 

match in detection instances; a maximum agreement of 58 % was achieved in hour 
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8. Later in the simulation (16~22 hr), the level of agreement improved, but it is 

difficult to distinguish which scenario produced the highest levels of agreement 

overall. 

Fig 7.29 helps to determine an overall ranking of the scenarios based on percentage 

agreement (A) and centroid distance (B). It shows that Scenario-12(5), having the 

lowest swim speed, was the poorest performing scenario. Scenario 12(6) was the 

best performer for surface-released particles, and scenario 12(7) was best for mid-

depth released particles.  
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Table 7.5 A comparison of quantitative transport agreement of surface and mid-depth releasing particles (as per J-1162) among 

different swim scenarios 
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Swim model scenarios 

Surface released particles Mid-depth released particles 

Scenario 12(5) 

SP (% CS) = 30 

Scenario 12(6) 

SP (% CS) = 60 

Scenario 12(7) 

SP (% CS) = 80 

Scenario 12(5) 

SP (% CS) = 30 

Scenario 12(6) 

SP (% CS) = 60 

Scenario 12(7) 

SP (% CS) = 80 

  1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

S5 6 100 0 432 100 0 422 100 0 475 100 0 1007 100 0 840 100 0 946 

S5 7 100 0 247 100 1 119 100 3 105 100 0 740 100 0 458 100 0 465 

S5 8 100 31 26 100 57 0 100 58 0 100 1 394 100 30 69 100 39 54 

S6 10 100 0 747 100 0 734 100 0 733 100 0 865 100 0 511 100 0 515 

S6 11 100 0 716 100 0 709 100 0 711 100 0 827 100 0 621 100 0 632 

S6 13 100 0 1016 100 0 976 100 0 980 100 0 996 100 0 936 100 0 1012 

S6 14 100 0 1070 100 0 1118 100 0 1067 100 0 1000 100 0 969 100 0 1193 
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S6 15 100 0 1204 100 0 1295 100 0 1090 100 0 1004 100 0 1005 100 0 1387 

S5 16 100 15 437 100 9 456 100 14 310 100 10 208 100 22 186 100 18 592 

S5 17 100 15 454 100 9 460 100 14 401 100 10 251 100 22 186 100 18 625 

S5 18 100 19 427 100 20 437 100 20 307 100 16 187 100 36 107 100 24 538 

S5 19 100 32 248 100 36 180 100 40 102 100 35 109 100 45 67 100 35 281 

S6 21 100 0 771 100 5 315 100 18 208 100 0 772 100 6 309 100 19 234 

S6 22 100 0 591 100 36 174 100 56 0 100 1 550 100 47 33 100 55 0 

SP = Swim speed; CS = Current speed; Swim direction = with the ebbtide; 

Column headings: [1] Number of particles available in the domain, [2] Percentage of available particles agreed to the reference jellyfish (calculated with 

respect to the column of the block marked by 1), [3] Centroid distance (m) from the periphery of the respective detector 
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Fig 7.29 Comparison of the modelled swim scenarios of the J-1162 jellyfish model in terms of (A) 

percentage agreement and (B) centroid distance shown by the particles released at (1) surface 

and (2) mid-depth water. 

Fig 7.30 shows snapshots of particle locations at two times of interest based on the 

observed movement of J-1162 across travel instances. As shown in Fig 7.27(A), J-

1162 was detected in zone S6 at 15 hrs and then moved east to be detected within 

S5 at 16 hrs. Later, it was still within S5 at 19 hrs, but by 21 hrs, it had moved back 

westward to S6. For the 15-16 hr period, Fig 7.30(A) shows that the particles 

modelled by Scenario-12(7) did not follow the observed transport, with most of the 

particles being located east of S5. In contrast to this, at the later 19-21 hr period, Fig 

7.30(B) shows that the swim mechanism used in scenario-12(7) was able to transport 

the particles in a similar fashion to the observations with the particles moving 

westward from S5 towards S6.  
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(A) 

 

(B) 

 

Fig 7.30 Snapshot of particle locations (A) 15-16 hr and (B) 19-21 hr after their release in all depths 

in Scenario-12(7). 

7.3.5.2. J-18500 Swim Scenarios  

Swim scenario 12(4) was also used to model the transport of J-18500, which was 

also released in the S5 detection zone but at a different time from J-1162. The 

spatiotemporal distributions and detections are presented in Fig 7.31, along with 

the recorded detections, which were available up to 53 hours after the release. 

Looking at the observed detections, the jellyfish initially travelled from S5, west to 

S6 and back again to S5; it then continued east to S4, where it remained for most of 

the rest of the detection period. The figure shows that the model was able to 

reproduce the transport relatively well, with the particles initially remaining around 

S5 and then moving eastward toward S4.  This indicates that the speed and direction 

of the swim specified in the model were suited to reproducing the jellyfish 

movements.  
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Fig 7.31 Modelled and observed spatiotemporal detections of the J-18500 jellyfish model [(A) 

surface and (B) mid-depth releasing particles and (C) observation]. 

The transport agreements of the modelled particles are presented in Table 7.6. 

Once again, the particle retention was 100 % in all scenarios due to the short 

simulation period. The modelled transport agreed in most of the detection 

instances except when the jellyfish travelled to the west at hr 3. Particles released at 

the surface and mid-depth did not generate any remarkable variation in transport. 

Except at a few limited instances of time where there was no agreement (0 %), the 

swim scenario achieved between 22-100 % agreement in most detection instances 

over the transport period. The highest agreement (100 %) was achieved at the 

instances immediately to the release of the particles; these dropped over time yet 

were still at 22 % at the end of the transport simulation. 
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Table 7.6 Quantitative transport agreement of surface and mid-depth releasing 

particles (as per J-18500) in Scenario-12(4). 

Model: Swim Scenario 12(4) 

First half (detections within 2~27 hr period) Last half (detections within 28~53 hr period) 
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Particle releasing depth 
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Particle releasing depth 

Surface Mid-depth Surface Mid-depth 

1 2 3 1 2 3 1 2 3 1 2 3 

S5 2 100 100 0 100 100 0 S4 28 100 63 0 100 63 0 

S5 3 100 100 0 100 100 0 S4 29 100 63 0 100 62 0 

S5 4 100 100 0 100 100 0 S4 30 100 62 0 100 62 0 

S6 5 100 0 400 100 0 384 S4 31 100 60 0 100 59 0 

S6 6 100 0 439 100 0 420 S4 32 100 49 10 100 55 0 

S6 7 100 0 600 100 0 581 S4 33 100 41 63 100 38 40 

S5 8 100 100 0 100 100 0 S4 34 100 33 181 100 35 133 

S5 9 100 64 0 100 67 0 S4 35 100 28 242 100 31 174 

S5 10 100 29 25 100 36 17 S4 36 100 26 269 100 29 199 

S4 11 100 74 0 100 67 0 S4 37 100 27 262 100 29 192 

S4 12 100 74 0 100 67 0 S4 38 100 28 240 100 31 170 

S4 13 100 74 0 100 68 0 S4 39 100 29 222 100 31 169 

S4 14 100 84 0 100 84 0 S4 40 100 27 246 100 30 205 

S4 15 100 100 0 100 100 0 S4 41 100 25 307 100 29 234 

S4 16 100 98 0 100 100 0 S5 42 100 0 1314 100 0 1242 

S4 17 100 96 0 100 98 0 S5 43 100 0 1317 100 0 1246 

S4 18 100 96 0 100 98 0 S5 44 100 0 1331 100 0 1270 

S4 19 100 97 0 100 100 0 S4 45 100 22 392 100 23 361 

S4 20 100 94 0 100 97 0 S4 46 100 22 479 100 22 412 

S4 21 100 84 0 100 91 0 S4 47 100 22 508 100 22 474 

S4 22 100 74 0 100 75 0 S4 48 100 22 553 100 22 514 

S4 23 100 68 0 100 67 0 S4 49 100 22 563 100 22 523 

S4 24 100 68 0 100 66 0 S4 50 100 22 549 100 22 513 

S4 25 100 68 0 100 67 0 S4 51 100 22 538 100 22 513 

S4 26 100 68 0 100 67 0 S4 52 100 22 520 100 22 510 

S4 27 100 64 0 100 64 0 S4 53 100 22 524 100 22 524 

Column headings: [1] Number of particles available in the domain, [2] Percentage of available particles 

agreed to the reference jellyfish (calculated with respect to the column of the block marked by 1), [3] 

Centroid distance (m) from the periphery of the respective detector 

The percentage agreements and centroid distances shown in Table 7.6 are plotted 

against time in Fig 7.32, along with the corresponding results from two other swim 
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scenarios to allow comparison across different swim rules. Scenario-12(4) was 

compared with Scenario-12(1), which used a lower swim speed combination, and 

Scenario-4, which used against-tide ebb-swimming at 100% of the current speed. In 

the figure, the dashed lines indicate the recorded agreement and centroid distance 

values, and the solid lines indicate the time-averaged values of the metrics. The 

figure shows that Scenario 12(4) produced higher agreement levels and lower 

centroid distances than the other two scenarios. Thus, Scenario-12(4) outperforms 

them over the tracking period. This agrees with the findings for the J-18495 jellyfish 

model and, furthermore, suggests the need to use a time-varying swim behaviour 

in jellyfish transportation modelling again.  

 

Fig 7.32 Comparison of the modelled swim scenarios of the J-18500 jellyfish model in terms of (A) 

percentage agreement and (B) centroid distance shown by the particles released at (1) surface 

and (2) mid-depth water. 

Fig 7.33 shows a snapshot of modelled particle locations from Scenario-12(4) at 15 

and 52 hrs after the release. In these instances, the jellyfish was detected within the 
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same detector zone, S4, even though the times were separated by 37 hrs. The 

jellyfish had to have held itself within S4 by actively preventing or limiting its drift on 

the flood tide currents prevailing in this period. According to Fig 7.33, all the 

particles were detected, like the jellyfish within S4 at the 15th hr of the travel. Later, 

unlike the jellyfish, the particles started leaving the detector’s range and were 

transported eastward inside the harbour by the model. Most of the particles left S4 

by the 52nd hr of the travel, yet some particles could manage to stay there by the 

force of the swim modelled. This suggests that J-18500 transportation involved 

active swimming in combination with passive drifting. 

 

 

Fig 7.33 Snapshot of particle locations of the J-18500 jellyfish model at two different travel 

instances of (A) 15 hr and (B) 52 hr after their release in different depths as per Scenario-12(4). 

7.3.6. Swimming Versus Passive Drift 

Multicriteria analysis (MCA) scores for the best swim models and the passive drift 

models applied to the three jellyfish – J-18495, J-1162 and J-18500-   are presented 

in Fig 7.34. The figure shows the MCA agreement scores over the respective 

tracking periods; instantaneous scores are displayed by the dashed lines and time 

averages by the solid lines. For J-18495 and J-1162, the passive drift models 

achieved better performance in the short term, while longer term, the swim models 

produced a better agreement. For J-18500, the swim model outperformed the 

passive drift model for the whole period of observations.  In general, it can therefore 

be concluded that including swimming behaviour improved model performance. 
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Fig 7.34 Comparing MCA scores of (A) J-18495, (B) J-1162, and (C) J-18500 jellyfish models 

between the best swim and passive drift scenarios at short- and long-term simulations. Real 

estimations are represented by the dashed lines and calculated temporal means by the solid lines. 

 

7.4. Summary and Conclusions 

There are some key conclusions described as follows. 

9) The installation of the swim submodel within the base hydrodynamic model 

was successful. The model particles were able to move three-dimensionally. 

Their movements in the horizontal and vertical directions were the results of 

combined actions of active and passive motions, which was the key design of 

the swim model. The modelled swim was synchronous with the flow-induced 

passive drifts as a joint transport activity. The vertical swimming behaviour of 

jellyfish designed to be implemented in terms of DVM strategy and simulated 

along with the horizontal swimming was able to induce the transport 

agreement.  

10) The swimming strategies were found to be sensitive to the depth at which 

particles were released, with Scenario 12 being the most sensitive. 

11) Dependence, specificity, and orientation of tide significantly influenced the 

particle transport results. Ebbtide dynamics of the Killary harbour were found 

to be crucial for the jellyfish transport modelling in the harbour.  
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12) Swim speed and direction were found to be the most critical specifications in 

jellyfish transport modelling. Combined with various physical and 

hydrodynamic conditions, those specifications, as per Rule-12, resulted in a 

south-easterly net transport of the modelled particles by allowing them to 

move from their release point to approximately 5.5 km inside the harbour in 7 

days. 

13) Swim peaking during slack tide had the ability to create a variation in transport 

over an ordinary current-oriented strategy. Maintaining a minimum swim 

against diminishing current flows also demonstrated a likely variation. Their 

incorporation in the modelling may be potential on travel occasions, while 

jellyfish individuals exhibit such swimming behaviours due to their individual 

variations. 

14) The drift-neutralization function during the anti-tide swim was found to be a 

potentially applicable swimming mechanism in the swim modelling from a 

technical perspective, which is important to ensure that a jellyfish refuses to 

drift and prefers to cruise in the opposite direction. 

15) A coordinated swim implemented upon a complex correlation of speed, 

depth, DVM, and tidal direction created a higher differential force than tidal 

drift, which worked in the resultant direction. The net directional effect 

overpowered the short-term mobilizations, which were more vivid in the long 

term. The resultant effect of the swim based on the subsurface current speeds 

had a better clustering and higher inward navigating tendency than the 

stronger surface currents. 

16) Jellyfish might demonstrate adaptive swim behaviour skills. The observed 

jellyfish in Killary might have processed the swim in two ways: (1) they might 

swing onto variable swim speed levels, whereas the model could only support 

swimming at a flow-constant speed level, and (2) they might swing onto 

variable swim strategies while travelling whereas the model supports were 

limited only to a constant strategy over the period. Therefore, specifying a flow-

independent fixed speed for a swim in the modelling was later considered an 

overconfident and imprudent approach. 

17) The time-constant swim model could not sufficiently ensure a greater 
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agreement at each detection instance, which reveals the potentiality of a time-

varying swim model in modelling jellyfish transportation.  

18) Swim in the modelling induced variable levels of transport agreement to the 

observation being higher mostly immediately to the release of the particles 

and lower mostly in the longer period, yet higher than the drift-only modelling 

results. The swim strategy devised upon analysing the observed transport of 

jellyfish (i.e., Rule-12) was found to be more logical and realistic from a 

modelling perspective and produced higher transport agreements to the 

observation. Scenario-12(4) demonstrated a maximum long-term agreement 

at 55 % at 120 hr in J-18495 jellyfish modelling. 

19) The agreements are neither constantly better nor constantly worse in a 

particular scenario. Scenario ranking carried out through MCA for all the 

jellyfish models results in a higher score of 0.375~0.568 in the swim-coupled 

and a lower score of 0.134~0.306 in the drift-only transport simulations. 

Additionally, this provided learning elements and insights to understand 

transports on the behavioural swim. 

20) Particles getting varied mechanical drives from different flows at the start of 

their transport might potentially cause transport variations on the go. Besides 

adaptation and adjustment, the depth at the source and its associated vertical 

migrations were also important influential factors in jellyfish transport 

modelling. 

21) The variations in the observed jellyfish transport might have been linked to 

their individual variations (e.g., size). This was demonstrated in the model 

jellyfish transport performance also. J-18495 model jellyfish might use a swim 

that helped it to limit the flow-induced westerly drift and move eastward inside 

the harbour. J-1162 were mostly active on drift-dominated westerly transports. 

J-18500 transportation was tide-restricted rather than drift-oriented.  

22) With-flood and anti-ebb swimming strategies transporting the jellyfish inside 

the harbour might have the potential to cause swarm formation there. Particles 

having a higher clustering and limited spreading tendency might indicate a 

likelihood of a potential jellyfish bloom.
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CHAPTER 8: SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

 

8.1. Summary of the Research 

The focus of this research was the investigation of jellyfish transport in an Irish fjord 

(Killary Harbour) using a numerical modelling approach. In recent times, jellyfish 

have gained notable negative public attention due to beach closures and mass kills 

of marine-farmed fish arising from the sudden occurrence of jellyfish swarms or 

'blooms'. These occurrences will likely become more frequent as studies have 

shown that jellyfish numbers have been increasing in recent years.  

Computer models that are able to simulate the movements of jellyfish can play an 

essential role in understanding how we can prevent them from adversely affecting 

human activities. While jellyfish are primarily thought to drift passively in ocean 

currents, studies have shown that they also have the ability to swim independently 

of the currents, i.e. they possess horizontal and vertical motility. However, there is 

limited understanding of jellyfish motility and its cues.  This research therefore 

aimed to develop a model that could simulate the transport of jellyfish in coastal 

waters and use the model to investigate the effects of different transport 

mechanisms including passive drifting and various swimming behaviours. An 

existing oceanographic modelling tool (EFDC), which can simulate coastal water 

movements, was used to develop the model so that it could simulate the movement 

and behaviours of jellyfish on local tidal flows.  

The model developed in the research has been tested by application to Killary 

Harbour, an Irish fjord where both fish farms and jellyfish are present. The spatial 

scale of this modelling effort focused exclusively on the estuary or fjord level, 

restricting the investigation of the transport and distribution of the virtual jellyfish 

(particles) solely within this geographic context. Regarding the temporal scale, the 

simulations conducted using this model were constrained to a period 

corresponding to a complete tidal cycle, encompassing both spring and neap tides, 

or at least a portion thereof. The research could, and should, be extended to study 
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the jellyfish transport a longer timescales and larger regional spatial scales. 

Hydrodynamic model performance was assessed by comparison with measured 

water velocities. The Killary hydrodynamics sourced from previous ADCP records 

were used for this comparative analyses. Similarly model predictions of jellyfish 

transport were assessed by comparison with observations of jellyfish transport in 

the harbour. The jellyfish activity within the harbour was recorded in a previous study 

by researchers from University College Cork and involved tagging jellyfish with 

electronic chips, which tracked their movements. These records were analysed and 

used for the comparative analyses and for evidence of jellyfish motility. The 

developed models were used to investigate the sensitivity of jellyfish movements to 

the different controlling physical and biological processes. 

With the primary aim of this research to develop a coastal hydrodynamic model to 

simulate the transport and fate of jellyfish and use this to investigate their transport 

mechanisms, a literature on jellyfish transport mechanisms and modelling was first 

conducted. This provided an understanding of the known transport mechanisms 

and any numerical modelling strategies that have been used to study these. Gaps 

in the previous studies were identified, some of which were addressed in the 

present research.  

The three-dimensional EFDC hydrodynamic model developed to simulate the 

Killary circulations was used as the base model for the study. EFDC contains a 

Lagrangian particle tracking submodel which is dynamically linked with the 

hydrodynamic model and was used as the basis of the jellyfish transport model. The 

LPT submodel code was modified to develop three different jellyfish transport 

models: (1) a passive-drift model, (2) a diel vertical migration (DVM) model, and (3) 

a swim model. The passive-drift model includes passive advective transport by tidal 

currents as the only mode of transport. The diel migration model includes both 

passive drifting and diel migration behaviour and the swim model includes passive 

drifting, and both diel migration and horizontal swimming behaviours. The 

synchronized modelling of these behavioural processes resulted in improved 

agreement between the simulated results and the transport observations. Model 

assessment and evaluation, transport scenario simulations, and model sensitivity 
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analyses carried out in this research have resulted in insights into jellyfish 

transportation. The comparative transport agreements across the models 

developed and tested have helped investigate the performances of the different 

modelling strategies, and thus has contributed new knowledge in the science and 

art of jellyfish transport modelling. 

 

8.2. Key Conclusions of the Research 

The key conclusions from the research based on (1) the hydrodynamic modelling of 

Killary fjord, (2) the passive drift jellyfish transport model, (3) the diel migration 

transport model and (4) the swim model are now summarized. 

8.2.1. Hydrodynamic Modelling of Killary Harbour 

Using the EFDC model, a hydrodynamic model was developed to simulate 

hydrodynamic circulation within Killary Harbour. In addition to driving the jellyfish 

transport models, it was also used to examine the impacts of relevant processes on 

the tidal currents. Based on the investigation, several important conclusions were 

drawn, which are highlighted below: 

1) The model analysis provides a comprehensive characterisation of the Killary 

Harbour water structure. It can be classified as stratified or partially mixed with a 

stronger stratification seen at the spring tide inside the harbour increasing with 

distance upstream and characterised by low-haline colder surface water with 

significant haloclines and thermoclines. 

2) The estuarine baroclinity influenced the flow dynamics of the harbour. The 

stratification induced eddies or hydrodynamic turbulence within the harbour by 

generating variable density flows, which jointly with the advective currents 

enhanced the harbour circulations. 

3) The model appeared relatively insensitive to the marine boundary conditions for 

salinity and temperature for the short time periods simulated. However, they are 

more likely to influence longer term simulations as monthly and seasonal variations 

would be more significant.  
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4) The wind shows influence over the salinity and temperature structures, and by 

extension the hydrodynamic currents of the harbour. The time-varying wind showed 

higher mixing and stronger surface currents than the south-westerly time-constant 

wind at 8 m/s speed, mainly inside the harbour where most aquacultural activities 

are usually located. 

5) The freshwater discharge from the rivers had the most significant influence on the 

stratification and the current flows. The influences are seen for both time-constant 

and time-varying river discharge scenarios. As would be expected, higher discharge 

scenarios induced stronger influences, which were most noticeable for the surface 

currents. 

8.2.2. Passive-drift Modelling of Jellyfish 

The Lagrangian passive drift transport model that was coupled with the 

hydrodynamic model was used to simulate the passive transport of jellyfish in the 

harbour to investigate jellyfish transport mechanisms. Particle transport in this 

model was based on advection and diffusion. Based on the analyses, several 

important conclusions were drawn, which are highlighted below: 

1) Observed transport of jellyfish in Killary was partially tidal. The tidal transport 

(passive-drift) modelling of jellyfish partially agreed with the observations but 

differences between them indicated there may be non-tidal independent 

behavioural motility involved. 

2) The model diffusivity parameter that could control the swarm or dispersion of the 

modelled particles (i.e. virtual jellyfish) can be used for calibrating their 

transportation in the modelling. 

3) The depth of the particles varied by their release and subsequent vertical 

movements influenced their net transportation indicating its significance in the 

modelling.  

4) The surface wind increased the dispersion of particles, whereas the river 

discharge influenced their net longitudinal transport. 



Chapter 8 - Conclusions 

303 

 

8.2.3. DVM Modelling of Jellyfish 

The DVM model was developed to simulate the light-induced vertical movement 

behaviour of jellyfish. The execution of this movement was governed in the model 

by a suite of four movement strategies including twenty conditions, which were 

tested by simulating different scenarios. The strategies ensure that jellyfish stayed 

above a user-specified threshold depth during nighttime and below the threshold 

depth during daytime. The vertical swimming speed of the jellyfish was also user-

specified. The DVM results were compared with those from the basic passive drift 

model and the observed movements to determine the influence of vertical 

migration on the jellyfish transport and on model performance. in their transport 

agreements with the observation. The investigation draws several important 

conclusions, which are highlighted below: 

1) The DVM model was able to reproduce the idealised diel migratory behaviour of 

jellyfish. 

2) The modelled transport was not sensitive to the vertical motility rate in shallow 

coastal waters; however, it was sensitive to the migration-limiting threshold depth. 

3) The influences of the DVM on the particle transport was variable for the different 

jellyfish modelled and resulted in mixed transport agreements suggesting the 

possible effect of individual variations in jellyfish migratory behaviour.  Although the 

DVM Scenario 4 model transport specific to J-18495 agreed better with the 

observations than the corresponding passive drift only model, overall, it could not 

be concluded that the DVM model produced better agreement with the observed 

jellyfish transports than the passive drift. 

4) The DVM reduced spreading and induced clustering of the particles suggesting 

the potential for contributing to bloom formation. 

5) As some results did show better transport agreement using the DVM, it can 

potentially be worth including this jellyfish behaviour in their transport modelling 

but better understanding of the behaviour is needed from study of jellyfish in the 

field. In particular, knowledge of vertical swimming rates, cues for vertical migration, 

depths at which time is spent and the time spent at different depths is crucial. 
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8.2.4. Swim Modelling of Jellyfish 

The swim model was developed to simulate the three-dimensional swimming 

behaviour of jellyfish. The model incorporated a total of 19 rules and sub-rules to 

govern jellyfish swimming, which was coupled synchronously with passive drifting 

to simulate joint transport. Additionally, the vertical swimming behaviour of jellyfish 

was incorporated by implementing a DVM strategy, which was simulated along with 

horizontal swimming. To test the model, simulations were conducted using various 

swim scenarios. To evaluate the model’s performance, its results were compared 

with those obtained from the earlier transport models and the observed transports. 

The investigation draws several important conclusions, which are highlighted 

below: 

1) The swimming strategies that were developed and tested in this study were found 

to be sensitive to several factors, including the depth at which particles were 

released into the water, the dependence on tidal patterns, as well as the swim 

speed, swim direction, and specific orientation of the tide used to drive particle 

movement. 

2) Swim modelling could generate higher transport agreements than DVM-only or 

drift-only models for jellyfish in Killary. The agreements are neither constantly better 

nor constantly worse in a particular swim scenario. Of the swim rules tested, Rule 

12(4) produced the highest agreement with the observed jellyfish transport. It was 

found here that the dynamics of the ebb tide in Killary Harbour are crucial for 

modelling jellyfish transport in the harbour. 

3) By incorporating certain swim rules into the model, such as peak swimming or 

minimal swimming, it is possible to simulate specific travel scenarios in which 

jellyfish exhibit the appropriate swimming behaviour based on their individual 

observed variations. 

4) The drift-neutralization function used during anti-tide swimming could be a useful 

mechanism in swim modelling, particularly in situations where a jellyfish is trying to 

resist drifting and prefers to swim in the opposite direction. 
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5) The analysis of jellyfish models showed variable results when using the same 

swim rule, which suggests that jellyfish may exhibit adaptive swimming behaviours 

that are different from the constant speed and time strategies used in the swim 

modelling. 

6) The with-flood and anti-ebb swimming, which transport jellyfish into the harbour, 

may potentially cause swarm formation there. The presence of particles that tend to 

cluster together and have limited spreading may indicate a higher likelihood of a 

potential jellyfish bloom. 

 

8.3. Recommendations for future work 

The following are some suggestions for future extensions to the research. 

Particle transport modelling typically involves determining the random walk 

movements of particles using a diffusivity parameter that is simulated within the 

model based on flow dynamics. However, it may be worthwhile to investigate the 

possibility of incorporating behavioural diffusivity into the diffusion process. To 

better understand jellyfish transport behaviour, we can explore potential 

correlations between their diffusion and other behavioural factors and integrate this 

information into our modelling. This approach can provide more accurate 

predictions of the likelihood of jellyfish bloom formation. 

While the research strongly benefitted from having observational records of jellyfish 

transport to use for comparison with the modelled transports; these data had some 

significant limitations. The data were only available for a small number of jellyfish 

and for relatively short periods of time which made it difficult to fully ascertain the 

accuracy of the various transport models. In addition, the receivers only determined 

that jellyfish were inside their radius of detection rather than giving their actual 

positions. This added further uncertainty to the comparison of modelled and 

measured datasets. It is therefore recommended that more detailed studies of 

jellyfish transport are carried out using GPS trackers that give three-dimensional 

positions of the jellyfish. These data will enable determination of swimming 
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behaviours to inform transport models and provide much richer datasets for 

comparison with transport model predictions.  

The current DVM model for jellyfish uses a spatiotemporally constant threshold 

depth to instruct vertical migration. While this simplifies the modelling process, it 

may compromise the accurate replication of the real jellyfish behaviour and its 

extent of vertical movement. To improve the model's accuracy, a dynamic threshold 

depth concept could be introduced based on a combined correlation of cloud 

cover, water turbidity or transparency, and luminosity, which are the key factors that 

determine the light penetration into the water, the basis for DVM. 

To simplify the implementation of the DVM and the swimming rules developed in 

this study, the Lagrangian particle tracking was solved using the first-order Euler 

method. However, the transport rules could be integrated into the model to be 

solved using the fourth-order Runge-Kutta scheme, which is considered to have 

higher precision, and the resulting transport simulations can assessed as to whether 

they can improve jellyfish transport prediction. 

Further developments/refinements of the jellyfish transport models could be made 

as follows. As the swim model using constant swimming speeds did not provide 

good agreement it may be that implementation of time-varying swim speeds may 

improve model predictions. In reality, it is more likely that any swimming by jellyfish 

would be done at variable swimming speeds. The transport models developed here 

did not dynamically incorporate individual physio-biological variations of the 

jellyfish, dynamically in the model, e.g. through incorporation of life cycle modelling.  

It is recommended that dynamic life cycle variables such as strobilation, growth, 

metamorphosis, mortality, size, shape be incorporated into future model iterations 

to determine their relative influences on transport. The model did not incorporate 

any behavioural movements based upon food and prey availability; again, these 

could also be explored in future models.
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