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Artificial Intelligence in Interprofessional Healthcare Practice Education – Insights from the Home Health Project, an Exemplar for Change

Artificial intelligence (AI) technology in professional practice is regarded as the latest disruption to challenge ethical, societal, economic, and educational paradigms. It is becoming a contemporary narrative in our healthcare and educational discourse as it is thought to improve decision-making, education, patient care, and service delivery. If such benefits are to be realised it is important to ensure that our understanding of AI is underpinned with curricula to educate healthcare professionals about AI. Practitioners can then be better informed to participate fully in digital initiatives in their field. Few if any studies articulate a clear process in curricula design for professional practice and healthcare education. Therefore, an understanding of real-world applications of AI education for most professions is limited. As a result, there is an imperative to establish a sustainable learning space for professional healthcare practice education. This paper presents novel experiences, within a virtual lab environment, for the application of AI in healthcare. We identify and problematise insights into the AI competencies required for AI in professional healthcare practice education. With reference to our novel living lab titled, the Home Health Project, we present an interconnected case study model that suggest theoretical underpinning and opportunities to develop practitioner education pedagogy using AI concepts, concluding with a three-step proposal when delivering AI curriculum for this context.
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Introduction

The use of Artificial Intelligence (AI) technology in the field of healthcare education and teaching is likely to be integral in any contemporary healthcare curriculum design. Selected examples in healthcare and education include AI for clinical data systems, educational genomics mapping, healthcare social media, and ChatGPT (Rudolph et al., 2023; Leming, Das and Im, 2023; Burke, 2021). With the advancement of AI technologies, educators are provided with an opportunity to complement and enhance pedagogy so that their students can improve their learning and knowledge with this disruptive technology (Akyuz, 2020;
However, we must be cognisant that AI will challenge ethical, societal, economic, and educational paradigms. AI uses software technologies or systems that are perceived to make a computer or robot think and act like a human. AI is increasingly used to impact our everyday lives by using search engines, talking with virtual assistants on phones, and using predictive text applications (Poola, 2017; Khanna, Sattar and Hansen 2013). Indeed, AI has the potential to customize learning for any user and offer them the ability to interact, collaborate and provide more meaningful experiences in online, mobile, or blended learning (Zawacki-Richter et al., 2019). Xie et al. (2019) argue that the application of AI to education opens the door to the development of personalized supports and adaptive eLearning systems for the learner. In healthcare, it is seen as a technology that can enhance patient safety with virtual wards becoming the latest disruption to ensure patient safety is maintained (Connolly et al, 2022; Vindrola-Padros et al., 2021; Worlikar et al, 2022). One specific example, include scenarios where clinical data is collated, and any abnormalities trigger a digital nudgeor alert to the healthcare provider to suggest a reduction or escalation of clinical care (Irving & Neves, 2021.)

AI in education combines the fields of computer science, education, psychology and the learning sciences AI is in education (Timms 2016). The benefits of AI in education are multi-faceted, potentially increasing capacity and productivity of educators, providing valuable observations to enhance teaching and learning, and supporting learners’ development and AI in education delivers autonomous learning recommendations (The Institute for Ethical AI in Education 2020). The evolution to Education 4.0 is understood as the provision of educational platforms mediated by AI, machine learning and ubiquitous learning (Salmon 2019). Although this evolution must be embraced, there is nevertheless a need to consider fundamentally what, where and how we are being influenced in our learning in an era of digital transformation and ubiquitous learning. AI is hungry for data and AI is
increasingly becoming a central cog within education, with student data being the engine oil and a critical commodity (Selwyn et al., 2020). The emergence of new and digital technologies may pose challenges to educational democracy. Algorithms and analytics may recode formal education. The drive to collect, process and analyse student data in education has the potential to embed a feeling of technoscientific governance, which is at odds with teaching professionalism (Zuboff, 2019; Nardi et al., 2018). As educators, we need to create an awareness and pay close attention to the ecosystem of platforms and services that students and teachers work within. We need to consider fundamentally what, where and how we are gathering data, what is influencing those learning and the ethics surrounding it (Nardi et al., 2018; Selwyn et al., 2020). In an era of AI healthcare professional practice educators, professionals, teachers, and ultimately the learners, will be exposed to a broad and more diverse range of learning experiences and social interaction. It is therefore important that in an era of ubiquitous learning, by machines using our data, that we as educators maintain the value of formal education and lifelong learning.

The technology and education relationship is critical for parity and equity (Selwyn 2020) and although there is a relatively positive attitude towards AI amongst professionals in our healthcare ecosystem, there is a limited understanding of the specific technical aspects of AI systems (Coakley et al., 2022), consequently our professional practice education must adapt. Education occurs in many contexts and settings. This article expands the traditional ‘school’ setting to that of an island, to create an engaging learning experience, understand human learning and knowledge transfer, to facilitate behavioural change. The goal of this article, in considering professional practice education, namely continuous professional development for the caring professions such as in clinical and health sciences, was to enquire if we can gain more insight into the process of curriculum design for AI in professional practice education. In order to address this, the research questions formulated were: (1) What
AI competencies are needed for professional practice education? and (2) In using the Home Health project as a case study, can we develop a model for professional growth, to enhance the change necessary in professional healthcare practice education to integrate AI education?

**Home Health project**

The COVID19 pandemic expedited and brought to the fore the necessity for digital transformation within healthcare. As the pandemic worsened, the potential of technology in managing patients’ chronic conditions remotely was successfully demonstrated. Examples include diabetes education using humanoid robots (Connolly et al., 2022) or indeed hand hygiene adherence in a hospital setting (Worlikar et al., 2022). The Home Health project, in response to advances in digital healthcare, expands this work, creating an exemplar ecosystem in global digital health on an offshore island off the coast of Ireland.

The Home Health project is a state-of-the-art project in digital health and remote care, supported by industry and national funding agencies, aiming to investigate ways to enhance digital health infrastructure to improve patient care and evaluate novel digital health interventions. The transdisciplinary nature of the team and project objectives, provides participants, patients, stakeholders, an environment to analyse and integrate AI opportunities in professional practice. Referring to design education, applicable in this work, Buchanan (1998) declared “what is new is the critical mass-comprised of individuals within design as well as individuals in other disciplines, all of whom see the possibilities for new inquiry in what is surely one of the most important and least recognized arts of human culture.” (p.64). The project ecosystem and multidiscipline expertise will incorporate both the clinical needs of the Islanders, who are part of our projects Public Patient Involvement (PPI) group, and it will also push the boundaries of next generation digital health frontiers in utilising latest technologies, innovations and processes.
The Home Health project, along with the remote monitoring of chronic diseases, namely hypertension, will generate a series of longitudinal physiological data. As an example, the project will explore AI methodologies using collected blood pressure measurement data to determine a patient’s necessity for an earlier appointment. Such an AI-driven model will dynamically schedule any patient’s appointment with their GP or concerned doctor’s clinic for further evaluation or treatment. This approach together with the healthcare professional’s experience enables timely clinical decision making.

In using the Home Health project as a case study for this article, we explore curriculum design and what AI competencies are necessary for professional practice curricula for the caring professions. The integration for AI in education creates change, change is identified with learning. The change occurring for the healthcare professional is due partly to the technological advancement, training and personal development and a combination of all. This article will articulate and present a model for professional growth and change when integrating AI in professional practice education in the Home Health project. Although particular to continuous professional development in this case study, elements can be adapted and applied to both undergraduate and graduate university courses.

Curriculum Design

Irrespective of the specific professional practice, there is a need to productively exploit the advantages offered by technology in terms of creating adaptive and responsive learning environments supporting learning approaches, informed by the global competencies model (Andriole 2017; Pisa 2018). It has been well documented that there is an immediate requirement to incorporate AI education into both undergraduate and postgraduate professional practice education, as well as professional practice continuous development. For example, medical and healthcare educators have called for the wider healthcare community to embrace AI in daily practice (Coakley et al., 2022; Grunhut, Wyatt, & Marques, 2021).
Meanwhile Salas-Pilco, Xiao & Hu (2022) and Chassignol et al. (2018) demonstrates how AI will reshape education. O’Connor et al., 2022) also highlight the necessity for curricula to be developed for the largest healthcare workforce and educate nursing and midwifery professionals.

Curriculum creation is a dynamic process which involves the physician or teacher navigating policy frameworks to provide success for the learner (Simmons & McLean, 2018), it is concerned with the processes, and the outcomes that come from those processes (Priestley, 2011). Curriculum is therefore not a product to be delivered uncritically by practitioners through a ‘tick box’ approach (Priestley & Biesta, 2013), but rather is concerned with the medical professional, tutor or teacher making sense of it and developing contextualised practices (Katelaar et al., 2012). The teacher or practitioner mediates policy and develops practices according to local needs. In a classroom or clinical setting teachers and students are co-constructors of the enacted curriculum (Ball & Cohen, 1996; Grossman & Thompson, 2004), as the curriculum becomes real when it is enacted in the interactions which take place between the teacher and student (McKernan, 1991). Implicated in curriculum is the understanding of sense making which is enacted from policy to practice (Blignaut, 2008; Klien, Moon & Hoffman, 2006; März & Kelchtermans, 2013). The curriculum is not just a set of instructions for what we do but, should be considered as the framework, the resources and the ideas which frame our action (Clements, 2007; Priestley et al., 2012). The curriculum materials and resources influence the educators’ pedagogical decisions, determine curricular design and serve as a source of learning (Ball & Cohen, 1996; Ball & Feiman-Nemser, 1988; Collopy, 2003; Grossman & Thompson, 2004; Remillard 2005; Wang & Paine, 2003). Core to the learning of curriculum is this active engagement, developing practices, encouraging curriculum as social practice, and enabling the concept of curriculum making as opposed to a sedentary curriculum implementation approach.
The knowledge and the skills developed through the curriculum are key but also of concern is how we assess and evaluate what needs to be built in, so therefore it is also about pedagogy and in particular assessment. Referring to teacher education Priestly (2016, p.5) states that if we “focus on developing the capacity of young people to act within the world, and characterised by more dialogical and collaborative pedagogies, continuous approaches to assessment and higher degrees of teacher agency as they act as curriculum developers”, applicable in professional practice with additional considerations and ramifications. Assessment, and particularly formative assessment help us to identify and bridge the gap between the intended and the received curriculum and is integral in professional practice education. The two processes are not independent, but rather assessment informs the curriculum and therefore at times dictates the curriculum content (Hargreaves, Earl & Ryan, 1996). Therefore, curriculum content required for AI embedded in professional practice education requires discussion which we present in the next section.

**AI curriculum in Professional Healthcare Practice Education**

There have been calls for an AI curriculum for healthcare professionals to be developed. O’Connor et al. (2022) highlighted the need for the discipline of nursing and midwifery to both lead and contribute. Such approaches can advantage practitioners and students in becoming more familiar and comfortable with the technologies for when they are used in clinical setting (Buchanan et al., 2021). Educators must prepare their students for the potential changes AI can have on healthcare (Lee et al., 2021). Although specific to nursing education Buchanan et al. (2021) notes that a reform of the curriculum is required in both academic and clinical environments, and at all educational levels (O’Connor et al., 2022). Charow et al. (2021) also consider the various educational levels and specifies what should be taught depending on the educational stage such as in undergraduate, postgraduate or in continuing professional development.
In relation to content delivery Lee et al. (2021) elaborated in their review that many teaching approaches were advised including lectures, online modules, small group learning and the most common suggestion was experiential learning. Nurse educators should incorporate new pedagogies which include AI to help better support undergraduate students and in so doing develop appropriate AI knowledge and skills (Buchanan et al., 2021). This is important so that both students and practitioners gain the appropriate knowledge and skill needed for an holistic approach to AI initiatives (O’Connor et al., 2022). However, also important to consider is the knowledge and skill of the educators teaching students and practitioners. A recommendation by O’Connor et al. (2022) includes the consideration to invest in educators’ professional development in order to be able to educate on the topic. Therefore, it seems reasonable to strongly suggest that educators develop educational approaches and understanding of pedagogy, and curriculum to better prepare healthcare students to incorporate AI health technologies into their practice.

Few healthcare practice disciplines have ignored the importance of AI for their profession. Reviews on AI in undergraduate medical and nursing education provide recommendations on the content which could be included in the curriculum such as machine learning literacy and the ethics of AI (Buchanan et al., 2021; Lee et al., 2021). Lee et al. (2021) completed a scoping review regarding AI in undergraduate medical education and noted the overarching themes such as working with electronic health records, critically appraising AI systems, working with and managing AI system and their ethical and legal implications and an ongoing emphasis on biomedical knowledge and pathophysiology of disease. In relation to nursing education Buchanan et al. (2021) summarised the current and predicted influences of AI health technologies recommending topics to be added to an AI curriculum such as basic informatics competencies, data analytics, predictive modelling, machine learning and engineering principles, ethics, privacy issues, digital/data literacy, big
data governance, technocentric cultural competence, AI research design and robotics care and operations. In a systematic review on AI in nursing and midwifery O’Connor et al. (2022) summarised the requirement of educators to design a curriculum on machine learning, natural language processing and other areas within AI. Charow et al. (2021) identified AI education programs for healthcare professionals, including medical, nursing and radiology technicians. This review summarised categories regarding the content noted in the AI programs such as AI use and interpreting, as well as developing skills to discuss the results of AI algorithms. For social work education, it was also noted that there is an incentive to consider digital literacy in the curriculum, as AI will likely become routine in social work practice. They highlight three areas to consider which include (1) the content, (2) the delivery and (3) the associated threats regarding the future of social work and its education (Hodgson et al. 2022). Whilst there are some similarities regarding recommendations of what should be included in the AI curriculum, there appears to be no consensus. Lee et al. (2021) identified many papers in their review and stated that there was no real consensus in the studies reported regarding the content and delivery of the curriculum (Lee et al., 2021).

Healthcare curricula is constantly updating, innovating and responding to challenges. If AI technologies are to become further embedded in educational provision, clear training and competencies expected for healthcare professionals are required. The review by Charow et al. (2021) detailed these skills and competencies in the use of AI. Additionally, Gray et al. (2022) surveyed healthcare education experts to explore their opinions in preparing the healthcare workforce with AI education. Respondents ranked a list of specific topics that could be considered necessary for their competence and the majority agreed on the importance of three topic areas (1) ethics, (2) machine learning and (3) criteria for judging the suitability of large data sets for use in clinical AI applications. A low number of respondents agreed that these important topics were being taught adequately (Gray et al.
2022). The e-Delphi study carried out by Çalışkan, Demir & Karaca (2022) provides a list of AI competencies required by medical students, which can contribute to developing a curriculum and can also be used as a guiding theoretical framework. There were 27 competencies listed with 23 having a strong consensus and four a weak consensus, Table 1. These competencies can be considered a guide for educators to evaluate where their knowledge may be lacking, develop their knowledge and then ultimately teach their students.

Table 1 AI competencies required by medical students (adapted from Çalışkan, Demir & Karaca, 2022)

<table>
<thead>
<tr>
<th>Using:</th>
<th>Weak Consensus</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Health data in accordance with legal and ethical norms</td>
<td></td>
</tr>
<tr>
<td>2. Information based on AI applications in combination with professional knowledge.</td>
<td></td>
</tr>
<tr>
<td>3. AI technologies effectively and efficiently in healthcare delivery</td>
<td></td>
</tr>
<tr>
<td>4. AI applications in accordance with its purpose</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Defines:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5. The basic concepts of data science</td>
<td></td>
</tr>
<tr>
<td>6. The basic concepts and terminology of AI</td>
<td></td>
</tr>
<tr>
<td>7. The basic concepts of statistics</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Explains:</th>
<th>Explains:</th>
</tr>
</thead>
<tbody>
<tr>
<td>8. How AI applications in healthcare offer a solution to which problem</td>
<td>1. How AI systems are trained</td>
</tr>
<tr>
<td>9. How physician knowledge and experience can be used in development of AI applications</td>
<td>2. The limitations of AI technology</td>
</tr>
<tr>
<td></td>
<td>3. The strengths and weaknesses of AI technology</td>
</tr>
<tr>
<td></td>
<td>4. The AI applications used in health services to the patient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Follows:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10. The current developments and the literature regarding the use of AI technologies in healthcare</td>
<td></td>
</tr>
<tr>
<td>11. The legal regulations regarding the use of AI technologies in healthcare.</td>
<td></td>
</tr>
<tr>
<td>12. Acts in accordance with ethical principles while using AI technologies.</td>
<td></td>
</tr>
<tr>
<td>13. Keeps the healthcare records in accordance with AI can process.</td>
<td></td>
</tr>
<tr>
<td>14. Values the use of AI for education, service and research purposes.</td>
<td></td>
</tr>
<tr>
<td>15. Organizes workflow in accordance with the working logic of AI</td>
<td></td>
</tr>
</tbody>
</table>
16. Works as a team member with field experts in development process of AI applications
17. Accesses, evaluates, uses, shares information and creates new information by using information and communication technologies
18. Expresses the importance of data collection, analysis, evaluation and safety: for the development of AI applications in healthcare.
19. Foresees the opportunities and threats that AI technology can create.
20. Differentiates between the functions and features of AI related tools and applications.
21. Properly analyses the data obtained by AI in healthcare.
22. Decides the use of AI technologies in healthcare
23. Chooses the proper AI application for the problem encountered in healthcare

A Model of Professional Growth, integrating AI in Professional Practice Education on the Home Health project

If AI is to be incorporated in a healthcare curriculum, we propose a model for professional practice education. Specifically, a networked model for professional development and professional growth in a changing environment aligned to the Home Health project is presented. We also provide exemplars for the domains of the model with how it may align with the professional growth of educators tasked with teaching future generations of healthcare practitioners on AI.

A linear relationship in which teacher learning of new knowledge and skills influences classroom practice, and classroom practice influences student learning was proposed by Guskey (1986, 2000). Clarke and Hollingsworth (2002) on the other hand developed the Interconnected Model of Professional Growth, enabling individual paths in teacher development. Their model is adapted and used in the Home Health project, Figure 1, as there is potential for its use in alternate professional practices. The model clarifies the underlying processes that mediate change, valid when incorporating AI education in
professional practice training. In this context change is aligned to learning, the change occurring for the educator may be because of training, adaptation, personal development, local reform, system restructuring or change as growth or learning (Clarke & Hollingsworth, 2002). The model identifies four domains in which change can occur with the first three domains forming part of the professional life of the practitioner, and directly applicable to the Home Health project, Figure 1. Nevertheless change can and does occur in any of the four domains, with the type of change particular to the domain.

Educator change in any of the four domains is mediated through processes of enactment and reflection (Schön, 1987; Snyder, Bolin & Zumwalt, 1992). Reflection will occur on and in action (Schön, 1987; Rolfe, 2002), whereas enactment will occur as the practitioner “grows ever more competent in constructing positive educational experiences.” (Snyder, Bolin, and Zumwalt, 1992, p. 418). The Clarke and Hollingsworth (2002) model allows for practitioners to follow different paths in their learning trajectory of professional development. In using the Home Health project as a case study, we demonstrate how incorporating AI education can be embedded in a model for professional practice development. The four domains in the Clarke and Hollingsworth (2002) model are (1) a personal domain, (2) the domain of practice, (3) the domain of consequences, and (4) the external domain.
The personal domain is concerned with knowledge, skills, attitudes and beliefs. For educators and healthcare practitioners change in this domain will happen as the professional acquires new knowledge, skills, attitudes or beliefs. Educators have been required to adapt their pedagogies in recent years to using technologies such as virtual tools to both teach and assess students. In the Home Health project, some clinical care will be delivered via video conferencing tools, aiming to include the full spectrum of health care professionals - care including medical, nursing, physiotherapy, speech and language therapy for example. This combined with the work-package on home care and remote monitoring of sensors for glucose, blood pressure and weight, will involve some AI behavioural change and new learning for the practitioners and patients on the island. Other AI aspects of the Home Health project will involve drone delivery to provide remote care, in for example delivering physical items (e.g. medications from clinician to patient or blood sample from patient to hospital);
robot triage – robots performing preliminary assessment of patients or casualties; AI for dynamic patient appointments and AI in mixed reality education provision. The knowledge, skills and attitudes of the professional practitioners as they engage with these AI technologies will no doubt alter and change their personal domain.

Professional practitioners participate in a variety of professional arenas where they learn – in community workshops, at their professional associations, and with research projects like Home Health. All forms of professional experimentation are considered in the ‘domain of practice’. Although Clarke and Hollingsworth (2002) note that the domain of practice is often limited to teachers’ experience in the classroom, they explicitly refer that professional experimentation is not limited to solely a clinical setting. Change in this domain occurs when the educators develop new curriculum materials and try out new practices and in the Home Health project, a core deliverable relates to exploring and delivering health promotion to the engaged residents and islanders. The domain of practice embodies the community involvement in the project, as the medical provision shifts its focus from care of the disease to health promotion and disease prevention.

The third domain, the domain of consequences presents the outcomes of new practices for the educators themselves and their learners. When the educator perceives these outcomes and practices as salient, change has occurred. The outcomes that are salient to an educator’s practice may include control and learner motivation, in addition to the student or practitioner developing new clinical ideas. Change in the domain of consequence is therefore firmly tied to the educators existing value system and to the inferences they draw from the practice. In embedding AI in multiple perspectives on the project, through for example virtual reality, drone delivery, home telepresence, the AI education domain of consequence will be affected for both the patient and practitioner.
The external domain is outside the professional day-to-day practice and offers alternate sources of stimuli and information to support and develop new practices. Change in this domain for both educators and healthcare practitioners such as in the Home Health project is defined as becoming aware of new ideas, practices, and/or strategies introduced and developed by others such as external stakeholders like the Health Service Executive (HSE), regulatory bodies such as the Medical Council and Nursing and Midwifery Board of Ireland are influenced.

Once regulatory authorises publish their professional frameworks there is an immediate likelihood that higher education institutions will be required to embed the curricular reforms in their undergraduate and postgraduate offerings. With the possibility of existing curricula being enhanced, there are opportunities for interprofessional learning and these collaborative approaches are welcomed by WHO, educational approaches which enhance and strengthen healthcare systems worldwide.

Educational and clinical institutions and environments may consider the use of the interconnected model framework when considering the competencies of educators and healthcare practitioners in the area of AI. It provides a process by focusing on the individual’s personal domain, professional domain, considering the salient outcomes expected and the external domain. This is just one framework that we propose as we continue to acquire new knowledge on the area of AI we may identify more appropriate theories, models or framework to develop our competencies or develop a new approach entirely.

Discussion
The implications of increasing datafication of education raises significant questions about models being created and informing of human behaviours, that have been learned from machines. In professional practice the implications are crucial. Nevertheless, we are likely to
accept that AI will increasingly become the engine of education, and learner or patient data
the fuel, irrespective of the specific discipline. It is critical that there are conversations around
ethics and technology, led in the interest of practitioners, educators and society enquiring
more of the implications (Selwyn, 2020; Davenport & Katyal, 2018). Awareness of the
significant and influential learning happening in our society and how our learning as citizens,
educators and practitioners is intertwined with technology. The professional practitioner’s
desire and innovation is necessary to lead the way, but awareness of how and where data is
stored, who has access to it and if the data ultimately benefits or hinders the participant or
organisation is crucial. There is a necessity to highlight the extent to which we need to be
alert in this era of ubiquitous computing and ubiquitous learning - by machines using our
data. Adopting an agnostic view is not desirable.

Although the Home Health project is specific to the in-field practitioner it is evident
from the literature that several disciplines in healthcare and professional practice are aware of
the importance of needing a curriculum focusing on AI for undergraduate and postgraduate
studies. These practitioners include but are not limited to nursing, midwifery, social work,
radiography and medicine. Acknowledging the need for a framework to embed AI education,
both the use of AI and about AI, within their profession is needed for the purposes as we have
outlined. To date there is limited AI education and training available for healthcare
professionals and there is a need to develop education programs for healthcare professionals
(Charow et al., 2021). An area of future research will be best practice in how AI should be
incorporated and taught to healthcare professionals and this should be led by the best
evidence available.

Recent research has been carried out regarding AI in medical and nursing and
midwifery education and studies have noted that there is a need for an AI curriculum and
recommendations have been provided on the topics to be taught and the competencies which
should be expected (Charow et al., 2021; O’Connor et al., 2022). General suggestions are considered regarding further research in the area, as highlighted in this article, this should include developing a competency driven curriculum and incorporating a more interprofessional approach on the topic of AI in healthcare education. As suggested earlier the integration is likely to be forced from regulatory agencies however educational institutions can influence the agenda of the how it might be incorporated. One example might include an interprofessional lens in order to ensure future practitioners receive the same knowledge and skills. O’Connor et al. (2022) suggest considering interprofessional education as AI is integrated in all disciplines. Similarly, Charow et al. (2021) provided recommendations which could be followed to help guide AI curriculum development. These recommendations included but were not limited to incorporating a multidisciplinary approach to the curriculum.

Whilst suggesting interprofessional approaches is likely a local issue competency-based curriculum as suggested by Charow et al. (2021) is likely to include wider discipline and interprofessional agreement. Therefore, it is reasonable to suggest that future research funding should identify these challenges and opportunities. Additionally, how dissemination, implementation and evaluation of curriculum and teaching practices regarding AI education occurs. This is important as there few studies which have focused on programs implemented, and the evaluation of program outcomes such as student knowledge or satisfaction is absent (Lee et al. 2021). It is also important that the work done towards creating and implementing an AI curriculum is guided by known educational theory or frameworks. As Lee et al., (2021) noted that no educational theories or frameworks were noted in the studies in their review.

Although specifically for medical education, Lee et al. (2021) three step proposal when delivering AI curriculum, Table 2, could be considered for all healthcare education. First, to create a standardized set of core competencies such as knowledge or skills specific to
AI education. Secondly, to create and implement an evidence and theory guided AI curriculum with planned program evaluations to help improve the curriculum. Thirdly, to make the effort to share and publish findings regarding AI curriculum creation in relation to content and delivery. It is likely that findings from each professions experimentation with the AI will likely translate impactful AI outputs such as clinical dataset or AI that contributes to point of care decision making.

Table 2. Three step proposal when delivering AI medical curriculum (Lee et al., 2021)

<table>
<thead>
<tr>
<th>Step</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Create a standardized set of core competencies such as knowledge or skills specific to AI education</td>
</tr>
<tr>
<td>2</td>
<td>Create and implement an evidence and theory guided AI curriculum with planned program evaluations to help improve the curriculum</td>
</tr>
<tr>
<td>3</td>
<td>Make the effort to share and publish findings regarding AI curriculum creation in relation to content and delivery</td>
</tr>
</tbody>
</table>

Conclusion

There has also been considerable interest internationally in how AI and related areas can be applied and taught in professional practice and lifelong education settings. This paper and the HomeHealth project is concerned with professional healthcare practice education, nevertheless there are many parallels with teacher education. For example, the implications and similarities with healthcare practice education regarding AI assessment and feedback design, development, deployment and evaluation, and teacher education are many. And while AI has promise, it currently lacks in-depth analysis of impact and raises several ethical considerations for and within teacher education (O’Cellaigh & Connolly, 2023).

Models of practice in teacher education are closely aligned to paradigmatic orientations which are dominant at particular points in time (Zeichner, 1983) and generative AI tools, for example ChatGPT, have the potential to challenge the practice significantly,
requiring the upskilling of teacher educators also. However, considering the rapid advancements in AI and its increasing significance in education, the lack of AI resources in teacher preparation and education is noteworthy (Whalen & Mouza, 2023). The extent to which such new technologies can and should have an impact, on pedagogical practice, remains contested and debated (Whalen & Mouza, 2023; Salas-Pilco, Xiao & Hu, 2022; Vazhayil et al, 2019). Lessons from prior debates with disruptive technologies in education should be harnessed.

The professional development of teachers and teacher educators in the changing educational context has an important role to play - in promoting understanding of generative AI knowledge, assessment and feedback, defining goals and objectives, instructional design and teaching depth, scaffolding and ethics, and ensuring the development of emerging skills to underpin future directions. Therefore, uses of technology broadly classified under the umbrella of AI may have the capacity to bring real benefits to teacher education and healthcare professionals, and ultimately to their learners and patients. Nonetheless, we are still exploring what these benefits might be, how technology can interact with curriculum, pedagogy and assessment, and how we deal with challenges around issues such as privacy, surveillance, student voice and agency, among many others.

In making the Island a beacon for digital healthcare delivery, the Home Health project is improving patient healthcare and inadvertently developing an approach and framework for upskilling professional practitioners in AI education. This article unbundles AI in professional practice pertaining to the project, presenting a model for growth and chance for professional practice education. The model is particular to continuous professional development education of healthcare professional practitioners, however much of the learning can be adapted and applied to both undergraduate and postgraduate university courses. Although not a panacea for all technological innovation and change - education,
technology and practice are always partners, discovering and disseminating new knowledge in the field; where the skills and knowledge go beyond the skills of today, but for the future. Home Health intends to exemplify this reality.
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