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Introduction 

The shadow of Cartesian dualism still lingers over the intellectual and imaginative landscape 

of the West. Increasingly, over the past half-century, its presence has delineated the contours 

of material development, as well. A brief reading of three fictions provides the starting point 

for the critical analysis which follows. 

 In 1971, Len Stein and Bernie Wrightson created the character Swamp Thing for DC 

Comics. Swamp Thing: a biochemist named Alec Holland is murdered by dynamite while 

conducting research in the bayou country of the United States’ Deep South. In the aftermath 

of the explosion, the chemicals from Holland’s lab coalesce swamp flora and the remains of 

Holland’s corpus to miraculously bring Holland back to life. Holland’s body undergoes a 

transformation, however: he awakens in a body comprised not of flesh and blood, but vine 

and moss. None of his original body remaining, he has become a man made of plants. 

 In 1982, British writer Alan Moore led a revival of the serial. At the outset of Moore’s 

tenure, Holland experiences a radical further transformation. It is revealed that rather than 

being a man transformed into a plant, Holland/the Swamp thing is rather a plant which is 

suffering delusions of being a man; the chemical process in the aftermath of Holland’s death 

did not resurrect him, but rather transferred the neurochemical pattern associated with 

Holland’s memories and self-identity to the plant-matter of the swamp. Holland is dead; the 

Swamp thing, subjectively identical with Holland, is that which awoke in the aftermath of the 

explosion. 
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 In 2004, Chilean writer Roberto Bolaño’s novel 2666 was published.  2666 has 1

become famous in large part for its fourth section, “The Part About the Crimes”, which 

fictionalizes the wave of maquiladora femicides in Northern Mexico in the neoliberal era. 

“The Part About the Crimes” details the discovery of hundreds of slain women in individual 

sequence. A section  will often begin with a variation of a short, matter-of-fact statement: 2

“On [date], the body of a women was found [at location].” This dry declaration is repeated as 

often as the body count rises, relentlessly. This repetition forces one to consider the relation 

between subject and body: one might begin to ask, “The body of?” As if the body was a pair 

of gloves which belonged to the subject, and which could be misplaced, discarded of, or 

destroyed independent of the subject. In one sense, the phrasing is a euphemism: one avoids 

the materialist  horror of the subject’s annihilation by deferring to the dualist tradition  of 3 4

mind and body as distinct entities; the subject’s slain body may be discovered by the 

roadside, but the subject herself is inviolate. Nonetheless, the repeated phrasing forces the 

reader to contextualize, in the most brutal of circumstances, the competing cultural ideations 

of subject-as-matter versus subject-as-mind. 

 In 1984, American-Canadian writer William Gibson’s science-fiction novel 

Neuromancer was released. Neuromancer provided for a generation of critics a prism through 

which to read so much of what was interesting and urgent about contemporary cultural issues. 

 Roberto Bolaño. 2666. Tr. Natasha Wimmer. (London: Picador, 2009).1

 The book is not divided into chapters, but rather into five titled parts and a series of untitled sections 2

or sub-chapters which are distinguished by a black dot.
 Here I refer to materialism and materialist philosophy as being marked by two fundaments: being 3

opposed to the Cartesian mind/body distinction; and thus being a philosophy which treats mental 
phenomena as entirely contingent upon material processes—i.e., the mind is not an intangible 
something but rather, however perplexingly, the result of the physical processes of a body. See further 
Kim (2011).
 Here I refer to dualism and dualist philosophy as being marked by the presumption that there is a 4

real distinction between mind and body; mind is not simply a contingency of the body, but rather a 
distinct entity. Not being contingent upon the body, then, the argument may be made that the mind 
can persist after the body’s demise. See further ibid.; Descartes (2008).
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Generally overlooked, however,  was the role it had in shaping the discourse of science and 5

technology as it developed in the 1980s and 1990s, the years in which what were purely 

philosophical questions of dualism and materialism began to appear increasingly urgent. 

 Neuromancer describes a world of computer users whose experience of cyberspace is 

one of apparently literal transit of consciousness between body and digital computer. This 

process troubles the line between Cartesian dualism, widely considered in intellectual life 

passe at best and reactionary at worst, and mainstream philosophical materialism, which had 

all but bankrupted the cultural currency of the former by the early-1980s composition of 

Neuromancer. This philosophical dimension remains however a lens through which to read 

the media culture and discussions of the subsequent decades. Understanding the relationship 

between media discourse and the state of the art is, this thesis contends, in fact rather more 

urgent than the discourse itself portrays the philosophical questions to be, by virtue of this 

very dissonance. 

 These otherwise idle metaphysical questions (Can a mind survive without a body? If 

these technologies of digital disembodiment manifest, what does this mean for our cultural-

historical ideas of personal identity?) are imbued with an apparent urgency by the cultural 

discourses of neuroscience and digital media. This thesis will unpack the dissonance between 

this perceived urgency and the state of the art, and analyze and contextualize the content of 

the relevant discursive products. This method follows from Nietzsche’s genealogy. In On the 

Genealogy of Morals, published in 1887, Nietzsche examines through a number of case-

studies the morality of classical Greco-Roman thought and practice as compared with that of 

 Save for passing references in articles which require familiarizing readers with Gibson. See Jonas 5

(1987); Lewis (1989); Lewis (1990); Markoff (1990); Lewis (1991); Shannon (1992); Behar (1993); 
Elmer-Dewitt and Jackson (1993); Jonas (1993a); Jonas (1993b); Lewis (1993); Markoff (1995); Nash 
(1996); Ravo and Nash (1996); Headlam (1999). 
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the Judeo-Christian era, and demands that any given moral system be recognized—in 

particular he attacks what he describes as life-denying tendencies fundamental to Christianity

—as historical contingencies, “complex mundane, inglorious [in origin and] […] in no way 

part of any grand scheme of progressive history [or] […] the outcome of rationally inevitable 

trends.”  Nietzsche’s Genealogy thus has two results relevant to the methodology of this 6

thesis: it provides a framework by which all of culture is thrown into flux, wherein no truth is 

ascertainable but merely contingencies and trends; and it provides a framework to ascertain 

the ways in which those contingencies and trends do indeed become ossified in the popular 

imagination so as to appear real, immutable, and “rationally inevitable” in their conclusions.  7

The most relevant example for this thesis may be stated simply: The mind/brain is like a 

computer, and the computer is like a mind/brain.  8

Certain individuals and organizations in the respective fields profit from this 

perception of relevant science-fictional technologies as not only plausible, but inevitable. For 

example, Ray Kurzweil, one of the most influential inventors and futurists of the past 40 

years, published in 2006 his nonfiction The Singularity is Near, a lengthy explanation of the 

author’s theory of exponential technological advancement, as applied to the human species of 

the past and future. Kurzweil argues that it is inevitable within several decades that 

technology will be developed which allows humans to exit their bodies and become immortal 

by transfer to digital media. Kurzweil cannot be easily dismissed: the man has both a 

background in both the sciences and the humanities, having graduated from MIT with a 

 Gary Gutting and Johanna Oksala. "Michel Foucault" in The Stanford Encyclopedia of Philosophy. 6

Ed. Edward N. Zalta. (Summer 2021 Edition). See also R. Lanier Anderson. "Friedrich Nietzsche" 
in ibid. (Summer 2022 Edition); Walter Kaufmann’s introduction and notes to his translation of On the 
Genealogy of Morals (Vintage Books, 1989).
 Gutting and Oskalo (2021).7

 I am deliberately vague here insofar as what it means for X to be “like” Y.8
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double major in literature and computer science; in the 1980s he developed revolutionary 

synthesizer keyboards and a device for the blind which reads text aloud; he has been crucial 

in the material development of artificial intelligence and text/audio recognition technology 

and currently serves as the head of AI research at Google; and has received 21 honorary 

doctorates and his work has been honored by U.S. Presidents Lyndon B. Johnson, Ronald 

Reagan, and Bill Clinton.  9

 The philosophical issues raised by the fictions mentioned above—Swamp Thing, 

2666, and especially Neuromancer—are squarely applicable to Kurzweil. This fantasy of the 

subject’s digital transfer was science-fiction in 1984; by 2006, it was a research goal. To 

understand this paradigm shift requires analysis of the media discourse of those decades. This 

thesis will serve as an opening move in providing a critical analysis of this fantasy’s role in 

the popular culture, which exists in a feedback loop  between cultural production and 10

material production in fields such as neuroscience, digital media, public policy, economics, 

and weapons systems. Much work remains to be done in this direction. This thesis can often 

provide but a conceptual framework through which to read the role of this fantasy in political 

and economic discourse, and with regard to military spending and geopolitics. In the main, 

this thesis focuses on points of diffusion between technologies and models of neuroscience 

and digital media, and the popular culture through quotidian material such as news coverage 

and “popular science” texts written for and marketed to a wide audience. To this end, Kittler’s 

positivist media discourse analysis is the guiding model. Taking positivism to an extreme, 

 See further O’Connell (2017).9

 As in, when a set of processes results in a product which is then reintegrated within those 10

processes. A scientific-cultural example, which will be explored at length in this thesis: neuroscientific 
research produces a certain result, X, which is then discussed in the public forum. Those public 
discussions and reactions or responses to X will influence neuroscientific research henceforth. And so 
on.
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Kittler disposes entirely of metaphysics  (which means disposing of hermeneutics or 11

interpretation) and rather presents a vast array of sources which reveal the guiding role 

communications media play in forming what he termed “discourse networks” which in turn 

set the conditions for self-knowledge and knowledge about the world. This thesis, following 

from Kittler, seeks to similarly present a wide range of sources, through which the 

neuroscientific/digital zeitgeist becomes apparent. It also focuses heavily, particularly in later 

chapters, on the philosophical or cultural implications of these imagined technologies. This is 

an apparent contradiction, between positivist discourse analysis, and metaphysics and 

interpretation. More will be said on this contradiction at the end of this introduction. For now, 

it is sufficient to state that I am aware of the contradiction: I draw from the positivism of 

Kittler, for whom metaphysics was a non-starter, but who understood deeply how the media 

conditions create the psychic life of a culture. (In this case, the media are only culturally or 

imaginatively “real”, insofar as the culture engages with them, despite the lack of their 

material presence.) But this thesis is also indebted to Nietzsche, insofar as his genealogy 

enabled the psychoanalysis of a culture—an interpretation of morals—through a very wide 

lens.  

 The structure and style of this thesis attempts to reconcile a formal linearity in the 

interest of the reader, and the logic of proliferation which the content evinces. The latter point 

merits explanation. The discourses of neuroscience and of digital media often reveal 

symmetries and symbioses. One enters into explaining one or another of these symmetries, 

only to find that a point in discussing neuroscience, for example, leads into a point regarding 

digital media, which often branch out in further directions thus. A minute point of 

 See John Durham Peters. “Introduction: Friedrich Kittler’s Light Shows” in Optical Media. Tr. 11

Anthony Enns. (Cambridge, UK; Malden, Massachusetts: Polity Press, 2012).
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consideration in, for example, the relationship of personal identity and neuroscientific 

knowledge, will have its resonance in considerations of digital media, of national and global 

politics and economics, in evolutionary biology, in concepts of time-space itself. There is a 

metaphor at play here, indebted to Deleuze and Guattari:  that of the network, the rhizome. 12

Each point of discussion is a knot or node in the network. The content demands returning to 

the same points repeatedly because they form different connections and the print medium of 

this thesis does not allow something like hyperlinks, which would in fact be a useful way of 

organizing the thesis; nonetheless the hyperlink model is a useful way to think of the 

structure of the thesis: a branching out, a network of affiliated ideas. This appropriation of the 

Deleuze-Guttari rhizome manifests in content more than in structure; this thesis does not, as 

in the Deleuze-Guttari model, “[allow] immediate connections between any of its points”.  13

Rather, this thesis follows a structure closer to a curation or guided tour of the relevant 

rhizome: the contemporary discourse of identity in relation to neuroscience and digital media. 

Contrary thought it may be to the spirit of Deleuze-Guttari, a certain order must be imposed 

upon the structure of this thesis for it to be intelligible or manageable. Furthermore, the 

aspiration of this model of discourse analysis is indebted to Foucault’s project to reveal that, 

across disciplines and sub-disciplines, the content—what can and cannot be said—of the 

respective discourses is the same. In particular, Foucault’s work in The Order of Things, his 

analysis of the discourses of biology, economics, and linguistics, as a means of demonstrating 

that the rules of discourse in an episteme span disciplines, is of particular inspiration in this 

thesis.  

 Daniel Smith, John Protevi, and Daniela Voss. "Gilles Deleuze" in The Stanford Encyclopedia of 12

Philosophy. Ed. Edward N. Zalta. (Summer 2022 Edition).
 Ibid.13
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 Accordingly, questions which arise in Chapter One, for example, re-appear 

throughout the thesis with different emphases and critical-analytical priorities. This can make 

for a sometimes unruly text. Certain discussions veer sharply; I ask my reader’s patience in 

allowing these wanderings to bring back to the central discussion what they may. Ultimately, 

this thesis will address several key questions. As mentioned, how does the digitally-

disembodied subject go from being a science-fiction fantasy in the early 1980s to a research 

goal in the early 2000s? What are the discursive conditions which allow for this idea to be 

received in the former case, and how did they mutate to allow this idea to be received in the 

latter case? What is the content of these fantasies and how might this content be situated in a 

cultural-historical context? What are the implications for cultural concepts of personal 

identity?  

The methodology of this thesis is interdisciplinary. It draws upon literature, cultural studies, 

media theory, history, and philosophy. Several aspects of the methodology utilized in writing 

this thesis merit explanation. Instrumentalizing literature to understand cultural discourses of 

science and technology in the 1980s and 1990s is, in one sense, simply utilitarian: literature, 

in particular science-fiction, is a tool helps elucidate the popular imagination in those years. It 

is a meta-discourse, unbound from disciplinary considerations, which can draw from all 

discourses at the writer’s will and pleasure. It has a special status further insofar as its use of 

other discourses defines the contours and limits of certain ideas in the popular imagination, 

which in turn further influences the paradigm in which specialized research is done. 

Engaging literary texts themselves in a more traditional literary criticism, is not a goal of this 

thesis. The model here is Kittler—his lengthy use of literary excerpts in making his 

11



arguments in Gramophone, Film, Typewriter. The English-language translator of that text 

puts pithily the relevance of Kittler’s media discourse analysis to this thesis:  

If literature is programming, how exactly does it proceed? Obviously, it involves the 
production, circulation, and consumption of texts. Interpreting those texts, that is, 
isolating and forcing them to reveal something beyond the materialities and orders of 
communication that produced them in the first place, will be of little help. Instead, 
discourse analysis begins by simply registering them as material communicative 
events in historically contingent, interdiscursive networks that link writers, archivists, 
addresses, and interpreters. In so doing, discourse analysis does not deny 
interpretation; it merely concentrates on something more interesting. First of all, it 
focuses on the brute fact that certain texts were produced-rather than not, and rather 
than others. Second, it shows that these texts, regardless of the variegated social 
practices to which they may be related, exhibit certain regularities that point to 
specific rules programming what people can say and write.   14

Literature provides a prism through which to analyse and contextualize the relevant cultural 

fantasies. Of particular importance here, then, is to present texts which reify the perception of 

human brains and digital computers as a model for one another. Such texts in turn reflect and 

advance the cultural perception of the irreducibly-digital subject (DCF) and the irreducibly-

digital reality (what I refer to as information-substrate theory, or IST) as plausible research 

goals. C.P. Snow, the chemist and novelist, in a comment on his famous “Two Cultures” 

lecture, understood this loop, saying in 1961: “I [do] not mean that literary intellectuals act as 

the main decision-makers of the western world. I meant that literary intellectuals represent, 

vocalise and to some extent shape and predict the mood of the non-scientific culture: they do 

not make the decisions, but their words seep into the minds of those who do.”   15

 I expand this formulation to include what one prominent popular-science literary 

agent  designated the “third culture”: those writers of pop-science who recuperated the role 16

of Snow’s literary intellectual. Popular-science writing is a crucial source for critical analysis 

in this thesis. I define “popular-science” as a genre of writing which seeks to explain 

developments in science or technology, primarily (but not exclusively) of recent vintage, to 

 Geoffrey Winthrop-Young and Michael Young. “Translator’s Introduction: Friedrich Kittler and Media 14

Discourse Analysis” in Gramophone, Film, Typewriter. (Stanford, CA: Stanford University Press, 
1999), p. xxi. Emphasis added.

 C.P. Snow. The Two Cultures: and a Second Look. (New York: Cambridge University Press, 1964), 15

p. 59.
 See Brockman (1995).16
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readers outside of a particular specialisation. The level of complexity and attention demanded 

by the popular-science text varies. In some cases, for example the writing in a publication 

such as the New York Times, the information is deliberately communicated in the most facile 

manner possible. A putatively pop-science text like engineer H.W. Lewis’ Technological Risk, 

discussed in this thesis, is aimed at those in public policy and the concerned citizen who 

might compel elected representatives to make the issues discussed a priority in public policy; 

it is rather more technical than many popular-science texts. The median for popular-science 

texts tend to be those aimed at the moderately intelligent, educated or otherwise curious 

general reader. These include texts discussed in this thesis such as neuropsychiatrist Michael 

Gazzaniga’s Nature’s Mind or computer scientist Roger Schank’s The Cognitive Computer. 

There are also popular-science books like AI pioneer Marvin Minsky’s Society of the Mind or 

polymath Douglas Hofstadter’s Gödel, Escher, Bach, which combine the essence of popular 

science writing—the communication of specialist knowledge to non-specialists—with a more 

literary, aesthetic emphasis. Finally, there are books such as neuroscientist Elliot Valenstein’s 

Great and Terrible Cures and science writer James Gleick’s The Information, which provide 

histories of science and technology, in these instances psychosurgery and information theory, 

respectively. Excluded from this definition “popular-science” are texts such as MIT 

sociologist and clinical psychoanalyst Sherry Turkle’s The Second Self and Life on the 

Screen. These texts, while communicating specialist research to a non-specialist audience, 

communicate information about the cultural responses to science and technology, rather than 

information about science and technology itself. 

 What I have defined as popular science represents the majority of primary sources 

cited in this thesis. In the era of hyperspecializing, no one can be an expert in every science 

or even in a single science. There is simply too much factionalism within the culture of 

research capitalism: each discipline splits into competing sub-disciplines. It must be stressed 

that this thesis is concerned with the culture of science and technology in the 1980s and 

1990s, not the processes of science and technology. The only way to get anything 

approaching an overview of the sciences is to focus on the reduction, the simplification 

which popular science provides. 

13



Here, a word about the use of discourse analysis. The zeitgeist is something which 

must be considered in material terms, otherwise there is nothing to discuss in a positivist 

sense. This apparent contradiction informs the usage of “discourse analysis” for the purposes 

of this thesis. Here I draw upon the media discourse analysis pioneered by Friedrich Kittler, 

in particular his Gramophone, Film, Typewriter. The content of public perceptions and 

cultural fantasies might be an imagining of the non-material, or the metaphysical, but 

methodologically we must regard discourse as materially instantiated. On the one hand is the 

positivism of Kittler: simply state the authors and cite their statements. It has been stated of 

Comte’s formulation of positivism that: “In the positive state, the mind stops looking for 

causes of phenomena, and limits itself strictly to laws governing them”.  So it is with 17

discourse analysis—we cannot look for cause and effect; discourse is too diffuse for effective 

reduction to cause-and-effect. Rather, by searching for resonances we can, as stated, find the 

governing rules of the discourse. There are functionally endless manifestations, across every 

media, of the  discursive products of neuroscience and digital media in the 1980s and 1990s. 

This positivist approach reveals certain pervasive resonances between the putatively separate 

fields of neuroscience and digital media. Again, these resonances “exhibit certain regularities 

that point to specific rules programming what people can say and write”.   18

While being aware of the contradiction in methodology, it is the discernment of 

certain metaphysics at play by a positivist approach which allows for an interpretation and 

analysis of those metaphysics shared by the relevant discursive products. On this point an 

ambivalence is apparent: it is the perspective of the author that it is no longer sufficient, as 

during the height of postmodern theory in which Kittler was working, to simply state the 

 Michel Bourdeau. "Auguste Comte" in The Stanford Encyclopedia of Philosophy. Ed. Edward N. 17

Zalta. (Spring 2022 Edition).
 Winthrop-Young and Young (1999), p. xxi.18
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facts and cite the authors. I agree with Terry Eagleton  that the work of the critic, after the 19

end of postmodernity signalled by the events of 11 September 2001, can no longer treat itself 

as politically hermetic. There are indeed strong political implications to the discourse and 

material productions of digital and neuro-science, hermetically apolitical though they may 

appear. Understanding this political dimension requires an explication of the relevant 

metaphysics.   

This final point is crucial to understanding the function of those discursive products. 

As Bourdeau notes, “positivism has always refused to separate the philosophy of science 

from the history of science”,  and this is very much a position this thesis aligns with. This 20

thesis also follows the positivist tradition insofar as “[each] science is therefore examined [by 

Comte] twice in the Course of Positive Philosophy: for its own sake […] [and] in its relations 

to the general development of society […] In this way, Comte succeeds in reconciling the 

internalist and externalist points of view, usually considered to be incompatible”.  The 21

methodology of this thesis follows from this: positivist evidential production meets close 

reading. The methodology plays both sides of the fence, between continental and analytic 

approaches to a philosophy of history: Kittler’s positivist “anti-hermeneutics“—treating 

interpretation and metaphysics as irrelevant or even non-existent—on the one hand, and 

Nietzsche’s historical psychoanalysis on the other.  22

To clarify: for the purposes of this thesis, I will define discourse as in the Foucauldian 

sense of a set of practices which self-legitimate and thus perpetuate a particular set of 

presumptions about objective and subjective knowledge—about what can be known about the 

 See Eagleton (2004).19

 Bourdeau (2022).20

 Ibid.21

 See Nietzsche (1989b).22
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world, and about what the subject may know about oneself. The practices and presumptions 

of discourse, then, precede the subject and therefore discourse is the condition of subjectivity. 

(Discourse is an inescapable human practice, and it is a non-starter to suppose the existence 

of a subject independent of the conditions of discourse in a particular episteme.) I agree with 

the Foucauldian perspective therefore that the subject does not, for example, speak discourse, 

but rather is spoken by discourse, is constituted by discourse.  When discourse shifts, what 23

the subject supposedly is shifts as well: the conditions of self-knowledge and, by necessary 

extension, objective knowledge shifts as well.   24

 Historically these shifts have been tied to the history of science. The past several 

centuries have seen several monumental ruptures in the conditions of discourse. Copernicus’ 

heliocentric model de-centres Man as the focal point of the cosmos. Darwin’s theory of 

evolution dislodges humanity from its place of privilege on earth. Freud’s theories of the 

unconscious ruptures the that our motives, our desires, indeed who we are is transparent to 

ourselves. As Aylesworth notes, Nietzsche argued that Christianity’s propensity towards 

establishing “truth”  led to the conditions by which the sciences undermined and destroyed 25

the salience of Christianity; the discourse of Christianity contained the conditions for its own 

demise.  Similarly, the rapid advances in digital media and neuroscience promise to 26

 See Gutting and Oksala (2021).23

 See Foucault (2000).24

 Insofar as theology as a practice produced countless sects which sought to apprehend the nature 25

of the godhead, with some sects gaining precedence and canonizing their explanations. 
Apprehending the nature of reality was a key concern. As Wertheim (1999) notes, because the 
particular contingencies of canonical Christian understandings of god and the cosmos were revealed 
to be fundamentally incorrect, this derailed the psyche of the West far more than those non-Western 
theologies which did not share those understandings. For example, Wertheim notes that it had been 
long held that the heavenly realm was in the space beyond the Earth; understanding this space was a 
continuity between the religious and scientific worldview; and thus the latter undid this facet of the 
former. For non-Western peoples who did not hold that the heavenly realm was located as such, this 
crisis of a loss of faith did not manifest.

 Gary Aylesworth. "Postmodernism" in The Stanford Encyclopedia of Philosophy. Ed. Edward N. 26

Zalta. (Spring 2015 Edition).
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recuperate some of the aforementioned losses while the same time promising to irrevocably 

shift the nature of knowledge and self-knowledge beyond recognition: the cogitating subject 

may now become entirely transparent to itself through knowledge about the brain, and from 

this point learn that there is nothing else to know about oneself, for the simulation or 

calculation of the subject and the subject itself will have become identical. A singularity is 

supposed: what is the condition (or, indeed, relevance) of self-knowledge when the 

irreducibility of self-knowledge has been empirically validated?  27

 This thesis focuses on the specific cultural fantasy of the individual subject’s transit 

from the human body to the digital machine, a fantasy predicated upon such hypothetical 

reduction of the subject to the calculation of the subject. This fantasy has become part of the 

discourse of both neuroscience and digital media, and as such it has become part of the 

condition for popular knowledge about neuroscience and digital media. It is pervasive in such 

discussions; a discourse analysis reveals it to be implicit in all writing on the subjects in the 

1980s and 1990s. Texts which engage with it explicitly take it for granted, even in refutation 

of the fantasy’s plausibility. And in turn, following from Kittler’s media materialism, 

conditions for self-knowledge are media conditions; thus, given this fantasy’s place of 

privilege in the media discourse, it becomes an indelible part of self-knowledge. 

 At this point I should clarify that this thesis is concerned with popular or non-

specialist discussions of neuroscience and digital media. I contend that it is at this level that 

the relevant discourse is consolidated and perpetuated. The vital discursive practice under 

 It is worth noting that considerations as described above are focal concerns of the burgeoning sub-27

discipline of the posthumanities, or posthumanism. Monographs by Hayles (1999) and Braidotti 
(2013), as well as Badmington’s (2000) edited volume on the subject and O’Connell’s (2017) popular-
audience text, are cited throughout this thesis and indeed this thesis engages a question crucial to 
posthumanism, regarding the assimilation into our cultural epistemologies of the advances of digital 
media and neuroscience.
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scrutiny here, then, is publishing of texts understandable by the non-specialist audience 

which communicate knowledge about neuroscience and digital media. As will be discussed at 

length throughout this thesis, this practice inevitably produces discrepancy between specialist 

scientific knowledge of the state of the art, and popular cultural “knowledge” of the state of 

the art, which really is more like myth, but in an interesting way: the myths of neuroscience 

and digital media are not about invisible gods or the supposed deeds of our ancestors, but are 

about real, empirical knowledge. The shaman in this case, the scientist or engineer, is 

expected to produce unambiguous proof of the “myth’s reality,” as it were. (I refer here to 

“myth” as an instrument of reduction which translates the complex into simple and 

understandable models.) 

 It is thus necessary to state that I make no presumption about the beliefs of scientists 

and engineers themselves. I would be inclined towards assuming that most scientists and 

engineers working in neuroscience and digital media do not actually believe that the 

disembodiment of the subject is a possibility which may become manifest through their 

research, however far down the line; or, at the least, that such a consideration is simply 

functionally irrelevant. To paraphrase Noam Chomsky, it is not as if scientists can be given 

money and instructed to use it to find, as in this example, a way to transfer the subject out of 

the body and into digital media; it is an unstated agreement that the scientist will simply take 

the money and keep working on what they’re working on. It is fortuitous if a discovery is 

made which advances the understanding of the relevant goals; but the fulfilment of such 

long-range aspirations is irrelevant to the quotidian working life of the scientist.  At the 28

same time, the state of discourse which allows such perceptions of STEM to lead to funding 

 See Chomsky (2002), p. 285-286. 28
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is of course beneficial; reifying those fantasies through popular-science and public relations 

does have its incentives. But there is no necessary or even rational relationship between 

STEM advances and public perception of the reasonable expectation of STEM advances.  29

There is however, in Western liberal democracies, a necessary relationship between public 

perception and STEM funding. 

 Moving on, the discursive practice of publishing trends will be considered as it 

intersects with research funding and neoliberal state-capitalism, both of which here qualify as 

discursive practices.  This issue will be discussed throughout the thesis, particularly in the 30

third chapter, but it can be stated here briefly as follows. Research in neuroscience and digital 

media is overwhelmingly subsidized in the United States by the state. As much money as is 

released, however, there is still competition for funding. There is thus something of a circular 

hierarchy in the discursive practices of state-capitalism, popular culture, and scientific 

research. Ultimately, those releasing funds to be distributed or directly to scientific or 

engineering projects must at some level understand the relevance of the research being 

undertaken. Given that those who risen electorally to such political power in the United 

States almost never have such specialist knowledge,  they are effectively equivalent to the 31

 See further Helen Longino. "The Social Dimensions of Scientific Knowledge" in The Stanford 29

Encyclopedia of Philosophy. Ed. Edward N. Zalta. (Summer 2019 Edition).
 By neoliberal state-capitalism, I refer in this instance to the practice of privatizing the public sector 30

while simultaneously maintaining some semblance of economic stability partially through the practice 
of funneling governmental funding through the Pentagon to privately owned weapons-system and 
high technology development. See Chomsky (2002). To qualify the description of neoliberal state-
capitalism as a discourse practice, I contend simply that neoliberal practices are, contrary to “free 
market” apologists, not anything like "natural” processes and indeed their material effects are 
contingent entirely upon discourse. This formulation derives partly from Kittler's media materialism 
and Foucault’s analyses of the discursive nature of power: whereas the development of certain 
technology allowed for the shift in discourse which produced capitalism, we can nonetheless look to 
history for the discursive conditions which preceded capitalism, and as such we can imagine a future 
where discursive conditions have erased capitalism as a model of structuring society and the 
individual mind.

 See Brown (1995).31
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non-specialist civilian insofar as discrepancy between the state of the art and their 

understanding thereof occurs.  

Further, the politician or relevant bureaucrat is equivalent to the non-specialist civilian 

insofar as those distortions with which he is seduced to release funding tend to be predicated 

upon existing cultural myths, which are embedded in the discursive practice of publishing of 

popular-science and -technology texts. The more a proposal can fire that part of the financer’s 

cultural imagination, the more likely the financer is to release funding. I take this to be true 

for funding neuroscientific and digital media research as I do for military spending (often the 

latter is the pretense for the former); ideals of the nation-state, of the individual’s relation to 

power, are discursive products as well. Finally, if the public is seduced by the projects for 

which the politician facilitates financing, the discursive practices all around are strengthened 

and perpetuated. 

The question of agency should be clarified as well. What we are trying to understand 

is how DCF-IST went from science-fiction fantasy to being a research goal and informing the 

methodologies of prolific research initiatives. For Foucault, discourse is something like a 

“natural” process, and thus all material developments are preceded and perpetuated by 

discourse.  The subject, the free agent is irrelevant. So too for Kittler’s positivism: in media 32

materialism there is absolutely no space for the subject, for metaphysics.  The methodology 33

of this thesis leads to engaging with the metaphysics of the discourse insofar as to understand 

how those metaphysics inform the contours of the discourse, but in the main this anti-

Humanist erasure of the subject is affirmed. Gutting and Oksala note that “Foucault intended 

the term “genealogy“ to evoke Nietzsche’s genealogy of morals, particularly with its 

 See Gutting and Oksala (2021).32

 See Peters (2012).33
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suggestion of complex, mundane, inglorious origins—in no way part of any grand scheme of 

progressive history. The point of a genealogical analysis is to show that a given system of 

thought […] was the result of contingent turns of history, not the outcome of rationally 

inevitable trends.”  This formulation supports my own usage. There is certainly nothing 34

rational or inevitable in the turn towards DCF-IST becoming perceived as plausible in the late 

20th and early 21st century. Conversely, individual actors are identifiable as having exercised 

considerable power over the discourse. These tend to be the elite of science and engineering: 

AI pioneers Marvin Minsky, Roger Schank, and Ray Kurzweil, for example, or neurosurgeon 

Antonio Damasio. As such, these individuals are accorded significant scrutiny in the 

following thesis. At the same time, however, this is still from the media-materialist 

perspective that these actors are preceded by the discourse and can only speak that which the 

discourse allows; it just so happens that they can be identified as competing for attention and 

resources, and in turn thus reifying the discursive conditions of their status. 

 A methodology based on searching for Foucauldian resonance, by which I refer to the 

nodes as in a network of affiliations, by definition must take into account multiple discourses. 

Here I draw upon the discourse models of Foucault and Kittler, but also I view this thesis as 

an extension of Vidal and Ortega’s recent work, Being Brains: Making the Cerebral Subject 

(2017), which focuses specifically on the relation between popular perception of 

neuroscience and specialist research within the disciplines of the neurosciences. In a 

positivist fashion, Vidal and Ortega throw into relief incongruities between the research and 

its promotion, and the ways in which this discourse reproduces itself. Regarding potential 

overlaps between Anglo-American analytic inquiries into mind and consciousness, and the 

 Gutting and Oksala (2021).34
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continental tradition of phenomenology, D.W. Smith states: “Cultural conditions […] seem 

closer to our experience and to our familiar self-understanding than do the electrochemical 

workings of our brain, much less our dependence on quantum-mechanical states of physical 

systems to which we may belong.”  This is an insightful comment, relevant here—it throws 35

into relief the cultural conditions investigated in this thesis: what when cultural conditions 

make it so that the electrochemical workings of our brains become cultural conditions 

themselves, albeit as the fantastical element of a model splitting off from the state of the art? 

This thesis expands the focus of Vidal and Ortega to include both neuroscience and 

digital media. There is an argument to be made that, as these are the dominant discourses as 

relate to DCF-IST, this methodology is perhaps too facile or obvious. One could look instead 

at digital media and, for example, botany; a more compelling thesis might follow if the 

findings proved the same. I would respond to this argument as follows. One, discussions of 

neuroscience tend to be predicated on much of the natural sciences, insofar as it deals with 

anatomy, chemistry, and so on. Two, the neurosciences are the only secular discourse which 

allows any room at all to deal with consciousness and subjectivity. Consciousness and 

subjectivity are vital to the considerations of this thesis. Neuroscience, then, must be a focal 

point of comparison. And obviously digital media cannot be foregone; there is no DCF-IST 

without digital media. The pervasive tendency to compare of everything to digital media or 

neuroscience, in addition to their comparison to one another, in the contemporary cultural 

discourse—this obviousness is the virtue by which primarily focusing on cultural discourse of 

neuroscience and digital media is qualified. And this thesis does in fact address resonances 

 David Woodruff Smith. "Phenomenology" in The Stanford Encyclopedia of Philosophy. Ed. Edward 35

N. Zalta. (Summer 2018 Edition).
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with other discourses, such as politics or economics, or with the likening of natural evolution 

to cybernetics. 

 A note on the method of selecting popular science texts as primary sources. For 

contemporary coverage of relevant developments, I searched the databases for the 

Massachusetts Institute of Technology’s (MIT) Technology Review periodical and for the New 

York Times. These publications provide historical overview of the contemporary discussions 

around science and technology, as well as providing a vital source for the discourse analysis 

thereof. Both publications have global distribution. The relevance of both will be discussed 

throughout the thesis. The databases for Technology Review begin with the year 1990. The 

databases for New York Times begin with the year 1980. These restrictions are an acceptable 

compromise: there is an asynchronicity between research, research publication, and the 

communication thereof to the public; and other sources fill in the gaps left by these 

limitations. With regard to the New York Times and Technology Review sources, the reader 

will note an absence of page numbers in citations. The electronic databases available for this 

research provided HTML copies of the individual articles. As such, page numbers are 

irrelevant, but dates are still provided. 

 The reader will note that the thesis cites almost exclusively print sources. This is a 

compromise made in the interest of the manageability of undertaking this thesis. Searching 

print sources, as indicated immediately above, allows for much tidier search results. Almost 

always can the source and author be immediately ascertained. This is not the case with 

searching audio-visual sources. Foregoing such sources is a compromise which is not 

overlooked: the primary sources of this thesis are in a sense limited in their reach to the 

reading public. In the United States, which this thesis primarily focuses on, television 
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possesses far greater powers of dissemination than print, especially in the pre-Internet 1980s 

and 1990s. There is no reason to believe, however, that the content of what was spoken in 

televisual rather than print news, for example, is significantly different as to affect the critical 

analysis advanced in this thesis.  Also, coverage in such a print-based outlet such as the New 36

York Times usually corresponds to at least some modicum of television coverage.  

 Second, the reader will note that this thesis focuses almost entirely on developments 

geographically limited to the United States. It merits disclosure that I myself am a citizen of 

the United States, and was raised in Western New York. This potential bias poses little trouble 

in practice. The reason for this U.S.-centrism is historical. The world’s leading tech hubs in 

the relevant period were—and remain—in California and the Northeast United States. 

Cyberpunk, the genre which galvanized the public imagination towards the relevant fantasies, 

was an American literary movement before becoming a global ethos. The leading AI research 

was being done in Massachusetts. The preeminent contemporary neuroscientific researchers 

were working in the U.S. 

 Third, the nomenclature of this thesis merits comment, as does the history of the 

relevant nomenclature surrounding thought, consciousness, subjectivity, etc. Following from 

Descartes’ argument that the mind-body distinction was self-evident, there was a deluge of 

interest in understanding how the mind works. For Locke, who refers to “soul” rather than 

“mind,” the awareness of the soul is necessary only for thought.  Inherently there is a 37

dualism here, because awareness of one’s soul is not necessary for the body’s behavior, per 

se. More recent scholars, such as Katherine Hayles (1999) and Rosi Braidotti (2013) have 

 See Postman (1986).36

 See Robert Van Gulick. "Consciousness" in The Stanford Encyclopedia of Philosophy. Ed. Edward 37

N. Zalta. (Winter 2021 Edition). 
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insisted upon referring to what Locke would have called the “soul” and what Baidotti and 

Hayles would call the “subject” in its embodiment or state of being embedded in a network of 

human and non-human agents.  

From Locke on, however, “thought and consciousness were regarded as more or less 

the same”  at the expense of the possibility of non-conscious thought, which Freud would 38

later explode, or indeed at the expense of the thinking/conscious subject as a discursive 

product in the Foucauldian sense, or as a contingency enmeshed in an ever expanding and 

mutating network of contingencies, as in Braidotti or Hayles—the latter, following from 

developments in science and technology in the mid-to-late 20th century, demanding that 

phenomena like “thought” must be understood being distributed throughout the individual 

body, rather than concentrated, as in the Cartesian sense of homunculus.  39

Come the 20th century, thought and consciousness were by and large discarded 

entirely as objects of scientific inquiry. Behaviouristic methodologies,  of whom Pavlov and 40

Skinner are the most famous practitioners, became the norm for investigating psychic 

phenomena. The mid-century advances in digital media, however, set the stage for the 

emergence in the 1970s of cognitive science, a discipline which attempts a digitally-

facilitated reconciliation of the qualitative (i.e. what it is like to be a thinking thing, what 

sensation and thought are) and the quantitative (i.e. observable behaviours and self-reported 

mental states). As Descartes’ argument that there was a real distinction between mind and 

body sparked rapid expansion into attempting to understand how the mind works, the 

 Ibid.38

 It merits stating that Donna Haraway is a pioneer in this area, and Hayles and Braidotti are strongly 39

indebted to her. Haraway’s scholarship, however, does not figure much into this thesis.
 Behaviorism here refers to a means of psychological investigation discards of the subjective 40

character of personality and behavior entirely. All that is considered in methodology and experiment is 
Patient X’s response to Stimuli Y.
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development of primitive artificial intelligence by engineers such as Herbert Newell, 

Seymour Papert, and Marvin Minsky in the 1950s and 1960s sparked rapid expansion into 

using computers to attempt to understand how the mind works. Philosophers also came back 

on board with regard to discussing the how and why questions of consciousness (i.e. Paul and 

Patricia Churchland, Daniel Dennett). A good overview of this is provided by Jaegwon Kim 

(2013), as well as the Stanford Encyclopedia of Philosophy. 

In general, I collapse the phrases associated with subjectivity to simply refer to “the 

subject”. This thesis’ functional reduction of the definition of “the subject” does align itself 

more with the tradition of Hume,  insofar as the subject need not take itself as object but 41

merely be, to paraphrase Wittgenstein, “the eye which sees but does not see itself”.  As the 42

context demands, I may refer to “thought,” “consciousness,” “mind,” “ego,” et cetera. 

(Generally, the “soul” as a phrase is irrelevant; no one working in philosophy or the sciences 

today gives credence to such conceptualizing, and there is no need to resurrect it here.) For 

clarity and concision, I choose to refer to this family of descriptive phenomena as “the 

subject” for I maintain that “the subject” is the most irreducible and least loaded phrase 

associated with the self: “the subject” is that which obtains for a subjective point of view 

which is exclusive to that subject. The subject knows what it is like to be the subject, and 

does not know what it is like not to be the subject. The thesis will treat this as self-evident, 

though the thesis will also inevitably end up considering debates over the validity of this 

supposed self-evidence. The human brain/the subject appears to be the only subject of inquiry 

which contains its own conditions; one must utilize a heuristic, as this thesis does with “the 

subject,” in order to proceed from any point at all. 

 See Joel Smith. "Self-Consciousness" in The Stanford Encyclopedia of Philosophy. Ed. Edward N. 41

Zalta. (Summer 2020 Edition); D.W. Smith (2018); Van Gulick (2021).
 J. Smith (2020).42
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It does bear further stating that while distinctions between, for example, “mind” and 

“thought” are indeed relevant (i.e. investigating resonances between consciousness studies 

and media theory), to qualify my reduction of such terms to “the subject” I can only refer to 

the quotidian, interchangeable nature of such various terms’ popular usage (soul, ego, subject, 

mind, thought, consciousness) and state that I simply cannot do battle with qualifying every 

source and discussion’s usage of such interchangeable terms at every single turn. The 

differences between consciousness, the mind, thought and thinking, and subjectivity are 

indeed grappled with throughout this thesis; explicating these differences at each relevant 

point is simply the matter for another thesis, given the complexity involved. (Even 

explicating the debates corresponding to individual terms would be to derail this thesis. For 

one example, one of the more contentious debates relevant here is simply defining 

“consciousness”. For David Armstrong, it is simply the state of “sensing and responding to 

[the subject’s] world”.  For Peter Carruthers, it is self-reflexivity, the subject’s awareness of 43

the subject of itself as subject.  For Thomas Nagel, it is there being “something it is like” to 44

be the subject, which is exclusive to that subject and fundamentally unknowable by other 

entities. For Robert van Gulick it may be a question of being awake rather than asleep, 

hypnotized, or comatose. ) 45

To reiterate, I define the subject as that which has a point of view, accessible only to 

itself; self-awareness is not necessary to this definition, for pre-cognizant children and 

sleeping adults, as well as non-human animals, unquestionably have a point of view which is 

inaccessible to others, even if it is perhaps not expressible as such through the medium of 

 Van Gulick (2021).43

 Ibid.44

 Ibid.45
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language.  It is worth noting here that certain researchers have suggested different criteria 46

for self-awareness. Philosopher Gordon Gallup has suggested that the mark of self-

consciousness is being able to recognize oneself in the mirror, thus possessing not only 

awareness of one’s qualia but also “it is manifest to them that they themselves are the object 

of awareness”.  Endel Tulving has suggested, following from Locke, that it is the retention 47

of what he refers to as “episodic“ or “autonoetic” memory. I do not refute such qualifications 

but seek to reduce them even further. In the case of Gallup, I would maintain that self-

consciousness is self-evident whereas, naturalized thought it may be, mirror-recognition is 

related more closely to representational strategies.  (We can imagine a world with 48

consciousness but without mirrors.) Indeed, not all animals whose self-consciousness is self-

evident demonstrate mirror-recognition.  To exclude such subjectivities is not so bad as 49

Descartes, who denied that animals had souls, but certainly it is chauvinistic and should be 

avoided. In the case of Tulving, as will be discussed at length in the thesis, I would contend 

that that memory as a marker of the subject is simply insufficient. Having a point of view 

exclusive to the subject is the mark of the subject insofar as this thesis is concerned.  

This reduction thus encompasses both more dualistic conversations (i.e. Locke or 

Descartes, for whom we need only refer to thought or the product of cognition) and 

conversations of the embodied or embedded subject, insofar as: one, my physical sensations 

and the way my body produces the subject I identify as may be very similar to yours, but they 

are still accessible exclusively to myself and to you, respectively; and two, it allows for 

 See Postman (1986).46

 J. Smith (2020).47

 Cf. Bolter and Grusin (2000).48

 Cf. Smith (2020).49
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embodied subjectivity which exists independent of linguistic capacity or linguistic agency, 

such as infant, the sleeping, and animals. 

 Furthermore, this thesis refers to “digital media.” Phrases such as “information 

technology” or “computers” or “computer science” may be utilized as contextually 

appropriate, but these familial phrases are also generally collapsed into the phrase “digital 

media”—media based upon digital processes. 

29



Chapter Breakdown 

Chapter One (“Identity and Information”) introduces the key dilemma of this thesis in purely 

philosophical or theoretical terms. It is, after all, a philosophical question of mind and body 

which is at the heart of contemporary neuroscientific and digital discourses, and which, as 

shall be seen, drives the discourse towards perceiving its fantasies as plausible. Chapter One 

brings these questions to bear against the development of 20th century digital media and 

neuroscience, respectively. It also introduces a key facet of the fantasy of digital-

disembodiment, which is the fantasy writ large: the theory that time-space itself is digital in 

essence, and therefore it is not only acceptable as a placeholder but rather it is correct to 

understand time-space as being a program being run on some sort of computer. 

These fantasies in turn exist in a feedback loop with those discourses themselves. This 

is the subject of Chapter Two (“Feedback Between STEM & Science-Fiction”). Chapter 2 

begins by explicating “common sense” and its conceptual relevance to the analyses of this 

thesis, and provides a definition thereof. This definition derives from Agnes Heller’s theory 

of the everyday. “Common sense” is, in my formulation, the level at which discursive 

networks manifest at the micro-level: the rules and assumptions which the individual refers to 

on an everyday basis in order to structure their understanding of oneself and of the world. 

Structurally, this is an odd place for such discussion: it does not fit in Chapter One, but it 

neither warrants its own chapter nor can the thesis proceed without it preceding Chapter Two. 

The placement of discussion of “common sense” is thus a compromise. Chapter Two 

proceeds then to discuss the feedback evident between science-fiction and the STEM 

(Science, Technology, Engineering, Mathematics) fields. Particular attention is given to the 

strong similarities between William Gibson’s science-fiction novel Neuromancer and Sherry 
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Turkle’s sociological-psychoanalytic cultural criticism text The Second Self: Computers and 

the Human Spirit, both of which were published in 1984. Reading Turkle and Gibson side-

by-side is revelatory, an exemplary isomorphism between discourses. Such an analysis marks 

a significant contribution to media discourse analysis, following from Kittler. Several other 

nodes arise from these discussions. For example, Chapter Two further considers the overlap 

between the discourse of technological development and that of media theory, which, it is 

argued, renders the subject a question for media theory. This insight is key for this thesis. 

This in turn does raise questions both of the role popular-science writing plays in the 

feedback loop of cultural discourse, and a particular emphasis is given to understanding the 

ahistorical perspective which both engenders the contemporary cultural discourse of 

neuroscience and digital media and is advanced thereby. We conclude by looking at the 

assimilation, by the discourses of neuroscience and digital media, of phrases once purely 

associated with a philosophy of personal identity, with the result that this ahistorical 

perspective of biology as media moves further towards being unassailable in the public mind, 

often at the level of everyday “common sense” understandings. 

The third chapter (“Public Policy”) discusses the political-economic culture of the 

1980s, and theorizes it as a condition which advances the fantasies of dematerialization 

central to DCF-IST. The figures of Ronald Reagan and Margaret Thatcher are particularly 

important. As this thesis argues with regard to neuroscience and digital media, so too is there 

a dissonance between political-economic discourse and reality. The free-market ideology and 

talk of “deregulation” is to a large extent propaganda: in practice, the Reagan administration 

gutted social intervention and focused their interventions instead on the behalf of wealthy 

private corporations. The concern of this thesis insofar as it extends to political-economic 
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discourse is on the discourse. If state and corporate propaganda dominates the discourse of 

politics and economics, and this in turn advances the relevant fantasies, then it is this 

propaganda which must be analysed. If there is a truth to be told, it is about the cultural 

currency and meaning of these fantasies, not about politics or economics. This chapter 

provides a critical framework and a theoretical position through which to analyse these 

fantasies in relation to the discourse of politics and economics. 

Chapter Four (“Incoherence as Precondition for Cultural Fantasy”) focuses on the 

dissonances between the state of the art and the discourses of neuroscience and digital media. 

There is no one coherent narrative which unites neuroscience and computer science. Nor is 

there a coherent narrative which unites the various disciplines which comprise neuroscience 

or computer science, respectively. Indeed, the various disciplines which comprise the fields 

of neuroscience and digital media are characterized by a strong degree of sectarianism. This 

is prompted by a culture of research capitalism. By research capitalism, I mean to indicate the 

“sale” of research goals and the “purchase” by governmental or private agencies of research 

initiatives. Different approaches to neuroscientific research or hardware/software 

development must compete for research funding on a “market”. Their work must be 

communicated in non-expert terms accordingly, and these simplifications and the dissonances 

between them—the lack of an authoritative assessment on the entire state of the art of either 

neuroscience, computer science, or both—often advance the fantasies relevant to this thesis. 

This vacuum is crucial to the presence of these fantasies in several ways. As noted, it empties 

out refutations of the plausibility of science-fictions. It also inversely sets the conditions by 

which a novel power dynamic between man and machine emerges: the computer becomes the 

figure of authority, while the human becomes an inferior computer. Finally, it should be 
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stated that this sort of public relations/advertising model of funding acquisition also defines 

the contemporary digital media and neuroscientific research as within a model of “research 

capitalism”. 

This human inferiority complex and power dynamic is the topic of Chapter Five 

(“Authority and Inferiority”). Chapter Five presents several aspects of this dynamic. There 

were those contemporary voices which dissented to the paradigm of man-as-inferior 

computer. These protests are significant and revealing insofar as they negatively identify a 

dominant theme in the cultural discourse of digital media: the idea that, being inferior 

computers, we should as a species endeavour to make ourselves more like our digital media. 

This places a premium on cognition over emotion. Human qualities of efficiency and utility, 

such as those valued in the STEM fields, are to be cultivated and perfected; human qualities 

of introspection and self-expression, meanwhile, are denigrated. “Culture,” if it is not 

commodifiable, is superfluous. This paradigm bestows and advances the cultural currency of 

the fantasy of the digitally-disembodied subject insofar as it advances the idea that we should 

aspire to become like the computer, match its qualities and worry about questions of culture 

and philosophy only at our leisure. This perspective is crucial to understanding the media 

discourse of the late 20th century. This perspective also clearly resonates with the neoliberal 

ethos discussed in Chapter Three. 

Chapter Six (“Media Situations”) expands upon ideas developed throughout the thesis 

to focus more specifically on the relationship between widely-published news sources and the 

public perception of the state of the art of neuroscience and digital media—a relationship 

which, as noted, is one characterized by its dissonances. This chapter is rather brief, but 

focusing specifically on the news throws into greater critical relief the absolutely crucial role 
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of news coverage in creating the conditions by which the relevant science-fictional fantasies 

are perceived as being plausible or nigh upon us. 

 Chapters Seven and Eight focus more on analysis of the content of the fantasies 

themselves, while still elaborating a critical framework through which that analysis must be 

read. Prior to this thesis, there has been no extended analysis of the relevant fantasies, with 

regard to popular or literary culture. Metaphysics have fallen largely out of favour within 

critical discourse. The fantasies in question, however, are in essence contingencies of a 

metaphysics. Thus warranted is looking directly at this metaphysics, providing a multi-

disciplinary approach to a critical analysis thereof. The goal is not to resolve existing or 

propose a new metaphysics, but rather to elucidate and track their presence in cultural 

discourse. Chapters Seven and Eight draw into focus that these concepts and fantasies are not 

uncontroversial, and are loaded with ideology and desire, self-deception.  

Chapter Seven (“Mirroring of the Brain and Computer in Cultural and Scientific 

Discourse”) analyses that condition of which the digitally-disembodied subject is a 

contingency: the cultural reduction of the subject to the brain, and the cultural model of the 

brain as computer. These cultural reductions combined with the relevant fantasies, it will be 

argued, result in a mutation in our intellectual life; a key point of this thesis is that both 

materialist and dualist philosophies characterize our popular philosophies of self and other, 

but in the late 20th century the cultural discourse of neuroscience and digital media collapsed 

the distinctions between materialism and dualism as organizing principles of those popular 

philosophies. A shift in the cultural unconscious becomes discernible, and may become more 

so in time. The content of the discourse has altered, but the forms in which that content is 

communicated remain largely the same. Popular language has not caught up with this 

34



singularity; Western thought still communicates in terms plainly reducible to either 

materialist or dualist philosophies. This is part of what makes the research of this thesis 

necessary. In the last analysis, I believe that this critical analysis demonstrates that the money 

and hype around technologies relevant to this thesis—transhumanist media which allow the 

subject to survive beyond the human body, in a very literal sense (see the discussion of 

philosopher John Perry at the start of Chapter One for further clarity on this point)—is based 

upon a category error which bypasses the problem of knowledge which defines our 

materialist and dualist philosophies, and proceeds to behave as if these problems of 

knowledge have been solved or simply are irrelevant. But the problem is even more 

intractable: there may be nothing to test for, proceeding from either position of materialism or 

dualism, but at least the terms were more or less defined. With the collapse of these 

distinctions a new problem of knowledge is emerging, one which has of yet no clear name, an 

epistemology which is the synthesis of these two incompatible modes of thought. One 

contribution of this thesis is identifying this development and opening the way for further 

discussion. 

Chapter Seven also directs attention to the relevance of Pavlovian behaviourism as a 

precondition for the aforementioned cultural reductions later in the 20th century, the role of 

digital media and the “bodiless mind” of artificial intelligence in advancing those reductions, 

and the feedback thereof those reductions which defines the “eliminative materialism” 

arguments advanced to great success by the philosophers Paul and Patricia Churchland. 

 Chapter Eight (“Mind and Meaning in the Datasphere”) follows from the analysis of 

Chapter Seven, focusing more specifically on the content of fantasies of mind existing within 

data. This includes both “strong” artificial intelligence (that which obtains subjectivity) and 
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the subject which is transferred from embodiment to digital instantiation. Several 

considerations discussed in this chapter are as follows. First, this fantasy itself mirrors rather 

precisely the cultural ideal and research goal, in the digital era, of perfecting our capacity for 

capture, storage, and recall. This is considered against Jorge Luis Borges’ short story, “Funes, 

the Memorious”. “Funes”, it is argued, represents the prototypical digital subject. The 

problems faced by Borges’ narrator and the titular Funes elucidate problems in cultural 

idealization of the digital subject. Second, the likeness of the brain to the computer is 

advanced by their shared qualities of being emergent phenomena and being characterized by 

massive redundancy. The loss of a huge number of neurons over the course of one’s life is 

normal and does not undermine one’s sense of a selfhood. Nor does the ceaseless 

regeneration of every cell which comprise a body. This prompts a discussion of Zeno’s 

paradox of “Theseus’ Ship”: if every discrete unit comprising said ship is replaced gradually, 

is it still meaningfully referred to as the same ship? Considering Zeno problematizes ideas of 

embodied subjectivity, especially in relation to ideas of being translated into digital 

subjectivity. Third, against this fantasy of the irreducibly-digital subject are considered 

several supposed preconditions for subjectivity which have been argued cannot be 

reproduced in a computer: language acquisition, memory, and creativity. Because of the 

blurring of the meanings of words associated with these phenomena, it became increasingly 

difficult to maintain arguments against their instantiation in digitally-based processes. 

Following from this is considered a practice which on the surface makes little sense to 

suppose is reproducible in a digital process—sexuality and sexual behaviour. Chapter Eight, 

however, argues that an analysis of the role of the internet and the practice of “cybersex” 

problematizes the subject’s self-conception in relation to the body and to digital media.  
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 Chapter Nine (“On Permanence”) brings things to a close. In short, it is argued that at 

the heart of the contemporary cultural discourses of neuroscience and of digital media lies a 

perhaps universal fear and a desire: the fear of the impermanence one senses in oneself and 

one sees in the world, and the desire for some assurance that one might be or become 

permanent, somehow—transcend death, transcend change. Because it appears that there is no 

stability to the self from moment to moment, and it appears that this instability finally gives 

way from purely-contingent being in life to non-being in death. The fear and desire expressed 

in fantasies of digitally-disembodied subjectivity are the same as in Christian fantasies of the 

afterlife or Homeric fantasies of the underworld. The huge influx in governmental and private 

spending in the United States in the 1980s and 1990s into neuroscience and digital media was 

not motivated solely by a desire to develop better weapons systems to kill people; they also 

wanted to never have to die themselves! 

 As hinted at above, this money may be far better served elsewhere. This is an urgent 

point: critical analysis of the fantasies of DCF-IST reveals plainly that all which has occurred 

is a shift in discourse, not a shift in material conditions of the subject and the body. Ignoring 

the problem of knowing other minds, ignoring the limited privilege of subjectivity to self-

evidence, and ignoring the tendency of the discourse to erase the distinction between 

materialist and dualist philosophies and thus creating the condition of an emergent, inchoate 

epistemology—acknowledging these oversights challenges directly any and all transhumanist 

rhetoric of actually developing media which can provide transcendence of the limitations of 

the subject and the body. It is unknowable and irrelevant how serious Kurzweil or Musk et al. 

are in this regard. But these problems of knowledge must be brought to bear upon the relevant 
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material development and financial investment. The consequence is that transhumanist 

aspirations often are rendered non-starters.  

So we end with the moral turn. I agree with Terry Eagleton,  who, writing in the 50

wake of the events of 11 September 2001, stressed that the age of High Theory, the age of 

postmodern amorality and the playful accumulation of troves of obscure knowledge to 

ostensibly non-political ends, had ended. If this project is relevant, it is insofar as its ability to 

stress this, to acolytes and readers of Kurzweil and the transhumanists, to those who may in a 

position someday to decide on such matters: there is no shortage of suffering in this world, 

beyond the existential dread of the materially comfortable in the West, and money diverted 

towards fantastic research goals which recuperate visions of immortality is money which can 

and should be spent elsewhere, i.e. improving the lot of that vast swath of mankind whose 

material suffering is the condition of the West’s material comfort. 

 It must be stated again, that I am aware of the contradictions and ambivalences in 

using positivism to investigate a metaphysics, and further use that analysis in service of a 

morality or ethics. Particularly so, given the postmodern amorality or non-political posturing 

of those theorists whose work provide the basis of this thesis—Foucault and Kittler. But 

while postmodernity was not, after all, the end of history, neither should the end of 

postmodernity (signalled by 11 September 2001) mean its methodological innovations be 

discarded wholesale. One need not buy wholesale into what Lyotard called grand or meta- 

narratives to acknowledge that postmodernity’s “incredulity toward metanarratives”  has 51

expired. A full answer for this ambivalence, for this straddling the line between positivism 

 See Eagleton (2004).50

 Lyotard (2004), p. xxiv.51
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and metaphysics, is not necessary for the completion of this project. But an awareness of this 

ambivalence must be indicated. 

This, then, is my contribution: developing a framework through which the relevant 

fantasies and aspirations can be read, therefore contributing to the knowledge which exists 

and can be brought to bear upon those fantasies and aspirations—which, sans the categorical 

ignorance of philosophical questions upon which these aspirations do indeed hinge, in turn 

reveals the relevant discourse to be what it of course is: words uttered by bodies doomed to 

perish as all must. Confronted with this knowledge, those bodies may behave in ways which 

reduce the suffering of other bodies, at the expense of the human dream of persisting beyond 

death. This is the challenge posed by this thesis. 
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Chapter 1: Identity and Information 

In 1978, American philosopher John Perry published a short book titled A Dialogue on 

Personal Identity and Immortality,  a clever inversion of the Phaedo: a meditation on the 52

impossibility of persistence of the soul. The dialogue takes place between three friends: 

Gretchen, a professor of philosophy; Dave, a former student of Gretchen’s; and Sam, a 

Christian minister. Gretchen is in dire straits following an automobile accident; Dave and 

Sam attempt to lift her spirits by engaging her in a philosophical debate, in hope of 

convincing her of the possibility of her survival after death. Gretchen provides the dialogue’s 

most compelling arguments. She advances a simple opening thesis: to survive after death, it 

must be her having future experiences. The concept of identical personal identity here is 

crucial. Identical cannot be taken to mean exactly similar. Even if Gretchen allows for the 

existence of an afterlife, wherein there is produced an exactly similar Gretchen who will 

assume her memories and continue to experience events through the lens of Gretchen’s exact 

psychological makeup—even if this is allowed for, this person would not be Gretchen. 

Gretchen proceeds to establish her position on personal identity as firmly anti-dualist: 

personal identity cannot be evinced to consist of the Cartesian cogito, ego, or soul. Epidermal 

evidence does not evince an intangible, animating soul. Further, if there is indeed a soul, it 

can be apprehended neither externally or internally. One’s soul could be replaced from time 

to time with an identical soul, and that person would be none the wiser. Personhood, 

therefore, is stated to consist in “memories and beliefs”  and the “correct anticipation”  of 53 54

one’s future experiences—not in the state of one’s hypothetical soul.  

Without allowing for a dualist soul to define personal identity, it would appear that 

Gretchen’s personal identity is dependent upon the continued existence of her physical body. 

The seeming impossibility of surviving the death of her body, then, seems to rest on how 

personhood is defined. Sam argues that as one can apprehend one’s personal identity without 

 Perry’s Dialogue is, as per the author’s note which precedes it, introductory rather than 52

comprehensive, a summary of the relevant literature rather than the advancement of a particular 
argument. Since its publication, the Dialogue has been taught widely at undergraduate level. It has 
been included in multiple editions of the Introduction to Philosophy: Classical and Contemporary 
Readings textbook which Perry has co-edited since 1985 and which is published by Oxford University 
Press. As of June 2018, the textbook is in its eighth edition and contains Perry’s Dialogue. 

 John Perry. A Dialogue on Personal Identity and Immortality. (Indianapolis, Indiana: Hackett, 1978), 53

p. 9.
 Ibid., p. 2.54
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apprehending one’s bodily identity (as in, one can wake up in a dark room with one’s eyes 

closed and lie, unmoving, and be entirely sure of one’s continued existence), personal identity 

may thus not consist in the immaterial Cartesian soul, but it also does not consist in the 

material human body. Therefore, preposterous though it may be, one can imagine oneself 

awaking in an entirely different body and still being oneself. It seems to work: one’s body is 

not the same as it was when one went to sleep, but one’s personal identity is indeed intact. 

Sam then invokes Locke: if one has a memory of oneself at an earlier time, then that person 

and the presently existing person must be one and the same. Memory is the basis for personal 

identity, and if a hypothetical person existing in the future has the memory of Gretchen, then 

that person is Gretchen. If this hypothetical person is existing in an afterlife, then Gretchen 

has survived death.  

Gretchen protests. She insists that a distinction must be maintained, between types of 

memory: actual memory and seeming to remember something. People often seem to 

remember things which are not true. People can hypothetically be deluded into believing they 

are long-dead historical figures, with the memories of those figures. The future-person in the 

afterlife, Gretchen maintains, who possesses Gretchen’s memories, would only seem to 

remember her memories. That person would be deluded; she would not be Gretchen. 

Furthermore, even if it were actually Gretchen, through some process unthought of, this does 

not hold much hope for the Gretchen who exists at present. Precisely because she has 

developed the preceding arguments, Gretchen would find herself in the afterlife questioning 

whether she is remembering her life on earth, and not merely seeming to remember. She 

could never be sure whether she was actually herself, or rather only deluded into believing 

she was the same Gretchen who existed on earth. Personal identity is thus undermined in a 

significant way, and does not “survive” death in the way in which the three interlocutors are 

seeking to establish as a possibility. Sam and Dave ask if establishing a “right” way of 

forming memories would not resolve the issue; what if God in heaven uses your “right” 

memories to make a duplicate of you in heaven? Gretchen reiterates: duplication means that 

the duplicate is not and cannot be me. No matter how it comes about that she exists, no 

matter how closely I am related or share some causal relationship with a heavenly Gretchen, 

it cannot be obtained that I am or will be her. Sam and Dave; the survival of personal identity 

after death does not seem possible. 
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The three agree nonetheless to continue interrogating the nature of personal identity. 

Several science-fiction tropes are introduced to this end. The three discuss a case wherein a 

woman has her brain transplanted from her ruined body, into the body of a woman who is 

physically healthy but has lost brain function. After the procedure, the former woman woke 

up in the body of the latter. Her personal identity is preserved because her brain, which 

allows for her memories, was preserved. This is how Sam and Dave view the case. Gretchen 

argues that this still does not amount to the preservation of personal identity. The person who 

wakes up after the procedure could be the former woman with a new body, or the latter with 

new memories and other “drastic psychological changes”.  Judgement on such conceptual 55

developments may be necessitated by technological development, but whether such 

judgements are “correct” or “true” is impossible to know. One day it may be judged that the 

former option fulfills the criteria for personal identity, and the next it may be judged that it is 

instead the latter option which fulfills this criteria. This undermines any certainty of personal 

identity for the person who has received a brain or body transplant. Dave tries to argue that 

because the brain is involved in the production of actual memories, personal identity is 

indeed resolved. The problem of duplication reappears: if an exact duplicate is made of 

Gretchen’s brain, and this brain replaces Gretchen’s current brain or is installed in a replica of 

Gretchen’s body, personal identity still collapses: neither can be sure that they are the 

original. Further, the anticipation of future events was a key criteria for personal identity from 

the outset, and in this hypothetical there is thus no reason to anticipate one’s own experiences 

over those of one’s duplicate. Dave concedes, but exasperated asks what difference it makes: 

there exists a person who might be you, and even if you do not survive the death of your 

body, those close to you would not know any difference. Gretchen dies before she respond. 

Perry’s Dialogue serves as a compact synthesis of ideas which have been debated 

throughout Western intellectual history, and which have rapidly increased in relevance in the 

decades since the book’s publication. This would be true even if the final third of the dialogue 

did not turn to speculative technology—in other words, turn from philosophical debate to 

science-fiction—yet it is precisely in science-fiction that we most clearly see the popular 

cultural fixation with these ideas, and with the technologies which lead us to question their 

implications for present paradigms of personal identity. Even an impressionistic recounting of 

 Ibid., p. 22.55
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major science-fiction of the intervening decades reveals an underlying fixation with the 

questions posed by Perry’s interlocutors. In 1982, Ridley Scott released Blade Runner. The 

film  focuses on Rick Deckhard, a bounty hunter living in a ruined Los Angeles, and his 56

efforts to track down and “retire” several targets. The targets are a group of “replicants” who 

have defied their human masters and escaped. Replicants are machines manufactured to 

replace human labour; they look like human beings, and their brains are implanted with false 

memories to give them a sense of personal identity.  In 1984, William Gibson released his 57

debut novel, Neuromancer. Neuromancer focuses on Henry Case, a cyber-criminal who 

commits his crimes by entering “the matrix,” a virtual world within the Internet. The novel 

climaxes with Case’s decision not to remain as a willing captive within a computer-generated 

paradise, wherein every physical detail and sensation is rendered with complete 

verisimilitude—and includes a digital “copy” of a deceased lover, who has the memories and 

dynamic mental capabilities (i.e., subjectivity) she had in life, but who does not realize that 

she is a digital “ghost” not identical with her earthly correspondent. At novel’s end, however, 

Case becomes aware of a disturbing fact: the digital “ghost” of his lover still dwells in 

cyberspace—along with a digital replica of Case himself. Gibson quickly released two 

follow-ups to Neuromancer.  One of Count Zero’s plotlines focuses on an art dealer who is 58

employed by the extremely wealthy magnate Josef Virek to locate the unknown producer of a 

series of installations. Virek possesses a corporeal form borne of a human mother, but this 

body is a lump of useless tissue in a vat. Virek actually “exists” in cyberspace, it would seem, 

purely for purposes of continuing to manage his cyberspace “empire” of business interests. 

The question of regarding Virek as an individual, or rather a diffuse set of Vireks with a 

 That many versions of Blade Runner have been released over the years reflects the film’s enduring 56

popularity and relevance. It also means that each of these versions deals with the film’s core issues in 
different ways. In some cases these differences are minor. The differences, however, between the 
theatrical version released in 1982, and the Ridley Scott’s 2007 DVD release of Blade Runner: The 
Final Cut, are rather significant. A list of the various forms Blade Runner has been released in, and 
the differences between them, can be found here: https://www.imdb.com/title/tt0083658/
alternateversions

 The 2017 sequel, Blade Runner 2049, provides an answer for how these memories are produced, 57

but this is of little concern. The question is frankly more interesting than the answer provided (and 
perhaps more interesting than any possible answer): are these memories those of someone who was 
once or still is alive? Or are they entirely “artificial,” product of something other than embodied human 
experience?

 Collectively referred to as the “Sprawl Trilogy”, the “Neuromancer Trilogy”, or the “Cyberspace 58

Trilogy.” To call the three novels a trilogy is a bit misleading. Mona Lisa Overdrive is a direct sequel to 
Count Zero, whereas Count Zero only takes place in the same continuity of Neuromancer, set several 
years after the events of Gibson’s first novel.
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coherent set of intentions and goals, is ruminated upon throughout the novel. The end of 

Mona Lisa Overdrive finds a number of characters from the previous novels together in a 

digital afterlife, some of them having elected to let their bodies die in order to occupy this 

space permanently. 

A single month in 1999 saw the release of two films which update Gibson’s 

cyberspace. The Wachowski siblings’ The Matrix depicts the revelation of a gnostic reality, 

one wherein humanity has been dominated by artificial intelligence, slotted into pods and 

kept docile by feeding their minds into a simulation of the “real world” of the year 1999. 

David Cronenberg’s eXistenZ depicts a group of individuals who enter into virtual reality 

games whose verisimilitude to “real life” ranges from exacting to incongruous to 

overwhelmingly surreal. Both films notably feature a human body from which a 

consciousness exits and returns, with continuity of personal identity not explicitly 

challenged.  2006 saw the release of Christopher Nolan’s The Prestige. The film follows the 59

exploits of two competing magicians in late-19th century London. One’s obsession with this 

competition leads him to commission Nikola Tesla to build him a machine which will 

transport him from one location to another, instantaneously. Tesla cannot figure out how, and 

instead engineers a machine whose function is ambiguous. The machine does one of two 

things: it either transports that which is placed within its target radius to another location, 

creating a duplicate at the original location; or it creates a duplicate at the second location, 

and the original remains in his location. The magician disregards this ambiguity and proceeds 

to become famous using the machine. As he steps into the machine on stage, there is a flash 

of light, and while he appears to have been transported to another part of the theater, the 

person on stage is dropped through a trap door into a barrel of water, which locks behind him, 

killing him. These barrels are then hauled by a blind stagehand to an undisclosed location. At 

the film’s climax, the magician admits that he knows that his is a deal with the devil, as he 

can never be sure if he is the original magician or duplicate ad nauseum of the long-dead 

original. 

At least three episodes of the popular science-fiction serial Black Mirror (“San 

Junipero”, “USS Callister”, “Black Museum”) deal with the possibility of human beings 

 To be fair, Cronenberg’s film ruthlessly undermines any epistemology, and as such questions of 59

continuity of personhood through the film’s/game’s different levels of “reality” is something of a non-
starter.
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being “transferred” or duplicated into digital paradises or infernos. One could proceed from 

here to produce a very fine literary-philosophical analysis of these science-fictions through 

the lens of the issues abbreviated into Perry’s Dialogue. The relevance of these issues, 

however—this problematizing of personal identity—has not been limited to philosophy and 

science-fiction. Science-fiction may demonstrate that these ancient questions of subjectivity 

and immortality may still be very much relevant to the popular cultural imagination, but, as 

McCaffery notes, “in many cases, terms that were previously purely speculative abstractions 

(“immortality,” “illusion”) whose “existence” was tied to matters of semiotics and definition 

have now suddenly become literalized.”  The past several decades have produced rapid 60

technological innovation. Much of this resembles greatly the science-fiction technologies of 

William Gibson’s Sprawl novels. And even more radical technologies are promised, 

technologies which, if manifested, will pose direct challenge to currently-held popular 

cultural ideas of personal identity.  

In this regard two prolific figures are particularly relevant: Ray Kurzweil and Elon Musk. 

Both have proven remarkably influential in the course technology has taken in the past 

several decades. In addition to his efforts developing electric automobiles, digging a tunnel 

under Los Angeles, and colonizing Mars, in July 2016, Musk co-founded and is, at time of 

writing, owner and CEO of a company called Neuralink. Neuralink’s website states the 

company’s intention pithily: “Neuralink is developing ultra high bandwidth brain-machine 

interfaces to connect humans and computers.”  By 1994, the executive editor of PC World 61

had noted several mutations in the “nature” of cyberspace: 

[Originally] cyberspace was the future networks created when people melded their 
brains with computers. It then came to mean the romanticized non-place where 
hackers met to carry on electronic conversations. Cyberspace in the past year or two 
has come to be more broadly equated with the internet (a.k.a. the information 
highway, infobahn, autostrada, etc.).  62

 Larry McCaffery: “Introduction: The Desert of the Real” in Storming the Reality Studio: A Casebook 60

of Cyberpunk and Postmodern Fiction. Ed. Larry McCaffery. (Durham & London: Duke University 
Press, 1991), p. 6.

 www.neuralink.com. Accessed 1/8/2019.61

 William Safire. “On Language; Cyberlingo” in New York Times, 11/12/1994.62
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Yet this separation was never entirely manifest. If the “entering” of cyberspace, the 

“melding” of brain and computer became a dormant fantasy, a banality nigh on invisibility, it 

never completely vanished. Musk’s Neuralink venture manifests and completes the 1980s’ 

rhetoric of technology, thought by the mid-1990s to have already been buried and forgotten. 

Stated otherwise: the SF fantasies of the 1980s and 1990s have returned, metaphysics intact, 

only this time in engineering journals and at the science desk of the New York Times. 

Kurzweil, meanwhile, represents “a business-casual mystic [...] tutelary spirit of 

Silicon Valley [...] thought-leader-in-chief for the company’s [Google’s] pursuit of machine 

learning.”  Kurzweil, who at the time of writing the Research at Google’s Director of 63

Engineering, has openly and emphatically expressed his prediction that humans will, before 

the next century, discover the means to reverse-engineer the human brain, download our 

consciousnesses, and upload them into a substrate-independent existence, thus achieving 

immortality.  Underlying and allowing for both of these visions is a complex series of 64

developments, a genealogy stemming from Claude Shannon’s mid-century development of 

information theory, the advances made in neuroscience in the past several decades, and the 

intersections of these two fields. 

This genealogy has not produced a coherent set of popular cultural ideas or attitudes 

towards personal identity, or towards the relationship between personal identity and 

technology. The ideas which this genealogy engenders nonetheless tend to be regarded as 

“common sense” in popular culture. Analysis of the relationship between science-fiction, 

philosophy, and technological development demonstrates that popular cultural “common 

sense” ideas about personal identity are contradictory or incoherent, confused. (this 

contradictory “common sense” will be discussed in greater detail in Chapter Two.) Perry’s 

Dialogue elucidates  contradictions inherent in popular cultural ideas about an afterlife and 

immortality. These contradictions can be applied directly to both the science-fiction of the 

1980s and 1990s, and to the digital afterlife Kurzweil suggests will be possible following the 

coming technological “singularity.” The struggle in Perry’s Dialogue is reduicble to his 

interlocutors’ inability to find a stable definition for personal identity, much less a way this 

personal identity could survive the death of the body associated with it, once they discarded 

 Mark O’Connell: To Be a Machine. (London: Granta Books, 2017), p. 71.63

 See Ray Kurzweil: The Singularity is Near: When Humans Transcend Biology. (New York; London: 64

Penguin, 2006).
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of the Cartesian dualist perspective and were left to proceed only from a materialist position. 

Examining these philosophical positions on their own here is worthwhile, in order to furhter 

understand the complex question of the relationship between personal identity and 

technology. 

Dualism, Materialism, and Personal Identity 

Cartesian dualism is predicated upon a simple thesis: there is a real distinction between the 

body and the mind; both are ontologically valid. The body exists in time and space; it is 

reducible to matter. Mind is reducible to thought, and is not contingent upon res extensa. If 

one obtains subjectivity, one exists. Thus one does not require a body to exist. Implication: 

the mind does not perish with the body.  The latter point is an idea which has been present in 65

Western thought for millennia. Plato and Aristotle sometimes conceived of the soul as that 

which we are; we are souls, we do not possess souls. And of course this soul exists before it 

animates one’s body, and exists after one’s body perishes.  Almost every world religion has 66

some version of this soul, which is distinct from one’s body and which survives the death of 

that body.  67

 It is not necessary to reiterate the entirety of Descartes’ Meditations. In brief: 

Descartes  throws all of his previously-held beliefs into doubt. He questions the reliability of 68

his senses. He establishes the famous cogito, ergo sum: Descartes thinks, therefore Descartes 

exists. He demonstrates  God as self-evident, and this allows him to to establish that he may 

rely upon sensory perception: the world outside of subjective perception exists. This is all 

well-known. The relevant point is as as follows. There is a self-evident, “real distinction 

 René Descartes: Meditations on First Philosophy. Trans. Michael Moriarty (Oxford: Oxford 65

University Press, 2008). All references to Meditations are to this edition.
 For more on the relevant complexities, contradictions, and inconsistencies which developed across 66

the writings of Plato and Aristotle, see T.M. Robinson: “The Defining Features of Mind-Body Dualism 
in the Writings of Plato” in Psyche and Soma: Physicians and metaphysicians on the mind-body 
problem from Antiquity to Enlightenment. Ed. John P. Wright and Paul Potter (Oxford: Clarendon 
Press, 2000), and Philip J. van der Eijk: “Aristotle’s Psycho-physiological Account of the Soul-Body 
Relationship”  in the same volume.

 Kim (2011) has suggested that in writing Meditations, Descartes was at least partially motivated by 67

a desire to prove that one would survive after death. Though Moriarty (2008) notes the inaccuracy of 
such a title, it is worthwhile to note that Meditations was first published with the title Meditations on 
First Philosophy in Which the Existence of God and the Immortality of the Soul are Demonstrated.

 Moriarty (2008) warns against conflating the narrator of the Meditations with the empirical 68

Descartes. He has a valid point, but for convenience, referring to the narrator as Descartes is 
perfectly fine.
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between the human soul and body.”  Descartes, in his appeal to the Sorbonne for their 69

patronage of his work, states explicitly that “the human soul does not perish with the body”.  70

The mind and body, then, are indeed separable. This separation of mind and body is a 

common theme in the science-fictions mentioned previously: in Neuromancer, Case’s 

consciousness is apparently removed from his body to exist and exercise agency within the 

matrix; in The Matrix, almost all of humanity has had their consciousnesses separated from 

their bodies and kept captive within a virtual world; in the Black Mirror episode “San 

Junipero”, the young couple who meet in the the titular beach town are in fact two elderly 

women whose minds have been disconnected from their bodies, to exist in this virtual 

paradise indefinitely. (Ray Kurzweil’s writings on the coming “singularity” of human 

“transcending of biology” leading to a future wherein we can be separated from our bodies 

and live forever—from a certain perspective, these may also be regarded as science-fictions.) 

None of these science-fictions, it should be noted, explicitly mention anything about a “soul” 

or the Cartesian perspective on subjectivity’s irreducibility from the soul. Kurzweil and his 

intellectual kin  insist that reality—and thus mind and subjectivity—are reducible to 71

information.  It is significant, however, that the possibility of separating one’s subjectivity 72

from one’s body is held out as a possibility in both paradigms (Cartesian dualism and these 

fantasies of digital disembodiment). 

 There is a kind of deliberate simplicity about the Meditations which remains 

seductive, in spite of the centuries of philosophical and scientific challenges to Descartes’ 

argument and conclusions. Books are published with the explicit or implicit purpose of 

showing the relation between body and mind before and after Descartes; Descartes’ 

formulation of the problem remains a fixation, no matter how much of an interdisciplinary 

“punching bag”  he becomes for his formulation of the cogito. Jaegwon Kim notes that “I 73

can conceive of myself as existing without a body; there is no inherent incoherence, or 

contradiction, in the idea of my disembodied existence [...] Hence, being an extended object 

 Descartes (2008), p 6.69

 Descartes (2008), p. 3.70

 See O’Connell (2017).71

 Kurzweil (2006), p. 572

 Erik Davis: “Synthetic Meditations: Cogito in the Matrix” in Prefiguring Cyberculture: An Intellectual 73
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in space is not part of my essential nature”.  This is the enduring appeal of the Meditations 74

in neuroscientific times: it remains a coherent, well-reasoned (and, arguably, self-evident) 

argument for the existence of the outside world, and for the real distinction of of material 

body from immaterial, imperishable mind. While certainly facing significant, compelling 

challenges from the neurosciences and materialist philosophers  who insist that we simply 75

do not yet have an empirical explanation for consciousness—despite all this, Descartes’ 

argument remains compelling to this day. 

This is stated so emphatically not to reflect a particular position or opinion regarding 

Descartes, but rather to begin to demonstrate the popular cultural tension between the 

empirical sciences and philosophy as they inform “common sense” ideas about personal 

identity/subjectivity. For as Moriarty notes, “[among] philosophers, the view that the mind is 

an immaterial substance distinct from the body, and capable of existing without it, is, to put it 

mildly, unfashionable. [...] [Among] the larger intellectual community, [...] it is often 

perceived as objectionable”.  Descartes’ place in the popular cultural imagination is such 76

that it is nearly invisible, as “common sense” ideas about philosophy and science tend to be 

(Chapter Two begins by looking specifically at this idea of “common sense” with regard to 

the relevant cultural ideas.) Without ever decisievely upending his contributions, the tide has 

been steadily turning against Descartes’ position since his own time. Descartes maintained a 

long correspondence with Princess Elisabeth of Bohemia, who earns the distinction of 

advancing a proto-materialist argument against Descartes in his own lifetime.  Descartes 77

held that the pineal gland was the “seat of the soul,” which is to say that he located a literal 

physical location in the human body where the soul interacted with and set that particular 

body in motion. Elisabeth famously challenged Descartes to further explain  how this 78

interaction between the immaterial soul and the material body actually occurred.  This 79

provides the basis for the materialist position later referred to as the “pairing problem:”  how 80
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 Unless specified otherwise, reference to materialist/dualist debates are from Kim (2011).75

 Moriarty (2008), p. xxxvii.76

 Lisa Shapiro "Elisabeth, Princess of Bohemia" in The Stanford Encyclopedia of Philosophy (Fall 77

2021 Edition). Ed. Edward N. Zalta.
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can a logical pairing of cause and effect be evinced, when the cause is immaterial and the 

effect is material? Descartes’ answer (the mind-body relation is “primitive,” it is to be 

understood in and of itself and does not require further explanation) historically has been 

regarded as disappointing.  

Elisabeth’s was but the first of a deluge of attacks from both philosophers and 

scientists. Materialism, in the broadest sense of the term, is a philosophical school of thought 

defined in opposition to Descartes’ concept of the mind, and the mind-body relationship. 

Materialism insists that the mind is not some immaterial substance distinct from the body, but 

rather a result of the physical processes of the body, in particular the brain. The mental, in 

short, is reducible to the material. Though it has been refined into a distinct philosophical 

position following Descartes, the idea predates Descartes. Aristotlean philosophy held the 

“soul” to be the life-force of the variety of organic matter on earth. Eijk notes that 

contemporary philosophy, medicine, and brain science regard Aristotle’s formulations of the 

relevant fields as being startlingly prescient.  Descartes redefined the soul by reducing it to 81

the mind, to cogito, to language. In turn, as Davis notes, Descartes “reduces the the remaining 

material world, including the body, into a hollow coordinate space of extension”.  Yet 82

Western thought remained close to a sort of material idea of subjectivity even after this. The 

Galenic tradition, predicated as it was upon physiology, persisted as a physical means through 

which personality was understood.  Vidal and Ortega correctly warn against understanding 83

“humoral theory [as] a direct predecessor or [...] an approximate equivalent of modern 

theories of enzymes or neurotransmitters”,  but the point is still well-noted: the tension 84

between material and immaterial which characterizes the history of Western philosophy of 

personhood is yet to be resolved. Though it has been assimilated into Western thought to the 

point of nigh-invisbility, and despite the reactionary surge in materialist philosophies, 

Moriarty notes: 

Descartes’s distinction between mind and body was perceived by contemporaries, not 
as reassuring or uplifting, but as downright strange. The physical dimension of 
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thought and experience was not something scholastic philosophers and theologians 
needed to have revealed by audacious and heterodox innovators like Spinoza. They 
took it for granted.  85

  

It’s anything but a one-sided reluctance towards or away from the “science” of 

materialism or the “religion” of dualistic impulses. Davies, writing in the early 1980s, noted: 

The huge rise in popularity of cults associated with UFOs, [in] ESP, spirit contacts, 
scientology, transcendental meditation and other technology-based beliefs testifies to 
the continued persuasiveness of faith and dogma in a superficially rational and 
scientific society.  86

A supposed persuasiveness does not explain it; these examples reflect a long historical 

tendency.  Wertheim argues that the recurrence of dualisms in our commonsense 

understanding of reality is more or less just a cultural habit, long in overcoming, but one 

which is also comforting and alluring in time of uncertainty—which, of course, the shift to 

the scientific view of reality has engendered in recent centuries. But there are mutations in 

the manifestations of this tendency toward dualisms. Following Davies, it may be supposed 

that some seek out that which science cannot explain and whose ontological status is dubious 

at best; some attempt to consolidate science and religion; and some build new towers of 

Babel (in Neuromancer, when Maelcom, the Rastafari, indulges Case and enters cyberspace 

for the first time, he returns pale and forlorn, having seen Babylon ). Philosophical and 87

scientific and quotidian “common sense” ideas match up: the popular culture at large harbors 

contradictory views which reflect both spirituality and science, both dualisms and 

materialisms,  in our commonsense approach to the world. 

For the purposes of developing a methodological framework through which to 

analyze popular culture, a working definition of materialism will suffice. What will 

henceforth be referred to as materialism will refer to the shared characteristics of three 

concepts related to materialism: mind-body supervenience, mind-body dependence, and 

psychoneural identity theory. Mind-body supervenience holds that that which is physically 

identical will have identical mental properties. This position furthermore sets itself in 
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opposition to the dualist outlook by arguing that if the soul or mind is immaterial, then one 

mind is indistinguishable from the next, and thus we are all exactly the same in all mental 

respects. (This recalls Gretchen’s argument in Perry’s Dialogue.) If one cannot demonstrate 

or observe the presence of the mind or soul, physical evidence is the only basis for evidence 

of the mind. Mind-body dependence is the idea that the psychological character of a being is 

determined entirely by that being’s physical character. The medium is the message, in other 

words. Psychoneural identity theory holds that subjective mental states are directly 

correspondent to the physical processes of the brain. While distinct, these three concepts  are 

related suitably to provide a working definition of materialism for analyzing the challenges 

posed by materialism as it manifests in the popular cultural imagination. 

 Perry’s Dialogue presents questions for personal identity which materialism seems 

unable to answer for. It is worthwhile to consider these problems at further length—not in the 

interest of disputing mainstream materialism, but to demonstrate the incoherence or tension 

surrounding the materialist/dualist dichotomy which characterizes the popular cultural 

imagination. Obtaining for an empirical or objective explanation for consciousness or 

subjectivity is one challenge facing materialism: Before shifting focus to neuroscience’s place 

in cultural discourse, it must be stated that obtaining for such an explanation is neuroscience’s 

raison d'être. Neuroscientific research has yet to evince a causal relationship between 

subjectivity and biology, how the brain functions in terms of causality, or what subjectivity 

is.  The prolific philosophers Patricia and Paul Churchland have famously maintained that 88

philosophy will not answer for these questions, and that it is but a matter of time before 

neuroscience provides such answers. The issue is challenged, if obliquely by Thomas Nagel’s 

seminal paper, “What Is It Like To Be A Bat?”. Nagel argues that to obtain all possible 

information about the phenomenology of the bat—or, for that matter, another human being—

would still be of limited value, because it would not obtain for consciousness. Reductionism 

is not sufficient for subjectivity and thus subjectivity is not reducible to the empirical or 

objective, as physical states and empirical qualifications lack subjective character. Kim, 

discussing Nagel’s paper, summarizes: 

 See also Noë (2010).88
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What then is Nagel’s argument for the irreducibility of consciousness? The following 
line of reasoning can be discerned: Consciousness is essentially subjective in the 
sense that conscious states are accessible to a single unique subject (that is, from a 
single “point of view”), whereas physical states, including the states of the brain, lack 
this subjective character. A reduction of consciousness to brain states would turn 
essentially subjective states into states without subjectivity—that is, conscious states 
have been turned into states that are not conscious. But that is absurd, and hence there 
can be no consciousness-to-brain reduction.  89

To sit with a massive printout of all possible data about human consciousness, about a 

particular mind, a particular phenomenology, would answer for exactly nothing. “What it is 

like” to be or experience another subjectivity remains unobtainable.  90

 Thus is posed a problem for those whose stated goal is to demonstrate a material basis 

for subjectivity. Philosophy seems to pre-empt the possibilities of the empirical sciences;  

philosophy—both Cartesian dualism and, in some particular examples,  materialism—and 91

scientific-technological development seems to be at odds, regarding the possibility of 

obtaining for the subjectivity of another. If this seems fairly ludicrous—that philosophy might 

preclude “real world” developments—an epistimological crisis becomes apparent. It seems 

intuitive that if one weighs the possibilities for technology to render philosophical 

conclusions invalid against the possibilities for philosophy to render technology invalid or 

unuseable, the perspective that science/technology will answer for all, and that philosophy 

will answer for nothing, the latter perspective is clearly more likely 

 But contradictions arise. Personhood is a tenuous state, contingent as it is not only 

upon the body (subject to hunger, sleepiness, pain, brain trauma, loss of oxygen, 

neurodegenerative disease, and psychosomaticisms), but also upon what might be understood 

as certain heuristics of the psyche—when one sleeps, one is not “oneself” for hours at a time, 

only to “return” to being oneself upon awakening. Subjectivity is experientially 

discontinuous, it is not always available.  Yet the subject is presented no alternative but to 

assume a continuity of personhood. One may in the last analysis thus begin to understand 

contemporary fantasies of digital detachment of the body (henceforth refered to as DCF, or 

 Kim (2011), p. 271.89

 See also Noë (2010).90
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duplicated/detached/disembodied cogito fantasy) as a manifestation of an ancient and 

pervasive desire for the stabilization of personhood, as transfer or duplication would, in a 

feedback mechanism, confirm this pre-transfer/duplication stability of personhood. Marvin 

Minsky, a major figure in the development of AI, approaches this potential from the other 

end: rather than data solidifying the subject, it reveals the subject to simply be a series of 

connections—there is no subject to speak of, so there is no subject to be concerned with 

preserving. Minsky relates an anecdote from his lab at MIT in the 1960s. Confounded in 

attempting to build a robot to play with childrens’ blocks, the lab switched up their approach 

and developed an early robotic AI to complete the task. Minsky later stated: “I like to think 

that this project gave us glimpses of what happens inside certain parts of children’s minds 

when they learn to “play” with simple toys.”  92

 Thus Minsky interprets a correlation between the developmental stage of human 

cognition and artificial intelligence programming while developing the latter; his modus 

operandi is to impose AI as a framework for understanding the former.  The means and ends 

of “apprehending” reality is subjectivity; if subjectivity, the development of human mind, is 

to be understood through the lens of artificial intelligence, then all of reality must be 

understood as the filtering in of data streams, ones and zeroes. Semantic manuevering 

follows. Minsky wants to demonstrate that ideas of selfhood are impermanent and malleable, 

and thus may be extended to the extent that the substrate is irrelevant. One example: you will 

no longer be “you” in five years, just the same as you are no longer the “you” you were in 

childhood. The implication is that personhood is malleable and the body is reducible—thus 

given advanced computing technology, subjectivity may emerge from data streams. The 

inverse also gains currency: that the subject may pass from (irrelevant) substrate to substrate.  

But it’s a disturbing position to be in, because in the process, the human conundrum 

of Perry’s Dialogue disappears. That Gretchen won’t survive death doesn’t make any 

difference, because there is no Gretchen now to meaningfully speak of. To consider the 

implications of neuroscience or AI is to foresee the apparent destruction of what were 

previously considered self-evident philosophical conclusions. Diametrically opposed though 

they might be, Perry’s conclusion (the impossibility of an individual subjectivity’s survival 

after the death of the body associated with that subjectivity) and Descartes’ conclusion 
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(subjectivity is an immaterial substance which is closely related to and is the force which 

animates the human body, but which does not perish with the human body) are both being 

challenged by technological development. The breakdown of this dichotomy further 

complicates the tension between popular cultural ideas of self-identity and subjectivity with 

regard to the distinction of materialist/dualist philosophies. 

It is significant that Kurzweil’s vision, of man reduced and granted 

incorporeality,aligns itself with the Cartesian vision on the point of the individual becoming 

immortal, but does indeed still turn on materialism. On this point, this fantasy confronts the 

conundrum of Perry’s Dialogue. Even if the material substrate for subjectivity is 

demonstrated causally, and one is broken down into bits of information which is then 

transferred into a digital substrate, this still does not circumvent the questions of being certain 

that “I’m still me,” and not merely a deluded duplicate—this doubt is inviolate. Further, 

before this possibility, neuroscience must first achieve its ultimate goal, that of demonstrating 

causally material basis for subjectivity. The science-fiction fantasy of duplication of 

subjectivity thus becomes possible; at this juncture, any idea of individual identity or 

subjectivity collapses. We all become Nolan’s tragic magician in The Prestige. This 

development stands between the present and the realization of Kurzweil’s dream of digital 

ever after. The foregoing is stated not to make an argument against Kurzweil and others who 

may share his intellectual positions and agree with his predictions, but rather to unpack and 

analyze the contradictions or tensions which characterize cultural thought.  

In this regard, Kurzweil and the like should be taken seriously. The return of 

consciousness as irreducibility in the neuro-digital present holds out potential for new, post-

Cartesian (and possibly post-philosophical) avenues of thought. Regardless of whether such 

will develop, and whether the future will be as Kurzweil predicts notwithstanding, we are 

unmistakably in a period of significant transition, regarding paradigms of self, and 

philosophies of personhood. Philosophers and other specialists can debate the plausibility of 

these ideas all they like,  but these ideas are being espoused by those at the forefront of such 93

developments, in news coverage, and in everyday usage. Does it really matter, what the 

philosophers think of such matters? In a strange reversal, one might ask what it means that 

 Philosopher John Searle was acerbic in his response to Kurzweil’s 1999 The Age of Spiritual 93
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engineers, developers of computer software, have entered a position to guide questions of 

personhood, against which they hold the digital as a mirror. That thought follows media may 

be considered axiomatic, observing the Kurzweils and the Elon Musks playing golf with 

world leaders, publishing New York Times bestsellers and otherwise keeping high profiles 

while also attempting to develop the infrastructure and technology to radically and rapidly 

expand the horizons of mankind’s future. A high profile is perhaps the most valuable asset in 

this regard: the more groundbreaking a technological or scientific development is forecasted 

to be, the more news media is likely to cover it;  regardless of whether this leads to a direct 94

shift in public policy, etc.,  this forecast enters and furthers the public conversation about 95

technological-scientific development.  

So, then: in a 2018 interview, William Gibson acknowledged that cyberpunk, the 

science-fiction of the Information Age, has yet to be replaced as the dominant mode of 

“edgy”, near-future fiction.  The central fixation of the cyberpunk narrative is the computer, 96

data, information technology. Early cyberpunk extrapolated the cultural-technological climate 

of the late 1970s and early 1980s, and presented technologies which problematized “common 

sense” ideas of personal identity and subjectivity. These science-fictional technologies 

entered the public imagination, and were seized upon by real-life engineers and scientists,  97

thus furthering their presence in the popular cultural discourse. The relationship between 

science-fiction and technological development represents a feedback loop, one which has 

advanced the idea which is currently in the popular cultural discourse that the realization of 

these technologies are very nearly upon us.  98
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The crucial fantasy is that we can be reduced from subjectivity, be duplicated or 

transferred into machines or new bodies (henceforth DCF—disembodied/duplicated cogito 

fantasy). This fantasy is perpetuated by the presence in the current popular cultural discourse 

of what I will refer to as information-substrate theory (henceforth IST). Kurzweil describes 

this in explicit terms, stating: “[Humans] have the ability to understand our own intelligence

—to access our own source code, if you will—and then revise and expand it. [...] [B]its of 

information [...] is essentially what we comprise. [...] I describe myself as a “patternist,” 

someone who views patterns of information as the fundamental reality.”  It is perhaps not 99

such a groundbreaking idea. It has been suggested that Aristotle sometimes seemed to 

conceive of the human soul as being comprised of flows of information  (though it must be 100

stated that he elsewhere argued against the likening of man to machine;  another ancient 101

tension, then, again updated with the seeming possibility of becoming a reality). But it is 

worthwhile to here take a step back and introduce two major technological developments—

information theory as it followed from the pioneering midcentury work of Claude Shannon, 

and neuroscience as it has developed since the 1990s—which have dovetailed to allow for 

this modern aspect of information-substrate theory to develop and to find a foothold as a 

dominant cultural paradigm for understanding both ourselves and the nature of reality. 

Hayles suggests that contemporary cultural discourse regarding subjectivity and the 

body as being separable (if not exclusively in a Cartesian dualist sense) developed as a result 

of Claude Shannon’s pioneering theory of information and electronic communication and the 

subsequent “Macy conferences” which led to the development of cybernetics as a new school 

of thought spanning disciplines.  Before proceeding, the development of information theory 102

and the subsequent language and functioning of information technology—as well as the 

paradigm of technology separating mind from body—must be historicized. Prominent 

cultural critic Neil Postman designated the number zero an “invisible technology,”  which 103

he defines as those  technologies whose status as technology is barelydiscernible in everyday 

life for its ubiquity and seeming unavoidability. For example, Postman discusses the 

 Kurzweil (2006), p. 4-5.99

 Eijk (2000), p. 63.100

 Eijk (2000), p. 76.101

 See Hayles (1999) and Gleick (2012).102

 Neil Postman: Technopoly: The Surrender of Culture to Technology. (New York: Vintage Books, 103

1993), p. 127.

57



assimilation of the zero into Western mathematics between the tenth and thirteenth centuries; 

this allowed for the eventual development of statistics, which in turn has allowed for the 

development of probabilistic physics, and the currently reigning idea that “the world is made 

up of probabilities at the level of subatomic particles, [and thus] statistics is the only means 

by which to describe its operations. Of course, it is possible that physicists conceive of the 

world as probabilistic because statistics was invented.”  This is the sort of argument 104

Postman advances that technology allows for new “realities.” One believes the nature of 

reality is probabilistic, because of the development of statistics, because of the introduction of 

the zero. This has its analogue in information theory, and the subsequent idea of “patterns of 

information as the fundamental reality.”  Phenomenology, the mind, consciousness, 105

subjectivity, self—all can be reduced to the physical, and thus to the empirical. If the mind 

can be reduced to empirical data, it can be reduced to a series of ones and zeroes. To think 

this is allowed for by access to a particular technology, which in this case is, at its most 

reductive, the number zero.  Whether it is possible or not to reduce the mind to a series of 106

ones and zeroes is irrelevant. This a contemporary cultural paradigm, and this idea is guiding 

signfiigant funding in scientific and technological research. 

The zero has is essential to the development of contemporary technologies and 

discourses which allows digital separation of mind from body to be considered plausible. 

Plato asked whether the new technology of the written word would be malignant, for its 

separation of mind and body. Writing likewise became an “invisible technology.” What was 

lost in the process is unknowable, as we can no longer access the possibilities of thought 

enabled by oral culture—only those enabled through symbolic language. The technology of 

the alphabet and common systems of symbolic manipulation have long since become part of 

us. From a certain perspective, this amounts to more than a McLuhanian extension of Man: 

rather, man has evolved through media. Storage media, analog and digital, make thought 

remote and duplicable, and closer to immortality than thought had ever been previously. 

One’s thoughts, one’s inner life, persist independent of one’s body. It appears, then, to be the 

goal of history: permanence, freedom from biology, from mortality, hedging our bets (before 
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the death of God, in the case of the written word) on our media. Understanding the 

psychology of media history as such contextualizes the digital millenarianism of the present: 

this is the fulfillment, at long last. To speak of a “goal of history” is a dubious proposition, 

but what matters is that it becomes intelligible following from media history. It predates 

Plato, predates common systems of alphabet: since the first sign made by (pre-)homo sapiens, 

humans have been externalizing their memory,  which then becomes autonomous and 107

permanent in its limited and rudimentary way. The flashpoint of narratives wherein digital 

media serve to disembody or duplicate human consciousness in full, with autonomous agency 

inviolate is the fulfillment of an unacknowledged or unarticulated desire predating history. 

The popularity and resonance of DCF in the popular culture, in science-fiction as well as in 

the writings of Kurzweil, et al., owes to the fulfilment of a wish longed after for millennia. 

Never as today has all been so permanent, also so intangible…  

Which is to say that the “cloud” storage potential of the past decade is seemingly 

limitless. The increase in storage potential, of one’s entire life recorded, stored, made 

permanent, has increased exponentially in recent decades. And yet, so little remains but 

intangible of this stored material. The essential transience of human experience remains 

unchanged. The aphorism is inviolate: one cannot step in the same river twice. (Permanence 

as a motivating desire in the contemporary discourses of digital media and neuroscience will 

be explored at greater length in the final chapter of this thesis.) 

Another “invisible technology” is relevant. It has been noted that methods of 

production developed and utilized from the Industrial Revolution onward are indeed 

technologies in and of themselves. Such methods separate body from mind: one need not use 

one’s mind (skill, creativity, etc.) in production—only one’s body was needed. Presence of 

mind was unnecessary.  Industrial methods of productions also thus created a  psychic 108

precondition for life in a cybernetic world:  workers and management alike knew all too well 

about systems of control; the history of capitalism, of the division of labor, of 

industrialization, may be read as a history of refining techniques of feedback modification. 

Less “invisible” technologies merit attention here. There was 19th-century inventor 

and mathematician Charles Babbage, who is widely believed to have anticipated the 
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development of the modern computer with his work on the Difference Engine.  Babbage 109

anticipated the alignment of minds with computers. Self-consciously reflecting upon his 

progress developing the Difference Engine, Babbage remarked: “The mechanical means I 

employed to make these carriages [computations] [...] bears some slight analogy to the 

operation of the faculty of memory.”  There was the development of Morse Code, and then 110

subsequently the telegraph, new technologies which allowed that which had previously been 

inseparable from physical bodies to be reduced and resubstrated: from spoken language, to 

substrate, to wire transmission, to another substrate. Instantaneous duplication of information, 

between point x and point y.  Technologically- mediated duplication or disembodiment of 111

whatever it is which comprises subjectivity—thought, information, and so on—has so far and 

will continue to be a concern in our history as a species. Gleick locates a wonderful example 

from 1873, which addresses the problem of this “duplication” or reproduction of information 

in a popular forum: 

Harper’s Magazine warned that “current” was just a metaphor and added 
mysteriously, “We are not to conceive of the electricity as carrying the message that 
we write, but rather as enabling the operator at the other end of the line to write a 
similar one.”  112

This description resembles the trouble of DCF over a century before any of the 

aforementioned texts—and in the language not of philosophy, but of electricity, of 

communication media. Nonetheless, many struggled, even after decades of widespread use of 

the electric telegraph, to understand how information could really be sent this way: “A 

message had seemed to be a physical object. That was always an illusion; now people needed 

consciously to divorce their conception of the message from the paper on which it was 

written.”  Then came the telephone and Bell Telephone Company, trafficking in the 113

movement of information from irreducibility (the subject), to speech, to phone, to electrical 
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wire, to another phone, to another irreducibility (another subject). Body-as-substrate for 

information. A perfect or imperfect duplication of information,  once more—but one less 114

remote than the telegraph; into the telephone one spoke directly, setting off a process of the 

reduction of previously embodied information into the language of the medium, of the 

machine. Much postwar technological development would be understood in analogical 

relation to the human brain.  Self-knowledge has become a matter of media studies. 115

Information theory and cybernetics will now. A few key points suffice.  Information 116

theory and cybernetics derive from the WWII-era work of U.S. mathematicians Claude 

Shannon and Norbert Wiener. Shannon developed a theorem of information as a means of 

undistorted replication and transmission of information. His was a purely scientific endeavor. 

Psychological factors were discarded, being unquantifiable. Information is a likelihood of 

numerical binaries, divorced from meaning; it is no more than the probability of message 

elements: 

In developing communications and information technologies, [Shannon] wanted 
information to have a stable value as it moved from one context to another. If it was 
tied to meaning, it would potentially have to change value every time it was 
embedded in a new context, because context affects meaning. [...] An information 
concept that ties information to meaning would yield two different values for the two 
circumstances, even though the message [...] is the same.  117

Information becomes quantifiable, with the “bit” representing “the smallest quantity of 

information”.  Shannon attended a number of the Macy conferences on cybernetics, which 118

further developed similar ideas. The focus of the conferences was on flows of information, of 

information taking precedence over matter or energy. Hayles contends that the 

interdisciplinary nature of the Macy conferences on cybernetics was such that 

metaphorization was hard to avoid. Conferees hailed from both the sciences and the 

humanities, and as such, sometimes had a hard time understanding the concepts being 
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addressed by those outside their own respective fields. Because not all understood each 

other’s research and means of defining information in the context of cybernetics, this lead to 

a great deal of abstraction into metaphor, which Hayles argues, has had inestimable influence 

on subsequent culture, popular and intellectual. Shannon had intended information theory for 

application in only “certain technical situations”,  i.e. communications technologies; his 119

was rather not a cultural concern. As a result of such metaphorization, however, the idea that 

humans and human minds are irreducible from flows of information; minds or subects are 

duplicable and transferrable. Shannon’s technical formulation of information is vital to DCF: 

this perfect replication or transfer is predicated upon the stability of value, of objective data, 

which one comprises. The inverse of this fantasy is the idea that brains are machines, and 

thus artificial intelligences can obtain subjectivity and qualify as “Human,” both in the social 

constructed sense of the word and in a more literal sense. Hayles contends that this 

perspective has become so embedded in popular cultural discourse as to constitute a distinct 

ideology of its own. This ideology is a preqrequite for DCF-IST. 

Information Technology, Dualism, and Materialism 

Turning to philosophical inquiry, one can discern within information theory/cybernetics  

contradictions which problematize the dualist/materialist dichotomy. First, it is certainly 

interesting that at the same time that cybernetics was going through what Hayles dubbed its 

first and second waves (respectively characterized by self-reflexivity and autopoiesis), 

philosophy departments were particularly inspired and invigorated in their arguments against 

the dualist tradition and the “ghost in the machine.” The field of information theory, 

conversely, while not concerned with the idea of the Cartesian soul, did (rather 

unintentionally) create a discourse which treats information as bodiless and thus leads to a 

new, liminal sort of way of thinking about the materialist/dualist binary.  In information 120

theory and cybernetics, the dualist soul is not refuted so much as it is irrelevant. From a 

theoretical perspective, then, it may well be disposed of. Second, the metaphorization of 

 Hayles (1999), p. 19.119
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cybernetics led to information “losing its body”, in Hayles’ formulation: information is fluid 

and not geographically located. The soul has been discarded, and everything in this post-

Shannon/Wiener paradigm eventually becomes understood as information, not least of which 

includes human consciousness. This, however, does not clearly lend itself to a materialism 

either. The pairing problem re-emerges. Thus arises a threshold, a paradigm wherein the 

philosophical vitality of both soul and physiology have been discarded. Such a development 

indicates out potential for entirely new avenues of thought; the movement past Descartes and 

materialism alike indicates this may be a post-philosophical future. Information is not 

dependent upon the substrate within which it is embodied, and as such can be transferred 

from substrate to substrate without any loss or mutation, distortion, et cetera. The human 

mind is informational patterns, thus transferable and not dependent upon the substrate of the 

human body. And thus the human body can be discarded, even if we do not yet possess the 

means to demonstrate a transferal which demonstrably avoids the problems posed by Perry’s 

Dialogue (or even a pure duplication of the informational patterns which comprise an 

individual human being). 

 Hayles refers to the autopoietic theory of biologists Humberto Maturana and 

Francisco Varela as the “second wave” of cybernetics. This second wave should be 

considered against the foregoing. Maturana had contributed to a paper presented at the Macy 

conferences which reported an experiment wherein the lab created a cyborg frog by wiring 

the visual apparatus of a living frog. The data yielded were interpreted to demonstrate that 

what the frog sees is fast, erratic motion, rather than slow, predictable movement, so as to 

catch flies. The rest of what the frog’s visual apparatus could theoretically perceive is not, it 

would seem, perceived. Hayles provides the following example: say one sees a bird land in a 

birdbath and assumes that the bird intends to take a drink of water. The same activity is 

within sight of a frog. The frog, however, does not perceive this activity at all. Implication A: 

reality is constructed, rather than represented, by the eye: “the eye speaks to the brain in a 

language already highly organized and interpreted instead of transmitting some more or less 

accurate copy of the distribution of light upon the receptors.”  This lends credence to the 121

idea that being is informational pattern, a feedback loop. Implication B: there are things 

 Y. Lettvin, H. R. Maturana, W. S. McCulloch, and W. H. Pitts, 'What the Frog's Eye Tells the Frog's 121

Brain," as quoted in Hayles (1999), p. 132.
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which human beings are incapable of perceiving, even though theoretically they should be 

available to humans through their senses. Maturana and Varela, together and respectively, 

took this finding and used it as the basis of an autopoietic theory  of all organism. The 

cybernetic frog was a challenge to epistemology. Maturana argued that “to speak of an 

objectively existing world is misleading”.  This is hardly shocking or innovative in itself—122

the idea that the “real” is inaccessible, that the world can only be spoken of subjectively. 

Autopoietic theory goes further and contends that any given organism is literally a closed 

system:  the nervous system determines its own activity, and that outside the organism can 

only trigger from a predetermined set of internal reactions. Maturana’s work marked a shift in 

the focus of cybernetics from observable behavior to autopoiesis, a theory predicated upon 

the self-regulation and self-creation of a system.  

In autopoiesis, the relevance of the subject radically decreases. One becomes subject/

observer through the autopoietic process of one’s internal system creating memories.  A 123

memory is put into relation with the internal system’s previous memories and current 

perception; subjecitivity is thus a constantly reflexive cycle, is cybernetic. Hayles comments: 

“The observer generates self-consciousness, then, when he endlessly describes himself 

describing himself.”  Autopoeisis, then, presents a cybernetic-materialism: nothing escapes 124

the closed loop of the human body, which includes the subject, of course—and also nothing 

“enters” as such. This perspective permeated the mainstream in various guises by the 1990s. 

Richard Powers wrote a novel wherein a neural network came to life within the bounds of 

these principles.  Psychobiologist and cognitive neuroscientist Michael Gazzaniga’s work 125

updates this model for neurobiology; in Gazzaniga,  there is no agency, no choices are 126

made, nothing is learned. (Gazzaniga’s work will be discussed to greater extend later in this 

thesis.) All of this might be par for the course for contemporary neuromaterialsm, but 

Gazzaniga takes it a step further: everything that which can be chosen, or known, is already 

in the subject’s brain at birth.  
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The autopoeietic perspective was also the microcosm which contained all of res 

extensa and res cogitans. All the physical world now would be understood as cybernetic in its 

mechanisms. Mind being material, being a mainstream perspective, renders one’s inner life 

necessarily cybernetic by extension.  

Microcosm: Neuroscience 

Norbert Wiener, in the early days of cybernetics, expressed an anxiety about the potential for 

cybernetic systems to displace liberal Humanist values.  Conversely, Wiener also famously 127

observed: “The all-or-none character of the discharge of neurons is precisely analogous to the 

single choice made in determining the digit on a binary scale … and must have its precise 

analogue in the computing machine.”  In Wiener’s statement, the distinction between mind 128

and program, brain and computer, became porous. Four decades later, science writer Stephen 

S. Hall reported that hormones were coming to be considered in terms of information, and 

that this information “colors” our mental states.   129

 Neuroscience shares a fundamental assumption with the foregoing paradigm of 

information theory—that mind and body may be reduced to a series of binary digits. It is 

worthwhile, then, to take on board the implications for dualism/materialism which the 

tensions and contradictions within popular cultural understandings of neuroscience suggest. 

Though not advertised as such, the fulfillment of neuroscience’s project would have profound 

consequences for philosophy and human thought generally. Materialism as philosophy would 

 Hayles (1999), p. 87.127
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collapse, for it would have been demonstrated to be  true; all features of subjectivity will 130

hypothetically be demonstrated to be reducible to the meta-language of science, and thus 

transferable through computer data, which is to say as a series of ones and zeroes. (It here 

bears reiteration: there is no present scientific endeavor which is not transferable/storable in 

computer data.  Resonance with the body’s reduction to data rings clear—sciences for 131

brain, sciences for mind, sciences for sexuality.) 

Two things must be stated if an analysis of “neuroculture”,  vital as it is to the 132

genealogy of fantasies present, is to proceed. First, the fulfillment of neuroscience’s project is 

an event horizon, a historical singularity. Beyond stating simply that materialism would no 

longer be relevant as a philosophical framework, speculating on the effects of such a 

development is work for science-fiction writers, not scholars. (Quite likely it is beyond 

speculation; such a text would be incomprehensible.) However, strategic use of such ventures 

into the unknown may be permissible as a qualified means of demonstrating where the blind 

alleys of the discourse lie, where the state of the art ventures out upon illusory foundations—

enshrouded in the emperor’s new robes of information technology and neuroscience. If a 

criticism appears implicit, it need not; as will be developed shortly, an incoherence, a vacuum 

of authority, a reliance upon heuristics in lieu of a consensus of epistemology and method—

all contribute to the gap in knowledge through which DCF-IST emerges and is advanced. 

Understanding what might be grounds for concerted critique and refutation is in this case 

necessary. Second, developing a historical-theoretical framework which takes on board 

philosophy of mind, information theory, and neuroscience requires that the challenge of 

Nagel’s bats in the context of materialism must be put to one side when discussing 

 Computer scientist W. Daniel Hillis makes a similar point: “It maybe makes [Daniel Dennett] more 130

popular among the scientist than among the philosophers […] [that] if he’s right then all philosophy is 
just a matter of science that hasn’t been done yet.” (Quoted in Brockman 1995, p. 193.) Computer 
scientist Roger Schank, discussing Dennett’s work, notes that “it’s not as if there’s stuff that an AI 
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neuroscience/neuroculture. Instrumentalizing Nagel is useful in developing a framework 

through which to elucidate contradictions in popular cultural discourse around questions of 

materialist or dualist ideas of subjectivity, but should not preclude further consideration of 

relevant fields, in this case that of neuroscience. 

 In the early 1990s, Postman argued that the leaders of technological development, 

self-same with the major actors upon the popular cultural discourse of technology, “would 

have use believe that technology can plainly reveal the true nature of some human condition 

or belief because the score, statistic, or taxonomy has given it technical form.”  Feedback 133

loop: mind-body produces numerical reality which (not-autonomously) produces new 

understanding of mind-body. There “is” no numerical reality same as there is no “objective” 

reality accessible. The real is. Human development of a hierarchy of values (reality emerging 

from numerology) leads to the belief that “human nature”, the subject itself is likewise 

predicated upon and thus reducible to numbers.  

The 1990s shaped up to be the “Decade of the Brain”,  with advances in 134

neuroscience and biomedical engineering increasing neuroscience’s presence in the popular 

cultural discourse. Neuroscience’s premise and goal is pure materialism, anti-Descartes; it has 

been suggested,  however, that despite advances in the neurosciences, Western intellectual 135

life is not as far past dualism or at least earlier materialisms  as the hype would suggest. 136

Knowledge of human or non-human consciousness remains vacuous, and thus the possibility 

of subjectivity being reducible or irreducible remains in the realm of philosophy rather than 

the sciences. 

 Nonetheless, it has generally been accepted, to varying degrees of error, that 

neuroscientific research has linked neurophysiology and mental phenomena.  Media 137

technology has led to a shift in philosophical discourse. Empirical research is extrapolated to 

make feasible the belief that “each type of mental event that can occur to an organism has a 

neural correlate that is both necessary and sufficient for its occurrence. So for each organism 

there is a set of mind-brain correlations covering every kind of mental state it is capable of 
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having”.  The catch is that this belief is still must be regarded as belief.  Various proto-138 139

materialisms have been present throughout history,  and the “neural turn” predates the 140

1990s at least as far back as the Enlightenment/early modern period. No one was out to kill 

the soul and equate Self with brain. Even Christian scientists, while maintaining the vitality 

of the soul, ceded much to neurophysiology. Scientific and pseudoscientific discourses of the 

19th century diminished mind-brain distinctions. Phrenology led to the idea that the brain 

should be “exercised,” so as to sharpen the mind. It was redundant knowledge which could be 

capitalized upon. The discovery of hemispherization of the brain saw advocates for “split-

brain training” and practicing ambidexterity for self-improvement (improvement of thine 

Self). Hemispherization also produced the fantasies of differences in brains between men and 

women—the former rational, the latter emotional—which provided “scientific” basis for 

power structures.  141

Causality, however, has remained elusive. Scientists and philosophers have known 

this. Vidal and Ortega note: “When the soul later dropped out of the picture, it was not [...] 

because brain research proved it did not exist.”  Cartesian dualism might not hold much 142

water these days,  but, somewhat paradoxically, the sciences both have and have not 143

knocked out dualism. Incoherences and contradictions are the essence of the present neuro-

media discourse. On one hand, without neuroscience definitively delivering on its basic 

premise of discovering the material basis for the mental, discourses of subjectivity remain 

discursive, remain essentially cultural. On the other, neuroscience and the “brainhood” 

ideology  do have a certain stronghold in the popular imagination. Noë provides an 144

interesting example by discussing the Rob Reiner film The Man With Two Brains. Of the 

main character’s love affair with a brain in a vat, Noë argues: “That we find it at all 

comprehensible, let alone compelling, shows that the “astonishing hypothesis” of the 
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establishment neuroscientist [that brain answers for mind] now belongs to the conventional 

wisdom of the culture at large.”  Vidal and Ortega put it this way: the assumption that all is 145

reducible to neuroscience guides neuroscience, and the findings of neuroscience 

(communicated via PR and news coverage ) reinforce this assumption and allows for a set 146

of ideologies to emerge surround the brain. (In short: one is what one believes one is: one is 

one’s brain.  Therefore, if my brain is duplicated, I am duplicated. Note this leads right 147

back to the dilemma of Perry’s Dialogue.)  

Neuroscience does not provide the answers to which it is credited in the cultural 

discourse. It may or may not yet. For the concerns of this thesis, what matters are the ways in 

which the discourse of neuroscience provokes a shift in cultural paradigms of personal 

identity—what it means to obtain for subjectivity, when at present subjectivity is explained 

by neither dualisms nor materialisms, neither faith nor scientific method. 

An enormous amount of fundging has been spent in recent decades on producing a 

sense of veracity in the popular imagination toward the brainhood ideology. This includes 

interpreting for the public the results of technologies such as functional magnetic resonance 

imagine (fMRI) as more conclusive than they might be, as regards discovering a material 

basis for subjectivity. The American Psychological Association has said that fMRI “isn’t 

quite a mind reader, but it comes close”.  The public receives these messages with credulity. 148

The images produced by fMRI makes said inteprretations of data more “real”; the visible is 

more “real” than that which cannot be apprehended visually This epistimological bias has 

been referred to as the “illusion of explanatory depth”:  if a system (in this case the brain or 149

brain function)  can be visualized (in this case by fMRI imaging of the brain) by an 150

individual, the individual is more likely to believe that what the visualization represents is 

“real” and that the individual has legitimate knowledge of the system. This poses two 

problems: first, neuroimages are not direct representations of the brain; “this data could be 
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given the form of graphs of curves rather than vibrantly colored brains”.  Second, no 151

causality has yet been established definitively between mental states and neural correlates. 

This problem is referred to as multiple realizability.  Mental state x may seem to manifest 152

neural correlate y, but it may also at the same time manifest neural correlate a, b, c, and so 

on. Causality has not yet been proven, and all is correlation—which is to say, all 

interpretations of data  are tenuous. The discourse of neuroscience consistently employs 

ambiguous or aspirational language to gloss over this detail.  153

Furthermore, the discourse of the neuro appeals to the language of psychology. In 

brief: neuroscience looks to the brain to locate the mind, which necessitates appeal to 

discourse of the mental/phenomenological/psychological (and so on) to justify its research 

endeavors. Stated otherwise: neuroscience tries to locate mental states/consciousness in the 

material, and explain for it in the discourse of empiricism, but mental states or consciousness 

can as of yet only be spoken of in theoretical or qualitative language, which is to say that it 

can only be spoken of in a language which is distinctly non-objective or non-empirical. The 

process reverses the very goal of neuroscience, as it means reducing numbers to subjectivity. 

It has been argued that “the question [of the larger neuroscientific community] is not so much 

“can psychological phenomena be translated into the language of brain function?” but rather 

“where can we locate those functions that define human personhood in our neural 

topography?”  Noë described the problem as lying in the detachment and dispassion of 154

scientific endeavor: one cannot apply scientific detachment to minds, because then only 

behaviorism and physiology—pure data collection, which disposes of subjectivity altogether

—can tell one anything about the mind of another.  Framing the matter as such elucidates 155

the difficulty of separating science and philosophy, the empirical and the qualitative, and an 

objectively obtained reality from a subjectively-perceived reality; the difficulty of explaining 

beyond prima facie—hardly a scientific or philosophical move—mind by way of material. 

 Vidal and Ortega (2017), p. 81; see also Noë (2010).151
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The issue overlaps with the spectre of DCF-IST. Neurobiologist Steven Rose, 

commenting in 1992 on the calcification of neuromaterialism as ideology in the sciences, 

writes: “[To] try to understand the mind and its memories by understanding the brain is like 

trying to understand how a computer and its programs work by analysing the chemical 

constituents of the machine and its disks.”  Dismiss though he might such an endeavor as 156

“simply asking the wrong questions”,  consider how closely mind/brain and digital media 157

are aligned. A negatively-defined cultural tendency presumes a positively-defined cultural 

tendency. It becomes, in the popular culture, a false distinction: brain/mind and computer/

program. Veteran New York Times science writer Sandra Blakeslee reported on the arival of 

fMRI a year later under the headline: “Scanner Pinpoints Sites of Thought as People See or 

Speak”. Blakeslee reported that “scientists can now peer into the workings of the human 

brain, making movies of changes that occur as the mind thinks, talks, listens, dreams and 

imagines.”  A presumption is discernible: there is a mind which thinks, etc., and this is 158

located within the brain. (Such a presumption has become commonsense to the extent that it 

is hardly perceivable as such.) The mind comes into greater clarity when run through the 

particular digital media, fMRI; the ontological status of mind becomes clear when it is 

reduced to data streams.  

Blakeslee continues: Dr. Kamil Urgubil, director of the Center for Magnetic 

Resonance Research at the University of Minnesota School of Medicine in Minneapolis, said: 

“This will do for neuroscience what the discovery of the genetic code did for molecular 

biology. It allows us to study how the human mind is organized.”  Another presumption is 159

to be unpacked: molecular biology, which may be reduced to genetic code, and which still 

functions in the material realm despite its infinitesimal nature, is a fitting analog for brain 

chemistry and mind. If the human mind is to be spoken of as being “organized” any which 

way—to say nothing of knowledge systems based around this supposed organization—it 

follows that mind is being approached as non-holistic. Fine, but the language which 

envelopes and proceed from such reductionism here conceals some strange turns. 
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Non-holistic mind slots more easily into the fantasy of transfer than does the holistic 

mind. (Here we may take care to refer directly to mind and not theory of mind; the language 

invoked by Urgubil proceeds from such a theory being correct, and as such, this “theory” is 

no longer fit to be referred to as theory.) Methodologically it makes sense: composition of 

non-holistic mind is by definition that of discrete parts; thus may be devides a methodology 

to apprehend the mind’s irreduicbilities, as opposed to the monolithic identity of mind which 

a holistic approach assumes. This situation becomes difficult to speak of: where one is 

tempted to describe apprehension of holisitc mind as a task akin to comprehending an entire 

system at once—as compared to a gradually accumulated familiarity with a series of nodes—

one must rebuke oneself, because apprehending holisitc mind is to is to proceed from an 

understanding of mind which is by definition not systematic. Holistic mind is all or nothing: 

where Douglas Hoftstadter’s non-holistic approach is represented by the hive mind of the 

anthill,  the holistic approach is Melvillian, the solution a single white whale among 160

innumerable non-solutions. One either has apprehended mind’s irreducibility, or one has not. 

Binary. This confounds the linearity of present methodologies, as no place on the 

hypothetical grid has any definition in relation to any other. 

But if mind can be broken down into a system or organization of discrete units, then a 

reduction may follow which allows an independence of mind from substrate: reduce Daniel’s 

mind to all the discrete units which it comprises, and it follows that these might be stored and 

recomposed in a computer or another body. It seems almost paradoxical, however, that in the 

discursive effervescence we call common sense, the the non-holistic mind possesses a felicity 

which the holistic mind does not—it is harder to hold in mind that mind simply is, than it is 

to imagine mind as being a series of discrete parts which somehow come alive, in a process 

similar to the bits behind the computer screen. 

A strange turn indeed. Not that it has mattered very much. The odd philosopher may 

find themselves rubbing elbows with neuroscientists at conferences of the latter, but funding 

is emphatically directed to STEM departments. The fMRI was sold, and sold in a major way, 

on materialist presumptions of non-holistic mind—it literally provides cartographies. We all 

 Victim of the Brain. YouTube. Directed by Piet Hoenderdos (1988). Accessed 30/10/2020. https://160
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have a desire to know how the mind works, after all, and if the satiation those cartographies 

provide proves to be illusory in the long run, we nonetheless accept this for the time being, 

and gladly.  

(Or at least we think we want to know how the mind words. Speculation in this 

direction quickly becomes vacuous, but it would be remiss not to acknowledge that other 

perspectives, likely unthought, may be possible. It seems to turn on an open question: is a 

statement such as “The mind wants to know how the mind works, operates, functions, 

becomes, et cetera” meaningful? It has certainly become lebible in our present philosophical, 

scientific, and popular cultural discourses. But this may be regarded as a historical 

contingency. Nothing guarantees—nor indeed, if we are honest with ourselves, even 

indicates —that this idea will guide us in the “right” direction, lead to meaningful questions 161

and productive methodologies.) 

Blakeslee’s article continues: “This is the wonder technique we’ve all been waiting 

for,” said Dr. Hans Breiter, a psychiatrist and postdoctoral fellow at Massachusetts General 

Hospital in Boston where the technique was first demonstrated. “At last we can see inside the 

human brain.”  162

Presumption: mind and brain represent an identical, rather than analogous or correlative, 

relationship. “Seeing inside the human brain” is more than analogous with “seeing inside the 

human mind”; they are the same statement. Yet subjectivity remains the privilege of the 

subject alone. If one wants to see inside the brain of another, there’s always the scalpel. If one 

wants to know the mind of another: listen, read, watch. Conversely, this runs into the problem 

of the Turing test: how can one rely upon behavior without access to my interlocutor’s 

subjectivity? So fMRI solved for the problem of other (biological, carbon-based) minds. It 

doesn’t solve for Wittgenstein’s black beetle thought experiment (you and I are each given a 

box, and I can look in mine but not in yours; within mine is a black beetle, and you say that 

yours contains a black beetle as well, but without being able to access that same knowledge, I 

cannot conclude that what you mean by “black beetle” is the same as I mean by “black 

beetle” ), but it’s still a major development: by likeness of my fMRI data to yours, I can 163

conclude that you too have a mind. It still doesn’t tell me if  what it feels like to be me feels 
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like it does to be you. Or what mind is. Breiter’s comment codes mind for brain; tough luck if 

you want to see inside your own brain: but to “see inside” one’s own mind—what does one 

find? 

 We are data now regardless. Discrete brain types, makeups, and so on. The computer 

(personal or fMRI) is the looking glass we travel through to find ourselves on the other side. 

Breiter reported an experiment wherein he conducts a brain scan on a patient with obsessive-

compulsive disorder and “hands them a dirty pillow”.  Breiter interprets the consequent 164

data thus: “Their circuits are different from normals”.  The same interpretation is reported 165

for dementia, addiction, schizophrenia, whatever. Excitement builds for utilizing fMRI 

towards interpreting the differences between the brains of artists, mathematicians, poets, men, 

women, for neurological differences between cultures.  

 In finding the “foundations” of a concept, we are culturally inclined towards spatio-

temporality. We locate the supposed “foundations” (a geographic term) of personhood in the 

brain; this person has brain type x, so everything—the subject’s “inner” life—which follows 

from that diagnosis is reducible to brain type x. the presumption is that each behavior or 

mental event can be identified neatly and analyzed. Discourse, however, is itself a cybernetic 

system—identifying and proceeding from a conceptual “foundation” rather serves to alter the 

present discourse as a whole. A heuristic is needed, for such foundations are solid as the air 

we breath and no less avoidable—but again, it must be recalled that such formulations may 

not lead to or even be based in any clarity about human mind, brain, mind-brain relationship, 

and so on.  

 The technical nature of information itself poses further complication for this tension 

between neurophysiology and data. A key thesis of information theory is that information 

cannot be created or destroyed. All information in the universe is already extant, all potential 

information is realized.  For IST, this means that the disembodied informational pattern is 166

very much a possibility—all reality is but a program to be manipulated. Conversely, as 

Hayles notes, disembodiment is “a state no presence in the world can achieve”,  and there is 167

no meaning without cognitive embodiment. Neurobiologist Steven Rose’s definition is 

 Blakeslee (1992).164
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 Hayles (1999), p. 265.167

74



useful, and is overall very important for the concerns of this thesis: “Meaning implies a 

dynamic of interaction between myself and the digits; meaning is a process which is not 

reducible to a number of bits of information.”  Recall the existentialist maxim: essence does 168

not precede existence. By the end of the 20th century, it could reasonably be said that essence 

(information) precedes existence (time-space, or informational patterns), but not meaning. 

Meaning is the stick in the craw.  

 With this in mind, consider neuroscientist Dr. Sam Deadwyler’s statement that “If you 

remembered everything, … you would actually remember nothing. If the hippocampus was 

not selective, it would encode everything and wouldn’t be able to sculpt significant events 

into memory at selective times”.  Without the processes of the hippocampus, meaning 169

cannot be obtained for; remove the hippocampus, or “perfect” the hippocampus, the result is 

the same. The universe would still be “out there,” animals would still roam the earth, but 

human neurophysiology is necessary to embody and thus assign meaning to information. The 

computer language Deadwyler employs draws attention to this. For a computer to create 

meaning, the process would first have to be understood in its entirety, as it functions in 

human neuroanatomy. Because even allowing for the computer metaphor, it can be argued 

that human beings, deliberate as they may over their value systems and semiotics versus 

those of other cultures, do not wield control over the seeming “process” of translating the raw 

data of perception into phenomenological experience—we do not choose for our perceptions 

to “mean” anything, neuronal firing or the quotidian the shifting of our basic brain chemistry 

are involuntary processes.  

This process of creating meaning is not available to subjectivity. Thus recurs the 

problem of Nagel’s bats. All the information about our creating of meaning has to be 

interpreted. Interpretation is vital for all information regarding this process of creating 

meaning. Consider the following thought experiment. To obtaian subjectivity, a computer 

would require a filtering process similar to interpretation as experienced by human beings 

continuously so as to produce subjectivity. This process cannot be accessible to the program 

itself, as analogous to human subjectivity, but this seems a misguided premise. After all, 

accessing this process is literally the entire endeavor of all sciences of mind/brain. It may be 

 Rose (1992), p. 91.168

 Quoted in Stephen S. Hall. Mapping the Next Millenium: The Discovery of New Geographies. 169
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inevitable that such a program accesses its own essence, and as such is assimilated into the 

endless data streams from which it arose. Thus anihilates the omputer’s status as a subject, 

because there is no further dynamic between subject and information. This circularity 

indicates that there is a problem somewhere in the thinking about information and meaning 

with regard to human and machine intelligence. To the purpose of analyzing the neuro-media 

present, however, it is necessary to follow through and consider seriously the signifigance of 

these discursive resonances between neurophysiology and information technology. 

McLuhan’s seminal aphorism, that the medium is the message, may be applied thus: many 

who come into contact with computers begin considering the question of how computers are 

like humans and humans like computers.) 

Conversely, the inverse of this paradigm, the macrocosm of IST, is discernible in the 

contemporary (from the late 1980s on) criticisms of the increasing use of computers in the 

classroom.  There was an expressed desire to return to hierarchical models of information 170

or knowledge; a threat was perceived: there are no distinctions of taste or “quality,” no 

privileged content online. All is simply information in an endless sea of information, nothing 

being more or less accessible than anything else. Indicative contemporary counter-

perspective: “The openness of the Web is a powerful attraction. Everyone can not only read 

what’s on the Web but contribute to it, and everybody is in a sense equal. There’s a sense of 

boundless opportunity.”  This speaks the same as the former perspective: all under the sun, 171

so to speak, is reduced to literal information, “meaning” as much as anything else—which is 

to say exactly nothing. Entropy on the other side of every interface. 

In 1996 Tim Berners-Lee, engineer of the World Wide Web, commented that the 

Internet has become “almost commonplace … a contemporary cultural phenomenon”  and 172

expressed surprise at the public’s willingness to write their own HTML. People could not get 

enough of it. Berners-Lee foresaw the web’s ubiquity to come but erroneously compared it to 

television. In years to come it would become apparent that the only apt comparison is either 

human neurophysiology or reality itself—a micro/macro perspective, or a false distinction, 

depending on one’s perspective. Berners-Lee and his interviewer shared the public’s 

 Postman (1992) discusses this at length. See also Langdon Winner. “Aristotle needs a web page” 170

in Technology Review Vol. 98 Is. 8 (1995), p. 66; Herb Brody. “Clicking onto webzines” in MIT’s 
Technology Review Vol. 100 Is. 4 (1997), p. 39-47.

 Herb Brody. “The Web Maestro” in Technology Review Vol. 99 Is. 5 (1996), p. 32-40.171
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misgivings about the quality or reliability of content available online. If this is quaint in 2022, 

it is again because the only medium with which the internet may be compared is reality itself: 

all fauna and flora in the jungle, all flotsam and jetsam in the sea. All is information, no 

hierarchies on either side of the interface, be it the nervous system or the monitor. A 1997 

Technology Review article covered “webzines”— “zines” (inexpensively-produced, small-

circulation publications often associated with punk/DIY aesthetics) remediated for the 

internet. A paradoxical situation was discernible a genre of cultural creation, niche by design, 

emboldened and also emperiled by technological advance and shifting means of 

dissemination. Technology Review noted the sense that new information (what today is 

referred to as “content”) loses its potential for meaning or significance because literally 

everything else in the webzine’s history is just as readily accessible, whereas zine culture had 

been based on principles of limited-run publications; if you missed one, you had no recourse 

other than to haggle for a copy. A microcosm of the larger principle: like Borges’s “Library of 

Babel”, any particular page represented a pocket of information in the entropic sea of dead-

ends, chaos, pure noise and belaboured navigation which characterized the first decade or so 

of widespread public internet access—meaning, then, a momentary illusion, nothing more 

and nothing less. 

Macrocosm: Information-Substrate Theory 

In 1986, novelist and critic John Updike released Roger’s Version. In many ways the novel is 

standard-issue Updike. But Roger’s Version boasts a novel twist: Updike had been keeping 

very up to date on the pop-science of the preceding decade.  The novel interrogates the 173

implications of recent scientific and technological development for WASP culture. The novel 

follows the rivalry between Roger Lambert, a New England theologian and the novel’s 

narrator, and Dale Kohler, a graduate student in computer science. Updike wastes no time 

putting Christianity and computer science in conversation at the novel’s open. Immediately 

after pausing to ruminate upon the chemistry labs which have been built directly adjacent to 

the Divinity School, Lambert is approached by Kohler, who has a project for which he thinks 

Roger can help him secure funding. 

 This includes many of those read in preparation for this thesis.173
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 The essence of time-space is within reach, Kohler declares. Modern physics “are 

getting down to the nitty-gritty, they’ve really just about pared things down to the ultimate 

details”.  It is high time to synthesize these findings by running them through a computer, 174

Kohler says, and proposes as a research goal to produce indisputable evidence of the deity: 

[If] He acts as you say, if He is dynamic, then He exists in some way that a complete 
physical description of the basic universe, which is what we’re at most a decade short 
of in science, can’t avoid detecting. … [You] need somebody like me, who’s willing 
to make the announcement—to pull all the evidence together and run it through a 
computer.  175

  Updike portrays Kohler at a certain fever-pitch, but Kohler’s enthusiasm was not 

without cultural currency. The essence, the substrate, God, whatever—the sentiment is that it 

will be accessed through the computer, the Rosetta stone to reality. And if the essence may be 

accessed as data streams, how could it be other than reducible to or at least manipulatable by 

data streams? And thus: the subject reduced to data streams. Updike does not take this tack, 

but the resonance is there, the fixation’s pervasiveness in contemporary cultural discourse. 

 Roger’s Version does not warrant extensive analysist. Unsurprisingly, Kohler’s 

research does not hit the paydirt he’s after. It is worth noting, however, one further detail 

from Kohler’s ranting in his initial meeting with Lambert: 

[I’m] not trying to prove anything about the Incarnation, or the Trinity—a Hindu 
could be just as happy with this news as a Christian … There’d still be lots of room 
for faith and different modes of worship. I mean, all we’ve got here is the absolute 
basics—the bottom line, as it were.  176

IST could hardly be more clear. It’s the universe as raw data. Patterns—Christ, the Buddha, 

Vishnu—still need to be discerned within this irreducibility. This is reflected within each of 

the relevant paradigms: instance/essence; pattern/information; program/software; software/

hardware; Self/consciousness; consciousness/brain. 

 It is useful here to present several resonances in quick succession. in 1981, civil 

engineer and cultural commentator Samuel C. Florman detailed the cultural sense that the 

 John Updike. Roger’s Version. London: Penguin (1987), p. 9174
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increasing complexity of mathematized reality—as well as our increased dependence on such 

complexity, as in the use of digital media—has led to a sense that this numerical reality is 

incomprehensible and inaccessible to the subject’s phenomenological experience.  1984: 177

Neuromancer steps inside of this complexity, visualizes it, calls attention to the digital/

information reality without by metaphorizing it into a digital world within. The cultural 

paradigm shifts: that which is in there is just like it is out here; it is our mirror. This is one 

means by which IST congeals and becomes legible: all our digital media are made to mirror

—to remediate —our world and all our functions. Gibsonian cyberspace represents the 178

continuation of the tradition of linear perspective; from the 1960s onwards, programmers had 

as a concrete goal the “naturalization” and thus making-transparent of the interface, or 

“window”. Windows “opened onto a world of information made visible and almost tangible 

to the user”.  179

 New geographies of the ego consolidated their position in the popular culture. 

Christmas 1995: Tech Review runs “a tech journalist’s take on Christmas”. Writer reports a 

sense that as long as one remains connected to the web, one’s perspective remains (in a sense) 

static: “My virtual office is just some data on a computer housed at MIT that I can tap into 

from anywhere, but it is a place to me. When I log into the network, I am there … The 

network destroys a sense of time as as well as place.  Blurring the distinction between work 180

and leisure time is nothing new; in Cambridge, MA, or in Silicon Valley, however, this meant 

becoming digital, all the time.  181

 Bolter and Grusin have hypothesized that there could exist a culture wherein a 

medium refers only to itself, but that presently there is only media made of other media. 

Further, they contend a medium does not even gain a priori status as medium until it is 

contextualized by its “investors, users and economic backers”  with reference to earlier 182

media. The digital computer went through this process, of course, though where it has ended 

 Samuel C. Florman. Blaming Technology: The Irrational Search for Scapegoats. New York: St. 177

Martin’s Press (1981), p. 74.
 See Jay David Bolter and Richard Grusin. Remediation: Understanding New Media. Cambridge, 178

MA: MIT Press (2000).
 Bolter and Grusin (2000), p. 31.179

 Amy Bruckman. “Christmas Unplugged” in Technology Review Vol. 88 Is. 1 (1995), p. 64.180

 See Richard Barbrook and Andy Cameron. “The Californian Ideology” in Mute Vol. 1 No. 3 (1995). 181

Accessed 5/11/2020. https://www.metamute.org/editorial/articles/californian-ideology
 Bolter and Grusin (2000), p. 65.182

79



up is rather strange. 1940s: it is an engine for calculations. 1950s: a machine for writing or 

accounting purposes.  In the new millennium: it is every media which ever preceded it; it is 183

reality itself. Media scholar Friedrich Kittler provides strong historical reference for the 

concept of a digital-medium universe (and therefore DCF) becoming culturally legible. With 

Édouard-Léon Scott‘s invention of the phonautograph in 1857, Kittler notes, “came into 

being autographs or handwritings of a data stream that heretofore had not ceased not to write 

itself.”  As in the 1850s, and again in the 1950s: all information possible is there, all the 184

time,  unmediated, ready for mediation. In Kittler’s formulation, all recording is 185

instantiating the flow of data whose incessant seriality comprises all. 

 In his 1986 Gramophone, Film, Typewriter, Kittler inserts a passage from Rilke 

astonishing in its prescience. Recalling the slipshod phonographs he and his classmates 

constructed in his school days, it occurs to Rilke that the grooves of the bisected coronal 

suture might be object for the phonographic needle. This is a clear antecedent of Gibsonian 

fantasies of “jacking in”: a technologically-mediated transcendence of biology into “another 

field of sense”.  In Rilke, it is the phonograph; in Gibson, the computer—but the a priori is 186

the same: the subject may be transmuted through media technology and given new existence. 

Of Rilke’s reminiscence, Kittler comments: “Oblivious to the knowledge of the physics 

teacher and the school drill, students hear their own voices. Not their words and answers as 

programmed feedback by the education system, but the real voice against a backdrop of pure 

silence or attention”.  As with Rilke’s phonograph, an overlap becomes apparent, between 187

the data which comprise the laptop on which one writes and the data which comprises one’s 

own biological apparatus. The subject may be transmuted or transmitted by our media; the 

history of media, then, is the history of ever-increasingly perfected means by which this 

transmission may occur. 

 Or, of unearthing the means by which the essential data streams may be diverted and 

instantiated: “Rilke draws conclusions more radical than all scientific boldness. Before him, 

nobody had ever suggested to decode a trace that nobody had encoded and that encoded 

 See Kurzweil (1990).183
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nothing.”  Writ large: IST; the trace is limited not to the skull’s corona but rather in all that 188

which is reducible to code. Key presumption: consciousness,  which alone remains 189

irreducible, remains so only temporarily. 

 Which brings us back, as always, to the brain, and to the present, a full century after 

Rilke identified his own skull as a media technology, a present wherein the transhumanism 

movement attempts to bypass the whole issue of decoding or interpretation by simply 

“reverse-engineering” the human brain in its physical entirety.  Those less inclined to 190

bombast may prevail, but even neural networking has, since its inception, been devoted to a 

fundamentally similar task—reduce mind to code, albeit working in reverse—and guided by 

a fundamentally similar methodological assumption: the human brain is a media technology. 

Part of what is so shocking about Rilke’s “Primal Sound” a century later is how such 

futuristic proclamations are wrenched from the seemingly “current” paradigm of the 

perpetually horizontal precipice. Kittler declares Rilke’s “Primal Sound” to be a 

“transgression in the literal sense of the word, which shakes the very words used to phrase it. 

Acoustics arise from physiology, technology from nature.”  191

 It may be noted that this is the rare occasion when Kittler’s rhetoric actually does not 

go far enough. It is not an arising but a revelation: physiology is revealed to be comprised of 

data which may be remediated into acoustics; nature is revealed to be media technology for 

virtually (but not literally) unlimited data streams. Splitting hairs, perhaps, but understating 

the depth and pervasiveness of this paradigm in the popular cultural discourse does no favors. 

Even in Rilke, the body becomes technology, the cogitating Self a code to be read, the object 

of the technological apparatus. In the space between thought and the apparatus, the subject is 

instantiated and reduced in essence to data. The image of Rilke speaking into his primitive 

phonograph, becoming but data for the medium to decode, is simply that era’s most cogent 

technological representation of this inner process. Ultrasonics could recreate a man as well as 

digital processing. The natural world is and exists to be re-translated into data; the symbolic 

 Kittler (1999), p. 44.188
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is then no longer discernible from the real. Bolter and Grusin argue that our new media are of 

course part of the real; the screen upon which these words originally appeared is 

ontologically indistinguishable from the trees which forest the hill outside my window. 

  Consider also Kittler’s reading of Villiers de L’Isle-Adam (1886), who was 

gobsmacked that it had taken so long for man to create the phonograph, given its material 

simplicity: 

This certainly applies to materials and their processing, but it misses the historical a 
priori of sound recording. There are also immaterials of scientific origin, which are 
not so easy to come by and have to be supplied by a science of the soul. … Only 
when the soul has become the nervous system, and the nervous system … so many 
facilitations [can the medium in question be conceived of]  192

 Kittler’s formulation here is vital to understanding the hypothetical technologies and 

processes of DCF-IST. As Kittler says: once the soul becomes machine, is “revealed” to have 

been all along—and at that point we not only metaphorize our technologies in relation to 

ourselves, but also begin to conceive of ways which will allow us to build machines to mimic 

the mechanisms of the soul. So today, if one is simply a medium (brain) which does 

something (thought), then one can conceive of building a non-human medium which does the 

same. And once that device is conceived of, it’s a small step to conceiving of the means by 

which one may be reduced to the essence of that non-human thinking thing, and thus be 

transferred from medium to medium without loss of personal identity. 

 Sociologist and practicing psychoanalyst Sherry Turkle has contended that digital 

technologies are to the late-20th century what Freudian psychology was to the early-20th 

century, insofar as they alter an individual and cultural sense of the “possibilities for 

change”.  Recall Shannon’s principle of information/meaning: the value of a message 193

remains stable. The message of the digital medium, then, is that there is no change. That 

which transfers from me to you is exactly the same on your end as it was on my end. Further 

interweaving the Freudian and the digital, Kittler contends this can be understood as the goal 

of the psychoanalyst: to become pure medium, a recording device which could receive the 
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subconscious of the patient, without distortion or loss on either end. The value of the message 

remains stable. The credulity of potential for remediation into one’s digital media makes 

perfect sense given this context. In Kittler’s estimation, Freudian psychophysics was 

contingent not only upon contemporary neurophysiology but also contemporary media, in 

particular the phonograph, which speaks and listens and a upon material contingency. The 

analyst becomes the phonograph; the analysand, the speaker. Freud meant to receive the raw 

data of the patient prior to any interpretation—the information can thus become discrete, 

subject to analysis. A perfect transfer of consciousness—information and meaning—from 

medium to medium. 

 Update the example to digital media. Film sees and shows; phonograph hears and 

speaks—the computer thinks: it receives instructions and it carries them out without the 

user’s physical manipulation: you simply tell it what to do, and it carries out your 

instructions. The computer is not merely a receptacle for our sights and sounds, but receptacle 

for us, our consciousness, our desires and worries and identities. Sensation can be developed 

later or not at all—one reverts to Descartes, in that physical sensation is not irreducible—all 

that matters is that the computer thinks in order to complete its task. Our essence, our “I”, our 

subjectivity may now be conceived of as passing into the computer, as both I and the 

computer are irreducible to the quality of being a thinking thing. 

 Kittler asks: what is literature, then? Goethe: the tip of the iceberg, “fragments of 

fragments” —that which was written down and preserved. Practically nothing. Per Kittler, 194

after the phonograph, “literature in the media age is potentially everything.”  Stated 195

otherwise: all is storage media. Kittler also: “When Wildenbruch spoke into the bell-mouth, 

the phonograph stored indices rather than poems.”  196

 A cogent reframing of what have become entirely quotidian technologies: nothing, in 

essence, appears to be more than media-material contingency. The drafting pad stores ink 

scratchings; the computer stores a series of numbers, a series of invisible switches; the brain 

stores something which either is or instantiates the subject. All is technology, all is media 

essentially and in service of some primordial variable. All within time-space is raw data; he 

encapsulates the essence of IST as a concept when he writes that; as Kittler states, 
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“Marinetti’s molecular swarms and whirling electrons are merely instances of the Brownian 

motion that human eyes can only perceive in the shape of dancing sun particle but that in the 

real are noise on all channels”.  Distinction between the real and symbolic no longer 197

applies; data stream are simultaneously the real and the symbolic. This noise on all channels 

can be transmuted, transmitted—mediated—of course, given sufficient computational power. 

Recall Werhner von Braun, quoted at the outset of Gravity’s Rainbow: “Nature does not know 

extinction; all it knows is transformation. Everything science has taught me, and continues to 

teach me, strengthens my belief in the continuity of our spiritual existence after death.”  All 198

is transformation; the goal of science is to harness the raw data, the “noise on all channels”, 

and manipulate it towards the ultimate goal of permanence. The fantasy of permanence, as 

manifest in the digital transfer of consciousness, is the ultimate object of critical analysis in 

this thesis.  

 The digital irreducibility of the informational substrate suggests a more radical 

possibility than survival or duplication. Wernher von Braun may be dust, but his actions 

altered, at some infinitesimal level, the entirety of time-space. Provided sufficient 

computational power, that level could be accessed, the events of his life replayed, his mind 

(being pure material contingency) “read”; he could be communicated with, resurrected in his 

entirety. Within the framework of IST, this is on table as much as the transfer of the 

antemortem subject. At present, it remains a fantastical byproduct of—and fuel for—such an 

ideology, which props up transhumanist aims and endeavors as well as permeating the 

Western culture at large. Such endeavors have to proceed at the same glacial pace as all 

innovation. But this is the far end of the implications of IST as a cultural fantasy. 

 Finally, it’s worth noting that in Roger’s Version, Updike clearly casts Kohler as a 

punching bag. As a research goal, the ontological argument is wholly sufficient for the 

evidence of the deity as irreducibility. Any methodology is about interpreting of that which 

may be discerned. To reach essence is to reach the point wherein there are no distinctions, 

and thus there is nothing to be discerned. 

 Kittler (1999), p. 51.197
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Chapter 2: Feedback Between STEM and Science-Fiction 

“Common Sense” 

The resonances of DCF-IST are pervasive in late 20th-century cultural discourse, which 

cumulatively speaks and perpetuates the fantasy; the two are not separable. The goal is to 

demonstrate: first, that DCF is the result of a number of conceptual and material 

developments; second, that DCF becomes a fixation in the popular culture because of the 

“common sense” predicates which comprise those intersections; which also necessitates, 

third, understanding the means by which these respective discourses become “common 

sense”. 

 Most generally, a circular working definition: the usage of “common sense” 

henceforth is closely related to “popular culture”, which is in turn, in a sense, a conversation, 

a majority consensus about that which is “common sense”—about questions of taste, of what 

is valuable and what is not, about what is right and what is wrong, about acceptable ways of 

thinking, of expression, defined against those which are deemed inappropriate, offensive, 

dangerous, or otherwise unacceptable—a fluid, undefined set of axioms, accepted without 

contemplation or debate, which directly allow for decision about what is right and wrong, 

correct or incorrect, in a given situation.   199

The criteria employed has largely been informed by John Frow’s (2002) discussion of 

philosophers Agnes Heller’s theories of the “everyday”. “Everyday” can read for “common 

sense”: “the everyday is itself an unstable and difficult construct, which refers variously to a 

sphere of activity, a mode of temporality, or a mode of knowing or dealing with the world. Its 

very self-evidence makes it difficult to grasp theoretically.”  The operative phrase is self-200

evidence. Common sense is that which does not merit further examination. Similar is eco-

philosopher Timothy Morton, on the invocation of “nature”: 

In the Enlightenment, nature became a way of establishing racial and sexual identity, 
and science became the privileged way of demonstrating it. The normal was set up as 

 Ideological motivations aside, Minsky’s work as the “father of AI” (Kurzweil 1990, p. 200) demands 199
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different from the pathological along the coordinates of the natural and the unnatural. 
Nature, by then a scientific term, put a stop to argument or rational inquiry: “Well, it’s 
just in my nature.” He is ideological, you are prejudiced, but my ideas are natural.  201

One’s ideas rest soundly upon one’s common sense; its invocation as full-stop experiential 

and interpretive compass appeals to its apparent self-evidence. 

But self-evidence is not always so, and common sense does indeed merit further 

examination. Frow’s comments on Heller’s “everyday appropriations of the world” serve as a 

valuable point of reference, and merit extended quotation: 

Heller identifies three modes of human-centeredness: the first, which she calls 
“anthropologicalness,” has to do with the experiential basis of everyday practice: for 
most of our practical purposes the sun rises and sets in relation to an earth which is 
flat. Counter-intuitive knowledge (for example, that a spherical earth rotates around 
the sun) is not (necessarily) excluded from everyday practice or disbelieved; it is 
merely not relevant to it  202

Here we can read for the epistemological tensions relevant to this thesis. In this framework, 

neuroscience is subjectively irrelevant. One cannot answer for oneself without appeal to 

consciousness, mediated via language (both respectively). Intuitive knowledge: one’s Self 

may be apprehended and understood through introspection. This is the Cartesian perspective. 

Counterintuitive knowledge: introspection discloses nothing of the ontological status of one’s 

Self. This is the neuroscientific perspective. The distinction between the two knowledge 

systems is however not binary, but rather permeable: the findings of the neurosciences do 

indeed begin to bear upon commonsense of personal identity since at least the 1960s, when 

psychosurgery became a civil rights issue in the United States.  (This topic will be 203

discussed in greater detail in the following chapter.) Vidal and Ortega further link this to later 

efforts of persons with depression and the autistic community to assimilate neuroscience into 

their “anthropologicalness”.  Conversely, we have already discussed the necessity of 204

qualitative psychological language in the basis of neuroscientific research. Another example 
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of the intuitive is that there is a physical “space” on the other side of the interface; the 

counter-intuitive here is that there is a series of invisible switches producing this illusion of 

“space”. 

 Moving on, the second mode of human-centeredness Heller discusses is 

“anthropocentricity”: “since the everyday is directly involved with the reproduction of the 

person, its teleology “is relative to, correlated with ‘the person’” … everyday knowledge, we 

might say, takes place on and in relation to a human scale, and it is narrative in form”.  In 205

other words, common sense is “about us.” Digital media and the neurosciences are 

understood and assimilated into common sense are not qua digital media or neuroscience, but 

rather as being “about us.” Common sense is continuous with the story we tell about 

ourselves; when ours is a media culture with digital media as the principle organizing factor 

in social life, politics, and economics, the subject must find a way to make it “about us,” 

make it fit a story about ourselves. 

Third, “everyday knowledge is anthropomorphic: it apprehends the world by analogy 

to the body, the person, and immediate social relations”.  This follows clearly from the 206

second point and subsequent analysis. Media may are understood relative to the subject. 

Media as McLuhanian extension is an insufficient analysis; our media must also enter or pass 

through the subject in order to become part of the ecosystem of subject and society. 

(Feedback loop: we must also pass—in the immediate sense, and in the sense of DCF-IST—

through our digital media.) This epistimology can be thought outside of—or, more precisely: 

at the micro-level of the specialist, epistemologies emerges which are discontinuous with 

common sense—for the scientist, engineer, mathematician, who engages with the meta-

language of the respective discipline. 

 At risk of redundancy, an intersection is apparent here: “Everyday thinking is 

heterogenous; and de-anthropomorphized and anthropomorphic world-views and mental 

motifs mingle freely in undifferentiated fashion within its framework.”  Materialist and 207

dualist philosophies coexist in cultural discourse of common sense. Cultural discourse 

assimilates the specialist findings of neuroscience and biology which suggest that we are our 

brains, and that our inner lives and mental events are contingent upon physical systems 

 Frow (2002), p. 628.205
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whose mechanisms are reducible to the language of mathematics. This does not annihilate the 

subject-centrism of common sense: no specialist knowledge can collapse the immediacy of 

subjective experience and radically alter one’s qualia. For example, it is equally intuitive I am 

in this room typing on the laptop I purchased two years ago and that I am an immortal 

thinking thing, because my conscious experience has no beginning and no knowledge of an 

ending can be meaningfully obtained. 

 The knowledge that those intuitions are but neurons firing does not and perhaps 

cannot bear greatly upon the subject’s everyday being in the world, one’s common sense. 

Descartes certainly understood such contradictions in his own time, knowing that even if he 

could not solve for an irreducible basis of epistemology, he would have to go on living in the 

world which his senses relayed to him, regardless of whether his perceptions were accurate or 

demented hallucinations. Another facet of Descartes’s influence comes to bear here: it is 

generally agreed that Cartesian dualism is “the official doctrine” of cultural and linguistic 

modes of thinking about mind/body/self relationship in the West.  Cartesian dualism is 208

common sense, then: consider the felicity of Cartesian dualism in Roberto Bolaño’s 2003 

novel 2666, wherein an avowedly materialist professor of philosophy finds himself living in a 

metropolis defined by the refrain: “The body of [Woman 100, 101, 102…] was found on 

[Date 100, 101, 102…] at [Location 100, 101, 102…].” This language never indicates the 

body as anything other than a medium for cogito or personhood and it is entirely legible. In 

contemporary media culture, the commonsense of such phrasing demands analysis further 

bringing media contingencies into our formulation of “common sense”.  

For Heller, common sense is a cognitive pragmatism, a way to cut through 

“theoretical reflection on process”  and complete the task at hand—an involuntary heuristic 209

to avoid a labyrinth of Zenonian paradox. For Frow, common sense is a cognitive medium in 

and of itself: 

[If the everyday] excludes philosophy, the sacred, the mass media, war History, it is 
nevertheless the familiarization and routinization of all these things as well as their 
effect. It is a polysystem: devoid of content in itself, but the point of intersection for 
numerous forms of ordering. 

 Ryle, Gilbert quoted in Davies (1984), p. 78.208
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 In this sense, the concept of the everyday is neither redundant nor empty, 
because it defines a transformational process by which macrostructural categories are 
ongoingly translated into manageable structures of sense at human scale … there are 
no unmediated person-to-person relations: the concept of the everyday must therefore 
have as its object the structures and processes through which such relations are 
passed  210

Science, media, and common sense further overlap: Florman notes that the work of Darwin, 

Marx, and Freud—as related through their “popular expositors”—triangulates the locus of 

common sense for the 20th century’s “moderately intelligent and instructed”.  Post-Wiener, 211

evolution begins to look like cybernetic error-correction; the constant negotiation of macro- 

and micro- in everyday thinking begins to look like the reweighting function of neural 

network. Computer scientists become philosophers, and thinking about media becomes 

thinking about oneself, which is to say it goes unchecked, that it becomes commonsense. 

Feedback Between STEM and Science Fiction 

In 2018, the lab of computer scientist Philip Jordan reviewed 35 years of science papers 

presented at the ACM Conference on Human Factors in Computing Systems. Their goal was 

to discern the presence of terms originating in or closely related to science-fiction in science 

and engineering papers. The research concluded that references to science-fiction in 

engineering and scientific research has been steadily increaing up to the present. Jordan 

commented that science-fiction provides “inspiration for the foremost and upcoming human-

computer interactions of our time, for example through the discussion of shape-changing 

interfaces, implantables or digital afterlife ethics”.  A notable boom in such references to 212

science-fiction, Jordan’s research indicates, seems to have begun around 2013. 

 Cultural discourse of science and engineering has been in a feedback loop with 

science-fiction for decades. Conversely, it has been noted that despite an enthusiasm for 

science-fiction among scientists and engineers, this enthusiasm comes with a stigma—to be 

 Frow (2002), p. 633.210

 Florman (1981), p. 72-72211
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referred to as “mere science-fiction”.  In any case, a review of the past thirty years or so of 213

Technology Review confirms Jordan’s research from another angle. TR does publish on 

technology’s cultural effects, but is mostly focused on business and industry concerns, and as 

such provides a worthwhile middle ground between those who write about technology with 

regard to cultural context (i.e., media studies and science popularizers) and specialist 

academic science-engineering papers. The big stories in the early 1990s: nuclear energy and 

arms production; the Gulf War. Nuclear energy remained a consistent concern for much of the 

decade. Virtual reality hardware popped up in 1993, then vanished for over a decade. The 

second half of the decade, Internet becomes the hot topic, the World Wide Web: bandwidth 

speed, political potential of cyberspace, online commerce, hackers. The big question at the 

millennium: how capitalize on cyberspace? Biotechnologies began to figure with a bit more 

frequency. Somewhere “the Internet” loses its lofty status and becomes “the internet.” 

 Early-2000s recurrent concerns in Technology Review: televisions, viruses, online 

safety, print journalism declining, microprocessors, bandwidth speed, “the cloud,” global 

warming, laptop and smartphone tech, “space tourism.” Then, from 2012: a significant 

increase in the number of articles which focus on artificial intelligence and on genetic 

engineering. This uptick became especially pronounced around 2017. 

 An anecdote from Technology Review, 1990: government records were in the process 

of being uploaded into digital databases, with the originals disposed of. The ontological status 

of the “document” begins to shift in the public imagination. Legal finagling ensued. The 

American Civil Liberties Union expressed fear that such digitization would cause publicly-

available information to become functionally irretrievable, disappearing down the “black 

hole” of online-only government archives. Because the storage potential of the internet is 

infinite, documents, while still theoretically available, are in practice impossible to find 

because of the sheer volume of information available. The National Security Archive 

expressed the similar fear that technological development in this vein would lead to 

obfustication of public records, rather than towards increased governmental transparency. 

National Security Archive operatives argue that the feds should get over their “tangible fear 
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of the electronic age”  and work towards making public information available in a clear, 214

coherent manner. 1992: regarding the shift, post-USSR, in pretext for federal investment in 

technological development, it was noted that: 

even a conservative like Edward Hudgins, director of economic policy at the Heritage 
foundation, sees the opening for a new discourse about technology and “the ethical 
question.” At the moment, however, technology is discussed less in terms of ethics 
and more with regard to how it can contribute to economic growth and national 
power.  215

Twenty-odd years later, this shifts significantly in the pages of the same publication. In the 

latter half of the 2010s, questions pertaining to the ethical and philosophical implications of 

AI and genetic editing, of cyborg brains, seemed to take over the pages of TR. This marked a 

significant shift in the fundamental question being asked of our media. How can we improve 

our existing technologies? became naive; the question now: How efficient to we want our 

technologies to become? The question returned, barely heard before being lost in the late-80s 

and early-90s: How do we reign in particular technological developments before they start to 

cause public harm? It may be suggested here: it has taken 30 years for mainstream science 

and engineering to catch up to the science-fictions of William Gibson.  

In the 1940s, it was thought that only a few dozen of the computer models extant would 

suffice for the entire world.  In 1983, Douglas Hoftstadter noted that the popular discourse 216

around computers shifted quite suddenly: “People are being asked to change overnight from a 

view of computers as basically stupid to the idea that computers are our partners in 

evolution.”  The seduction of cybernetics is that it can be applied easily to practically all 217

aspects of reality as we know it. Evolution in particular is a good example: species error-

correct until they reach perfect equilibrium, internally and externally. Cybernetics emerges as 

a discipline foremost of digital media, and thus the computer becomes the retroactive lens 
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though which we must see our evolutionary-biological past, and thus present and future. The 

computer is a fitting “partner in evolution” then—one which, by the same reasoning, will 

become conscious as has homo sapiens.  

Computers became our baseline of reference, the shadows on the cave wall, the 

metaphor for all else in subjective experience, up to and including subjectivity itself—the 

human mind. Vidal and Ortega contend that, at a macro-cultural level, we “are” what we 

think we are; in 2017, they referred to brains, and brainhood ideology—we are our brains. In 

1984, the lines are crossed. Novel Neuromancer and Sherry Turkle’s sociological-

psychoanalytic The Second Self are both released that year. Turkle contends that “as 

computers become commonplace objects in everyday life … everyone will have the 

opportunity to interact with them in ways where the machine can act as a projection of the 

self, a mirror of the mind.”  In this intersection, in the resonances it produces, we may 218

provisionally locate the disembodied Self, the transferable Self, the central spectre of the 

present critical analysis: I am, my mind is in my brain; you are, your mind is in your brain; 

the computer is, the computer’s mind is within its hardware and programming. 

AI advances this conceptual intersection. As regards the present analysis, it matters 

not what the ontological essence of an AI, or for that matter any digital media, actually is; 

what matters and will matter increasingly will be what we think of AI and digital media, what 

concessions we grant them, and how they function within the popular imagination. Turkle 

and Gibson simultaneously and independently observed that the increasing ubiquity of 

computerized systems is altering how we conceive of our own minds and psychologies. The 

young people Turkle surveyed are exceedingly relevant; indeed they are the nonfiction 

counterpart to Gibson’s science-fiction. Computers provide a new means to externalize and 

thus conceive of one’s mind. Discussing a 12-year-old female, Turkle notes: “she saw the 

computer as something she could control—indeed as part of her mind that she could examine, 

reflect on, manipulate. “When you program a computer, there is a little piece of your mind 

and now it’s a little piece of the computer’s mind … and now you can see it” [says the 

child]”.  219

 Turkle (1984), p. 15.218

 Turkle (1984), p. 144.219
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Our writing tools are also working on our thoughts, Nietzsche observed.  Regarding 220

a fifteen-year-old male, Turkle observes: 

Bruce … has worked out a set of abstractly formulated beliefs about computers and 
people. He has an ideology about “what it is to be a person.” A person refuses dictated 
order. A person is not predictable. A personal is emotional. In the sense that the 
computer is perfect, to be human is to be not-perfect. It is to be not-computer. Bruce 
fears that somehow computers in their perfection might be a threat to the 
nonperfection of people. He sees the machines as undermining the things that he and 
his father most value: unpredictability and variety. … Bruce wants to be as different 
as possible from everyone else. He uses the computer to underscore this difference, as 
a mirror for his own uniqueness. He tells me, “When I saw what I did with the 
computer, I used to laugh. I could see what a nut I was.” Externalization onto a canvas 
is a way of seeing who you are.  221

But now the canvas is reducible not to the material world, the world of tubers and canvas, ink 

and parchment, but rather data streams, both “real” and not, and it is this which is perceived 

as a more-perfect counterpart to the human mind. 

 The profile of “Bruce” underscores the value of his conversations with Turkle. Bruce 

is fifteen, born in the latter part of the 1960s, and his father is a professor of English and film, 

an artistic-type. Teenagers (generally) are not “creative” in the sense that they have relatively 

little to draw upon and have spent less serious time (as in, hormonally stable) in 

contemplation. Teenagers repeat, bricolaging their identities and creative affiliations from 

what’s around them: their families and upbringing, but also to a significant extent their 

cultural milieu. What the teenager reports, then, provides a valuable sense (simultaneously 

both highly self-conscious and also not self-conscious) of what the cultural discourse is, 

because they mostly only repeat and posture against or within mainstream modes and norms 

of self-presentation. Thus someone like Bruce can be understood as the intersection of 

various discourses, and at this intersection we see perpetuated trends with which present 

analysis is concerned. The negatively-defined identification against becoming digital implies 

a positively-defined identification of becoming-digital, a cultural desire towards becoming 

digital. 

 “If you open a computer or a computer toy,” Turkle writes, 

 Quoted in Kittler (1999), p. 200.220
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you see some wires and one black chip. Children faced with wires and a chip, and 
driven by their need to ask how things work, can find no simple physical explanation. 
Even with considerable sophistication, the workings of the computer present no easy 
analogies with objects and processes that came before, except for analogies with 
people and their mental processes.  222

The human brain remains as much a black box post-fMRI as prior-to. The evidence is visual: 

open the human skull and remove the brain—what does one see? or subject the brain to an 

MRI or fMRI—what does one see? The brain, or a representation based on data collected 

about the brain.  Open the brain up, and neither child nor adult can explain how this 223

produces the behaviors associated with humans generally, or the person associated with that 

particular brain. But this is it, this is the source, there is no behavior attributable to this 

person/computer without this brain/hardware. But explanations, analogies must be found, 

faith must be kept in these inscrutable sources of behavior. The permeability of language 

between the two—brain-mind and digital media—is entirely understandable. Just as looking 

into the computer prompts analogies of mind, so too does looking into the human brain 

prompt post-digital analogies of computer. 

 Estimations of this likeness changes with age. Turkle states: “The child’s version: the 

h u m a n i s t h e e m o t i o n a l . T h e a d u l t ’ s v e r s i o n : t h e h u m a n i s t h e 

unprogrammable.” Conversely, Freud having become common sense means that to a 224

significant extent the sense of rational agency or free will is diminished. Consequently, the 

individual’s belief in the possibility for self-change, for self-direction is diminished as well. 

This diminishing of rational agency was over half a century old by the time of Turkle’s 

research, and stories of humans being literally programmed (“brainwashing”) abounded in 

the decades preceding TIME magazine declaring the computer to be 1982’s “Man of the 

Year”. The cultural a priori had emerged: humans become programmable, and thus in inverse 

consideration (i.e., AI) computers become free; mirroring one another, the glimmer of an 
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essence between the two revealing the condition for the fantasies presently under analysis. A 

tradition of humanizing sentimentality was evident: 

[Computer hobbyist Joe] figures out what the [digital] signals should be doing and 
collects evidence for what is going wrong. He traps the bugs himself. Sometimes he 
fixes them. Mostly, he “just finds out what is going on.” He says the bugs in his 
system “have become almost like friends. I turn on the machine and I check out my 
‘old friends,’ and I swear, finding them there has a certain reassuring element.”  225

Many have similar relationships with certain familiar objects in their life. The difference is 

that computers and humans seem to share an essence, existing in an unprecedented mutual 

analogy, a feedback loop, not present in, for example, an automobile that oft-humanized 

modern machine. Turkle notes: “As the computer presence becomes more widespread, 

relationships between people and computers that now take place within [computer culture] 

prefigure changes for our culture as a whole—new forms of intimacy with machines, and a 

new model of mind as machine”.  226

The signfiigance of this being stated the same year Neuromancer was released cannot 

be understated; a feedback loop could hardly be made more apparent, given that so many of 

those who read Neuromancer were drawn to computer culture, and so many of those already 

interested in computers read it as well. As Hayles (1999) reminds us, however, these “new 

models of mind as machine” are a cultural change, not a scientific paradigm shift akin to the 

discoveries of a Copernicus or a Darwin. This confusion is understandable, because the route 

by which we arrive at IST and its transhumanist fantasies is a screwy one: information theory, 

an empirical advance in communication, is misunderstood and assimilated hapdash into  

cultural discourse, most visibly in the form of science-fiction, and these misunderstandings 

are represented as assumptions and perpetuated by a vocal number of those among the 

following generations of engineers and computer scientists. 

Media Culture 

In the late 1970s and early 1980s computers became household items, but widespread 

Internet access was still some years away. Schulte notes that “[as] a result, in the early 1980s 
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most Americans learned about the internet through popular culture, like [1983 film] 

WarGames and news media outlets, before they experienced it personally.”  Swap 227

WarGames for Neuromancer, and the point is tenfold: popular cultural creations provide the 

conceptual precedent and framework for application of new technologies. Pre-internet fiction

—and the writings of Marshall McLuhan—set the cultural conditions by which and through 

which the internet would be realized. 

 One can take this as axiomatic in our media culture. Ray Kurzweil, in the opening 

pages of Singularity, acknowledges that a technology’s success or failure is contingent not 

upon material conditions but rather cultural currency. Consider: set aside the Kurzweils and 

advocates of the manifest of DCF-IST technologies; what might one imagine remains beyond 

significant number of popular texts which may be understood as the popular culture 

preparing itself for this particular technological future, for what conceptual pathways will 

and will not be available. Add Kurzweil, et al., back into this ecosystem, and it may be 

understood that we are preparing, and also being prepared for such potentialities—and 

attempting to reconcile the latter condition with the present. A new formulation: both 

Kurzweil and Gibson may be understood as writers of speculative fiction, but the former is 

also a writer of something we might deem preparative fiction. All three processes—passive 

preparation/speculation, speculation/active preparation, and the actual development of 

science-fiction technologies—are simultaneous. Silicon Valley, science-fiction, Washington, 

news coverage, popularizers and techno-prophets—none may any longer be separated; all are 

feedback mechanisms whose product (intentional or otherwise) is DCF-IST. 

 Analysis has to privilege both parts of a particular tension. The perpetual sense of 

almost may drive progress but has yet to realize the promise of the discourses which 

perpetuate DCF-IST. This in turn puts our present historical moment into perspective: one 

must treat the relevant discourses sceptically in order to provide clear analysis. Conversely, 

this analysis also benefits from indulging and occasionally utilizing the relevant fantasies to 

further our understanding of the discourse. Analysis must acknowledge that which is real and 

that which is imaginary in equal measure, as for present concerns the two are inseparable. 

These intersections are the present: if contemporary discourse is science-fiction, as is 
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frequently proposed,  it follows that the metaphysical labyrinths within science-fiction are 228

also dilemmas within the broader popular culture, and the crisis of identity in Perry’s 

Dialogue is a crisis facing our cultural present and immediate future. 

 The rhetoric of scientific-technological development has had as its consequence the 

perceived possibility of time-space being a program run on a computer; Earth, reality a 

computer or a program. This perspective must be understood within the media culture 

analysis which precedes and perpetuates this fantasy. Our media have become autonomous 

externalizations of our nervous systems. They see and hear. They preserve the past as our 

neurologically-based memories never could, thus improving upon all the functions by which 

we become cogitating subjects. This all before 1940; after Shannon and Wiener, one can only 

speak of this externalization-improvement in terms of information, with data streams 

“[erasing] the differences among individual media.”  Anything to which we are to pay 229

attention appears on the computer screen. This includes medical-diagnostic information about 

our own bodies. The cultural significance of this cannot be overstated. Neurophysiology not 

least among objects of inquiry. Kittler states: 

Inside the computers themselves everything becomes a number: quantity without 
image, sound, or voice, and once optical fiber networks turn formerly distinct data 
flows into a standardized series of digitized numbers, any medium can be translated 
into any other. With numbers, everything goes.  230

Rilke’s coronary suture could be translated into white noise. Phineas Gage’s brain was indeed 

in the 1990s translated into a binary sequence and then into a “tour de force [of] brain 

imaging”.  MRI and fMRI reduce the brain to numbers. The transfer of selfhood, contained 231

as it is within the brain, becomes possible. The brain becomes medium among media. Also 

now possible is duplication, of course. The storage potential of audio-visual media is 

radically inferior to the potential of fMRI. As per the contemporary hyperbole, fMRI literally 

records thoughts, emotions, memories—mental events themselves, in real time. This data is 
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and is not the subject; rather it is those mental events becoming autonomous, reduced to data 

streams and remediated. 

 Today, the transhumanists seek to make this autonomization less ambiguous, and 

reverse-engineer the human brain itself. Transhumanism itself, whose proponents take DCF-

IST as a research goal and methodology, is itself an historical media contingency. All media 

are made of other media. This is the media studies banality par banality. Yet the adage proves 

perennial. Bolter and Grusin’s (2000) theory of remediation is as follows: all media 

“remediate” earlier media, “correcting” the flows of earlier media with an historical trajectory 

away from hypermediacy (opaqueness; presentation rather than representation) towards 

immediacy (erasure of medium and direct access to that which is represented).  Bolter and 232

Grusin identify Katherine Bigelow’s Strange Days as portraying both the desire for 

immediacy, which they contend dominates media culture, and the act of remediation itself. 

The film’s central technology is “the wire,” a device which records experience in full sensory 

detail. These experiences are re-experienced by users. 

 The wire’s immediacy is clear. But what is being remediated? This question is a 

sticking point for the discourses from which arise DCF-IST. Bolter and Grusin identify 

television as the key medium being remediated. They overlook the camcorder, an audiovisual 

recording device widely popular and commercially available in the 1990s. The camcorder 

required television for playback, and by Bolter and Grusin’s definition of immediacy, the 

wire succesfully remediates both. The wire represents desire for this erasure of medium, 

which is the wire itself—but the medium to be remediated or erased can also be understood 

as being human physiology. 

 This functions in two ways: recording, and playback. Both are acts of remediation, 

and both evince the erasure of the medium. To record is is to have one’s sensory experience 

become data. The “agent” or subject thus shifts: experience is “captured” not by the subject, 

but through the subject—mind-body is a medium for data collection. To experience playback 

is to have one’s cogito remediated into another body or into pure data, depending on one’s 

perspective. (Which is to say: sensory experience as criterium of reality vs the literal essence 

of an experience as criterium of reality. Such a formulation initially appears to be splitting 

hairs for rhetorical effect. But the remediation of theatre to radio waves or film to television 

 See further Bolter and Grusin (2000).232

98



signal does not engender a controversy precedent to the remediation of experience to the 

digital binary. Controversies indeed there were—hence media studies—but the consequences 

for identity posed by the apparent trend towards full sensory remediation, total reduction of 

experience to data, is novel. Prior to digital media and cyberpunk, only religious texts held 

out these kinds of promises. By the 1990s, we can promise the design of their fulfillment. 

Both media—the wire and the user’s body—vanish. The wire, then, whether in record or in 

playback, remediates the cogito, which historically has been mediated through human 

physiology (or the opposite, if one wishes). Thus it may become clear: in both Strange Days 

and in our present media culture, the medium through which the cogito normally interfaces is 

the human body. 

 The central media of Strange Days is lifted from Gibson’s “Sprawl” novels; 

functionally, Bigelow’s wire and Gibson’s simstim are the same technology. Gibson takes the 

remediation of cogito further. Gibson’s “cyberspace” is a realm where one can not only 

access simstim (for purposes illicit or for “reality TV”), but wherein one can become pure, 

disembodied agency, moving through an endless grid of visually-represented data clusters. 

The “bodiless exultation of cyberspace”  is rapturous. Its users grow to despise the 233

corporeal world and the demands and desires of corporeality.  

 There is an ambiguity to Gibson’s description of using cyberspace. Sometimes Gibson 

reads as though one simultaneously is within the matrix and also aware of manipulating a 

control apparatus. But mostly cyberspace tends to be portrayed as pure disembodiment of 

cogito, which reappears within the matrix and can “move” without the constraints of 

corporeality. Access part of the matrix you’re not authorized to access, however, and the 

“Intrusion Countermeasures Electronics” (anti-virus software) will kill you: your body dies 

and the cogito goes wherever it goes. Gibson’s cyberspace fulfills the desire for immediacy 

and erasure of medium which Bolter and Grusin argue dominates contemporary media. While 

Case understands his experience of cyberspace as disembodiment, it can perhaps be better 

understood as remediation. As with the wire, cyberspace represents the erasure of the medium 

of the human body, remediating the subject from embodied to instantiated as pure agency 

within data streams. 

 Gibson (1995), p. 12.233
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 A methodological framework linking Gibson and media culture is thus demonstrated; 

given that each is respectively a key way of understanding the dilemma identified in 

contemporary media discourse—the challenge of DCF-IST to the maintenance of personal 

identity—putting the two in conversation is imperative. It allows moving toward an 

understanding of the whole of contemporary media discourse as an attempt to overcome the 

challenge posited by Perry’s Dialogue. It may come to pass that “disembodiment” becomes a 

meaningful concept  in a sense literal rather than discursive. Until then it is unproductive to 234

regard Gibson’s cyberspace as an experience of disembodiment; rather, it must be understood 

as an experience of remediation. We return to begs the question: if it is granted that all media 

are composed of other media, and that the body is a medium composed of media —what 235

media is it to be composed of? And what composes these anterior media? 

 “It would seem,” Bolter and Grusin write, “That all mediation is remediation. We are 

not claiming this as an a priori truth, but rather arguing that at this extended historical 

moment, all current media function as remediators and that remediation offers us a means of 

interpreting the work of earlier media as well.”  Likewise, it is an error to assume body-as-236

medium as an essential truth. This perspective, wherein the body is medium composed of 

other media (eyes, ears, nerve endings), is a contingency of our media culture. Taken to its 

necessary conclusion, body-as-medium quickly evinces a logic of infinite regress. 

 “All mediation is remediation.” “All media are made of other media.” Two maxims of 

media studies. Heuristics both, implicitly acknowledging that the essence of a given medium 

is inaccessible. When Bolter and Grusin write that the function of “all media [is to] remediate 

the real”,  they acknowledge the impossibility, the nigh-nonsensical nature of such a claim 237

and simultaneously draw attention to the usefulness of such a proposition as a method of 

understanding media new and old. 

 A feedback loop is again apparent.. Cameron and Barbrook contend that science-

fiction, free market ideology, and McLuhanian technological determinism produced the 

“Californian ideology”  of the Silicon Valley set, for whom Ray Kurzweil has become a 238

 See Davies (1984); Hayles (1999).234

 As is a key assumption of transhumanist rhetoric, as well as more mainstream paradigms such as 235

Minsky’s “society of mind”. See Minsky (1986); Kurzweil (2006); O’Connell (2017).
 Bolter and Grusin (1999), p. 55.236

 Ibid., p. 56.237
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“business-casual mystic … [and] tutelary spirit”.  Media studies both provides the context 239

for and undermines transhumanist fantasies of disembodied cogito. An extended quote from 

Bolter and Grusin is repurposable to understanding the idea of body as medium among 

media, helping to bring together that concept qua concept and its cultural-historical 

continuity: 

Our culture conceives of each medium or constellation of media as it responds to, 
redeploys, competes with, and reforms other media. In the first instance, we may 
think of something like a historical progression, of newer media remediating older 
ones and in particular of digital media remediating their predecessors. But ours is a 
genealogy of affiliations, not a linear history, and in this genealogy, older media can 
also remediate newer ones. Television can and does refashion itself to resemble the 
World Wide Web, and film can and does incorporate and attempt to contain computer 
graphics within its own linear form. No medium, it seems, can now function 
independently and establish its own separate and purified space of cultural 
meaning.  240

 For the older medium, read: physiology. The development of the new media of 

cyberspace allowed for and encouraged revising of our notions of the relationship between 

mind and body; thus: our notions of ourselves. This is evinced both in our cultural creations, 

such as Neuromancer and the lasting popular cultural legacy of cyberpunk, and in Turkle’s 

sociological approach. Digital media, post-cyberspace, became the new, improved medium 

for the cogito. It is only through the feedback loop Bolter and Grusin suggest, then, that the 

understanding of the body as medium among media becomes legible. The human body 

becomes the site of mediation for the cogito, and thus the subject is not irreducibly embodied 

but rather only a historical contingency that it has been mediated through but one of a 

potentially limitless number of media. Embodiment is a contingency rather than precondition 

of subjectivity; this can remain legible as an a priori truth even while acknowledging digital/

pre-digital media culture as contingency. (This reasoning, of course, does not hold up for 

long, but rather is invoked to demonstrate a symptom of the idea’s pervasiveness.) 

 Media conditions create conceptual conditions, and it is a contingency of a media 

culture such as ours that DCF is perceived as a material possibility. A changing media culture 

allows for new conceptual possibilities, such as those broadly characteristic of 

 O’Connell (2017), p. 71.239

 Bolter and Grusin (1999), p. 55.240
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transhumanism, but it is important to recall that they become possible as discourse 

consequence of concrete media development. The discursive parameters of the subject shift 

in the wake of new media; this is evinced in each phase of our media history. Media can shift 

the parameters of what it means to be conscious, or what it means to be embodied, but media 

cannot shift the parameters of what it is to be an embodied conscious subject, which remains 

apparently irreducible even after several centuries of interdisciplinary assaults on “Cogito 

ergo sum”. 

 It seems all that we’ve found, then, are new ways of talking about the parameters of 

the subject, of the limitations of our minds and bodies while they remain unhappily married. 

In lieue of the escape valve formerly marked “God”,  transhumanism steps in as a divorce 241

lawyer. 

 Rhetoric, rhetoric, rhetoric. 

 Or: words, words, words. As noted, the inherent vice of understanding media as made 

of other media is that it immediately evinces infinite regress, and thus actually foregrounds 

the impossibility of obtaining for essence. On this point, information as irreducible essence 

finds its perfect mirror in media theory: the universe, reality, is the mediation of a tremendous 

but finite quantity of information. No infinite regress here, no need for heuristics. A statement 

of faith if there ever was one. (Recall Gödel’s incompleteness theorem:  no set of axioms 242

can justify fully a discrete system, in this case IST.) 

 The body-as-medium conceit is reversed in another novel of remediation, Richard 

Powers’s Galatea 2.2. Powers’s novel is told by the author’s avatar, who spends a year 

developing a neural network capable of passing a Master’s candidacy in English literature. 

The neural network eventually demonstrates an apparent self-consciousness, referring to 

itself in the first person and requesting Powers bestow it a name. He obliges, naming the 

program Helen. Soon Powers allows himself to be swept away from the problem of other 

minds and grants Helen the ontological status of sentient personhood. 

 Drawing on Latour, BOLTER AND GRUSIN note that between the cogitating subject 

and the subject’s experience is language. Before it can even be mediated through the body, 

 Wertheim (1999) argues that cyberspace fulfills a cultural desire for dualisms after millenia of such.241

 Gleick (2012); Joseph Andriano. “The Masks of Gödel: Math and Myth in Thomas Pynchon's 242

Gravity's Rainbow” in Modes of the Fantasic:  Selected Essays From the Twelfth International 
Conference on the Fantastic in the Arts. Ed. Robert A. Latham and Robert A. Collins. Westport, 
Connecticut: Greenwood Press (1995), p. 14-20.
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the cogito must be mediated by language. Even if we discard of the cogito, and accept 

ourselves as non-dualistic embodied beings, language is still between embodiment and the 

real. And it gets worse: 

For Latour, the phenomena of contemporary technoscience consist of intersections or 
“hybrids” of the human subject, language, and the external world of things, and these hybrids 
are as real as their constituents—in fact, in some sense they are more real because no 
constituent (subject, language, object) ever appears in its pure form, segregated from the 
other constituents. The events of our mediated culture are constituted by combinations of 
subject, media, and objects, which do not exist in their segregated forms. Thus, there is 
nothing prior to or outside the act of mediation.  243

 Understanding Helen as a subject without a body is in a sense simply thus just a 

quicker route to the problems we humans face in understanding ourselves as cogitating 

subjects who seem reducible to our consciousness but nonetheless have to deal with the 

problem of embodiment every moment of every day. Helen, like Powers, is mediated through 

language, but also literally is language, pure discourse reducible to a series of ones and 

zeroes. 

 So, again: if all media are made of other media, if “there is nothing prior to or outside 

the act of mediation”—what is being mediated in order for Helen to communicate with 

Powers? 

 The answer is probably not a series of ones and zeroes, and the essence of reality is 

probably not information, and who can lay claim to being qualified to speak of the essence in 

any case? The answer is also probably not “nothing”; the question is simply misguided, 

historical contingency, a red herring. Media studies or transhumanism allows understanding 

the human psyche as dissolving or erasing the subject’s awareness of the body’s status as 

medium, thus making subjectivity immediate. The body is just this schlubby thing, a 

hindrance; the erasure of body as medium makes it possible to think of the subject as pure 

cogito, pure agency, the ghost in the machine. But this is the snake which eats its tail: this 

perspective can, ironically, open up an inverse way of thinking of mind and body. Discard 

instead pure agency in favor of a perspective wherein the body is working hard to produce 

the sense of cognition and the disappearance of the body; both effects have to be produced in 

 Bolter and Grusin (1999), p. 57-58.243
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tandem for either to occur. This may lead to a greater appreciation of the role of the body in 

relation to the mind—an existential appreciation of ourselves as an organism in a much larger 

ecosystem, the illusion of cogito simply a product of evolution. We owe the obtaining of our 

“Selves” to our bodies—and thus the re/mediation of the cogito becomes a non-starter, as 

there is no cogito to be remediated. There is simply biology and the myriad ways homo 

sapiens organize their lives within the bounds of that biology. 

 Recall McCulloch and Pitts’ cyborg frog: the function of optical apparatus is not to 

function as a camera for the homunculus, but to organize that which appears before it 

according to a predetermined cognitive framework.  This was 1952. Kittler notes that 244

psychiatrist and neuroanatomist Paul Fleschig was at this half a century earlier: Fleschig “had 

proven that the cerebral cortex contains a “sphere of physical perception” that neurologically 

reproduces all parts of the body, distorted according to their importance.”  We become the 245

carbon-based analog to Powers’ Helen, simulations running within simulations out of which 

the subject arises. Just as the optical apparatus is not a periscope from cogito to objective 

reality, I do not touch the real when setting forth the present composition. The subject is 

restricted to interface. In Kittler’s eloquent estimation: “Since the machines have taken over 

the functions of the central nervous system, nobody can say whether the roaring comes from 

the blood or from the sirens, from the ears or from the sea goddess Amphitrite”. Any 246

appeals to “get back to nature” have become in in the first and last analysis impossible. Any 

single perception is mediated by the technology which the nervous system has been revealed 

to be; the subject is contingent upon that which is acceptable or possible within the nervous 

system and the psyche that biology allows for. Everything which is is always there, in front of 

our faces and at our fingertips. We simply cannot perceive all that which is. Interface is a 

precondition of subjectivity. 

 Physiology, the nervous system are thus media. The research of Flechsig and 

McCulloch demonstrates this. The Cartesian “I” does not reach out and touch the wall, but 

rather the body associated with “I” processes the consequent information for my cerebral 

cortex to relay to the “I”. There is clearly an outer limit to this logic. The essence of the 

subject remains as elusive today as ever. If all that which is outside subjectivity is mediated 

 See Hayles (1999), Chapter 6.244
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by the body for the subject (or rather, is not mediated), on what grounds does one even speak 

of the subject at all? 

 The problems Flechsig and McCulloch posed for subjectivity respectively mirror the 

problems posed by our media: namely, the infinite regress of BOLTER AND GRUSIN’s 

theory of remediation. Infinite regress does not undermine the usefulness of such a theory; 

remediation is a useful heuristic. Nor does it undermine inquiry into the mediation of the 

outer world into the theater of the mind. But if the subject’s thought itself must be mediated 

(via language) back to the subject, we have hit infinite regress within the space of nothing—

we’re talking about thought without language being received by and processed through 

language. Any basis for the subject vanishes, taking the subject with it. 

 That these frameworks are self-contradictory is not a criticism nor an appeal for an 

improved framework. The goal is rather to demonstrate that these contradictions exist within 

the cultural discourse of selfhood and media, as these contradictions themselves 

paradoxically allow for the advancement of the key fantasies under analysis. Because there is 

no clear empirical understanding of subjectivity, discourse can allow the subject to be x, y, 

and z, and, being unfalsifiable—precisely because we are limited by subjectivity, and cannot 

compare access anything to it to—can take root in the cultural imagination and manifest 

unlimited variations of self-understanding and fantasies of what is possible within the bounds 

of subjectivity. 

 This brings pop-science into consideration, as the foregoing analysis forms the basis 

for arguing that the function of a text such as Minsky’s Society of Mind is not to demonstrate 

the reducibility of mind, but to perpetuate a discourse which results in continued/increased 

funding for AI research. (Funding considerations as a key factor in the relevant discourse will 

be discussed throughout this thesis, but most particularly in the following chapter.) Minsky’s 

goal in Society of Mind is to demolish popular concepts of mind and personhood in order to 

demonstrate a new paradigm, one in which the mind is comprised of discrete units 

functioning in unison to produce the sense of subjectivity. It is worth stating that the 

implications of such materialisms cannot be assimilated, personally or politically. Consider 

what it would mean to take the basis of Minsky’s project seriously: if there is no “me” 

yesterday or tomorrow, why do anything at all? The anguish that would presumably follow 

suggests reading the remainder of the book would be absurd. This is not to criticize Minsky’s 

105



position, per se, but rather to demonstrate that there is a certain level of irony involved in the 

presentation of these ideas. Which in science-fiction is fine. But at this point either one insists 

that such irony is also disingenuousness and is ideologically motivated, or one collapses 

critical-analytical distinctions between such pop-science and science-fiction itself. Both 

consequences advance the present analysis. 

 Schulte writes:  

The flurry of articles and columns in popular magazines and newspapers [in the 1980s 
and 1990s] offering “expert” explanations for how readers should use and purchase 
computing technology participated in struggle over its narration. Not only did they 
provide “newsworthy” material to readers and placed their publications as on the 
“cutting edge” of technology, but they also appeased advertising industries interested 
in privileging explanation over inclusion in the interest of selling products.  247

The goal was that the public would understand enough to be willing to buy one. This has 

been widely noted. Such subtle and explicit adverts assuage a potential cultural panic—but 

not too much, because you should be anxious about your relationship to computers, because 

this is in the interest of those trying to sell you the consumer personal computer. This anxiety 

is hardly a novel observation. Advertising strategy: induce an anxiety which your product 

alleviates, while simultaneously inducing a perpetual anxiety. Put Bill Gates on the cover of 

TIME, make him sound like a genie; you may buy the magic carpet, but the language its 

weavers speak will remain foreign to your ear.  An opening for the news media became 248

apparent: computer jargon will require a liaison, a translator—articles published by whom 

will both elucidate and induce the anxiety of exclusion. Such journalists employ 

obfustications of their own, as a means of consolidating their own claim to authority—

creating and maintaining a need for their services.  249

 When the commodity in question is the personal computer, this anxiety demonstrates 

questions more self-evident than questions of class, as a Marxist critique might from this 

point proceed. This is novel: as Turkle demonstrates at length, computers are a new ubiquity 

which prompt introspection, philosophical inquiry into the nature of Self, of mind—that of 

the user and potentially of the computer. The computer is a commodity with potential to 

burrow into the popular imagination, become invisible, hijack the lingua franca, shift 

paradigms, rewrite history. 

 Schulte (2008), p. 492.247
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 That tabula rasa remains with us—however convincing or unconvincing—speaks to 

how seldom in our media history a new technology has possessed such disruptive potential. 

But even a formulation such as this indulges too much of the rhetoric we are trying to get to 

the bottom of. To repeat: this feedback mechanism, this sense of such potential consequences 

of computer ubiquity as well as the consequences of this sense, is a function of generating 

revenue. Cultivating computer anxiety, aligning man with his media to the extent that he can 

no longer imagine a difference, can no longer envision much less endure separation—

amputation—the necessity and the likeness reinforced so firmly in the popular imagination 

that it appears to be an a priori—all of this is a function of advanced capitalism. To 

understand the development of digital media discourse, this point must not be overlooked. 

The Role of Popular-Science Publishing 

As a source of both history of relevant developments, and as a source for the present analysis, 

this thesis signifigantly draws from news sources with major distribution and readership. Key 

to analysis thereof is understanding that much foreasted in the 1980s and 1990s, the period 

this thesis will be primarily be concerned with, will not—and indeed, has not—come to pass. 

Reporting that something is speculatively interesting but probably will not manifest, is not 

nearly as attention-grabbing as reporting that a recent development has big, big implications 

and is going to change everything. Often a paper in a specialist publication will get coverage 

in a more widely-read outlet.  Several years into the pop-science boom of the 1980s, 250

Valenstein  noted: 251

[While] increased popular interest in sciences and medicine has led to even broader 
and more rapid coverage by the media, the quality of the reporting has, for the most 
part, not improved over the years. 
 Professional science writers are … under constant pressure to make their 
stories “newsworthy.” Even writers affiliated with the prestigious news organizations 
report that they have to “tiptoe along the boundary of truth” in order to demonstrate to 
their editors that their subjects are “ground breaking” and of “vital importance.” As a 
result, the implications of the most preliminary findings are frequently exaggerated.  252

 Wade Roush. “Better Living Through Science” in Technology Review Vol 94 Is 3 (1991), p. 77-78.250

 Himself citing a study by the Harvard School of Public Health..251

 Valenstein (1986), p. 292.252
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The inverse of this is technophobia, which isalso an effective means of capitalizing on 

technological speculation.  Florman, addressing the technophobia of the late 1970s, fingers 253

the pessimistic rhetoric of many a popularizer of science and technology as “inadvertently … 

spreading fear and paralysis” and identifies the need for a study of “the vast influence 

surreptitiously wielded by science writers.”  He also identifies one process by which 254

relevant misunderstandings are disseminated; regarding the work of Jacques Ellul and Lewis 

Mumford: “Not many people buy, much less read, the works of these savants, yet their 

dolefully deterministic view of technology is revealed to the public in book reviews, and 

disseminated throughout intellectual by articles in abstruse journals”.  255

Abbreviation, pre-digestion means employing a heuristic. We can’t know about the 

developments themselves, because the relevant literature is too complex. There is little reason 

to assume this process is any different today—if anything, the hastening of the news cycle 

and the reduction ad nauseum of idea par social media has likely exacerbated the problems of 

such pre-digestion of scientific information. In short: we get our news of “important” things 

second-hand; we don’t actually read the scientific-engineering literature, but rather generalize 

and extrapolate our own talking points from the reductions of news coverage. An recent 

anecdote is helpful here: in 2016 Neil DeGrasse Tyson, this generation’s eminent science 

popularizer, appeared on neuroscientist Sam Harris’  podcast and criticized Harris for  256

failing to balance his prose writing so as to prevent news outlets from cherry-picking Harris’ 

more incendiary contentions and using such decontextualized comments as basis for 

criticism.  The point: if knowledge of tech-sci developments mainly reach the public 257

through book reviews and media coverage, whatever is most likely to grab the attention will 

rise to the fore. Given editorial discretion over word-count or airtime, nuance of a specialized 

 G. Pascal Zachary. “This is Living?” in Technology Review Vol 95 Is 8 (1992), p. 74-75.253

 Florman (1981), p. 67.254
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discourse will give way to summary. There is an argument to be made that this is the only 

way such developments enter the popular imagination. 

Headlines themselves are of course meant to be as strongly indicative as possibly. 

According an appropriate weight to such with regard to analysis is a strange task; because of 

the font stylization of the headline itself, a provocative headline may be understood to 

communicate more information than the article itself. This suggests that a glance at the 

headlines may provide a reader with a sense of today’s discourse, but the cursory nature of 

such may mean taking away variously conflicting ideas (i.e., the computer is like a brain; the 

brain is not like a computer; political, social, or individual agency is possible), which in turn, 

because of the lack of attention afforded, congeal into those “common sense” ideas which 

perpetuate DCF-IST. 

Quickly things mutate right back into science-fiction, and into science-fictional 

metaphysics. To wit the preceding parenthetical point: Washington Post headline, 25 May 

1997: “Those Mindless Machines; Don’t Worry. A Computer Can’t Replace Your Brain.”  258

Unsurprisingly, given the outcome of the recent Deep Blue/Kasparov rematch, the prospect 

that AI might become superior to human thought is prompting reassurance. Again, however

—a negatively-defined cultural tendency indicates a positively-defined cultural tendency: that 

the computer might be “like” a human brain or human mind, and/or the human brain-mind 

being like a computer.  

Gardner’s article details the cultural aftermath of the Deep Blue victory. Debates 

surrounding human consciousness and AI are ongoing. There are those like Nagel, Penrose, 

and Searle who, while being firmly materialist, contend that nature of the mind is a mystery 

which human minds cannot solve, and that nothing short of a breakthrough in physics could 

provide the framework by which the mind could be understood; according to this camp, the 

questions we are asking of the mind are misguided, irrelevant, meaningless. Their opposition 

includes Moravec, Dennett, Minsky, who profess that within half a century’s time, silicon-

based consciousness will be a reality. There will be “something it is like” to be such AI. 

Moravec prophesizes the replacement of humans by AI—we are headed for extinction, but 

 Gardner, Martin. “Those Mindless Machines; Don’t Worry. A Computer Can’t Replace Your Brain.” 258

Washington Post (25/5/1997).
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fear not, for our “mind children” (the title of a Moravec book on same) will take up our 

mantle, as has always been the relationship between child and forebear. 

Gardner himself vocally opposes interpreting Deep Blue’s victory (or even Deep 

Blue’s existence prima facie) as meaningful in the way Moravec would have it: 

Supercomputers differ from mechanical calculators in only one fundamental way: by 
using electricity and tiny silicon switches to move ones and zeros through wire 
networks it gains incredible speed. If you call what it does “thinking,” you might as 
well say that the beads of an abacus are thinking while they add numbers.  259

Ironically, Gardner thus provides the pretense for Minsky’s “society of mind,” which thus 

leads right back to the very idea which Garner refutes: the possibility of truly conscious AI. 

Gardner’s argument restated: one cannot produce a conscious computer because a computer 

comprises discrete parts which are not conscious. Stated this way, it follows that human 

brains cannot produce consciousness because they are composed of discrete neurons which 

are not conscious. So the logic of “society of mind” prevails even in direct refutation of its 

premises. The cultural discourse of subject and personal identity has been assimilated. 

Questions of personhood operate within a discourse of AI, of digital media. The brain and the 

computer become mirror images of one another, each trying to more resemble the other. 

Machine consciousness is possible because human consciousness is possible. Digital 

technologies might even already be conscious, but simply too limited to express it (or too 

advanced to care to). Man is god and digital media are man; in time these technologies will 

learn to advance and self-modify and spawn their own “mind children”. Discuourses of 

science and science-fiction overlap and blur the distinction between the two. Taken seriously 

in news media, “society of mind” shifts from one discourse to another, from pop-science to 

science-fiction. 

 This thesis defers to Turkle’s methodology: “My approach to theories about mind as 

program is not that of a philosopher. My concern is not with the truth of such theories, but 

with the way in which they capture the popular imagination.”  By the 1990s, mainstream 260

publications were taking science-fiction seriously.  The New York Times in 1996 wrote: 261
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Science-fiction, which started out on the edges of literature and pulp fiction, has 
become more than mainstream; it is now an essential way of interpreting the world. 
Science-fiction films express everything from awe in the face of medical and 
technological advances to unease about the role of computers in our lives.  262

A 1993 review of recent science-fiction novels notes an increasing tendency towards writing 

with an eye towards filmic adaptation. A wider dissemination of ideas as happenstance of 

increasing a writer’s income.  By 1996, eleven of the twenty top-grossing films in history 263

were science-fiction. Ronald Schusett, producer on Total Recall, testifies that science-fiction 

is a smart bet for producers, because it appeals to both high- and low-brow sensibilities—

action and cerebrality.   264

science-fiction becomes the lingua franca of the contemporary popular culture in the 

1990s, and thus one retrospectively sees it as a dominant framework for understanding the 

1980s. It is not limited to DCF-IST. When the New York State Department of Health 

announces in 1994 that it is developing a brain-computer interface, Technology Review leads 

its coverage by stating outright: this is a science-fiction concept brought to life.  1998, 265

Rosalind Picard pitches a solution for more effective computing: design computers to 

understand emotion. One need not a rigid or consensus definition of the qualitative terms. 

Just a “biosensing” apparatus to track physical changes in a user, thus prompting the 

computer to respond appropriately to the indicated emotional shift. Technology Review 

describes Picard’s Affective Computing as halfway between science and science-fiction, as 

the technology necessary belongs still to the latter, and commends her for exploring this 

quasi-science-fiction concept in a major academic work.  The earlier controversy around 266

WarGames (1983 film wherein a teenage hacker almost triggers a nuclear showdown between 

blocs; this controversy will be discussed at length in the following chapter) is indicative—

that news outlets and military brass spent so much time and effort the refute the film’s 

veracity is indicative of the place of science-fiction in the popular imagination. (This is a 
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film, recall, which features not only hacking into the nuclear launch codes, but also a 

computer programmer designing a program to functionally revive his deceased son…) Such 

discussion disseminates ideas, regardless of intent. It was soon reported that the interest of 

youth across the U.S. had been piqued—the kids were inspired by WarGames and its 

coverage, and were fascinated working on computers of their own. A year later Neuromancer 

is released. Real-life hacker malfeasance increases. 

A 1978 comment in Technology and Culture provides not evidence of its claim, but 

rather evidence of the sense of science-fiction’s cultural role: 

The arts of language have always depended upon scientific knowledge. Current 
science provides the images which constitute literary reality … Literature expresses 
the human ecology of the world as it is understood at any given time. Science fiction 
not only describes the impact of technology upon the past and present lives of people, 
but has also proved to be an accurate and reliable predictor of future cultural changes 
which will grow from technological innovations.  267

The influence of science-fiction in the sciences is ambivalent: “[when] one scientist wants to 

denounce another’s theories, the killing blow is often to describe them as “mere science 

fiction.””  Scientists are offended. science-fiction writers are pleased It’s worth noting the 268

actual overlap between the sciences and science-fiction. Scientists who cite science-fiction as 

influencing their work include Stephen Hawking and Marvin Minsky. Sheldon Glashow, 

Nobel laureate physicist, organized a science-fiction fan club during his college days. 

Wernher von Braun had science-fiction magazines sent to him throughout the war. Scientists 

who wrote science-fiction include Fred Hoyle, Leo Szilard, O.R. Frisch, Eric Temple Bell, 

Minsky again, Edward E. “Doc” Smooth, and, of course, Carl Sagan. Vernor Vinge, who is 

sometimes counted among the original cyberpunk writers, was a professor of mathematics 

and computer science; Rudy Rucker, inarguably among the original cyberpunks, held the 

same positions. Asimov was a professor of biochemistry.  Further, a number of writers and 269

critics relevant to the present analysis have technical backgrounds: Neal Stephenson has a BA 

in geography and physics; Thomas Pynchon famously studied engineering physics and 

worked at Boeing; Richard Powers studied physics as well, and, like Pynchon, integrates 

 Meeker (1978).267

 Pohl (1994).268
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scientific-engineering literacy as part of his creative process; critic Katherine Hayles occupies 

a uniquely qualified position to analyze the relationship between STEM and culture, as she 

holds both a Master’s in chemistry and a doctorate in English literature. 

 Noticeably missing from the above list is William Gibson, who arguably surpasses 

Philip K Dick as the single most influential science-fiction writer of the late-20th century—

both of whom were scientifically/technologically illiterate. 

 Arthur C. Clark once commented of the virtues of science-fiction: “no other kind of 

literature concerns itself with reality.”  Rare among traditions of cultural creation, science-270

fiction is quick to assimilate discovery, and thus assign its cultural continuity. Nuam Gabo 

once commented: “Not to lie about the future is impossible and one can lie about it at 

will.”  In 1978, Philip K. Dick was invited to speak at an academic conference on science-271

fiction.  “Science fiction writers, I am sorry to say,” Dick began, “really do not know 272

anything at all.”  My life, Dick says, has seemed to be a feedback loop of bizarre 273

coincidences which seem to be manifesting parts of my fictions. Later on, Dick’s readers 

would learn that the man tried to understand this by any possible combination of 

philosophical, scientific, or theological explanations.  A writer cannot know what is true in 274

his or her fiction, and especially not a writer of science-fiction, Dick says. The science-fiction 

writer extrapolates the best one can and sometimes the most far-out scenario may be true, but 

not demonstrable, presently or otherwise. 

 In the late 1990s, The Quarterly Review of Biology approached Daniel Dennett to 

write a review of recent book-length literature on consciousness studies. Dennett resigned 

from the task, stating that there was too much being published to narrow it down to a dozen 

or so exemplary titles, as requested.  Dennett was a major player himself in the 1990s 275

consciousness studies, and the title of his 1991 bestseller exemplifies the shared genealogy 

between Gabo’s aphorism, Dick’s speech, and the deluge of popular-science writing and 

 Ibid.270

 Barbrook and Cameron (1995).271
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future-forecasting (often the same thing) which gave the normally indefatigable Dennett 

pause: Consciousness Explained. In the late 2010s, Oxford philosopher Nick Bostrom 

publishes “The Vulnerable World Hypothesis”.  In short: every possible technology 276

developed may be represented as either a white or black ball, whirling around inside a bingo 

cage. Every time a new technology is developed, the developers pull either a white or black 

ball. A black ball is one which has the capacity to be easily utilized to the destruction of most 

of humankind—say, a weapon of nuclear-level potential for destruction which can be created 

in one’s bathroom. Thus far, we’ve pulled only white balls, but we need to exercise extreme 

caution moving forward. Bostrom acknowledges that his “thought experiments” aim to and 

may indeed be useful to some extent (in Silicon Valley or in public policy), but he’s doing the 

same as Dennett and as PKD: as PKD said of science-fiction writers, one cannot know the 

extent to which what one writes is “true” or “correct” when one moves into such future-

oriented writing. The ontological status of the black ball is presumed; that’s all fine for what 

Bostrom is after. But the point is this: considering science-fiction against popular science 

writing reveals that both surpass the state of the art in favor of speculation—declaring that 

that which will be “true” in the future is already true now and can be discussed—the 

discursive parameters and methodologies differ, but the texts themselves reveal a genealogy, 

an essence as defined by PKD. 

 This prompts expanding upon an earlier point. It was argued above that materialism’s 

fulfillment makes it philosophically irrelevant, but that speculation beyond this point is task 

not for scholars but rather writers of science-fiction. As a genre, science-fiction allows 

exploration of the implications of neuroscience and digital media, which in turn reveal that 

we have emphatically not surpassed the philosophical dilemmas posed, that these “solutions” 

are only partly so—neuroscience may solve for neurodegeneration, but it does not solve for 

personhood. Material developments in neuroscience and digital media may be regarded as 

material solutions to material problems, but not to philosophical problems (sometimes in fact 

rather playing an antagonistic role). SCIENCE-FICTION represents the irreducible crises of 

culture and identity posed by technoscientific advances, and analysis reveals that these crises 

are pervasive in cultural discourse. 

 Nick Bostrom. “The Vulnerable World Hypothesis” in Global Policy Vol. 10 Is. 4 (2019), p. 455-476.276
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 A 1992 NYT review of Stephenson’s Snow Crash acknowledges that science-fiction is 

able to address questions (“Can a demoncratic government make informed decisions about 

technologically complex issues?” ) which other discourses struggle to formulate, much less 277

follow through and consider the implications of. Another review, published later that year of 

a novel coauthored by Minsky and science-fiction writer Harry Harrison, states that “[one] of 

the strengths of science fiction is its ability to put flesh on abstract ideas, to conduct, in the 

guise of well-made narratives, what Albert Einstein called thought experiments.”  The 278

novel was about the computer-facilitated reconstruction of a fallen neuroscientist’s brain/

mind; a healthy serving of Minsky’s “society of mind” theory, which is fitting, because 

Minsky’s book of the same title is, viewed through the above lens, science-fiction itself. 

Minsky in his Society of Mind stated: “If we could deliberately seize control of our pleasure 

systems, we could reproduce the pleasure of success without the need for any actual 

accomplishment. And that would be the end of everything.”  Thus evoked, once more, is 279

Gibson: in Neuromancer, Case rejects this potential; in Mona Lisa Overdrive, Bobby, trying 

to understand the ultimate nature of the matrix, goes down a path similar to what Minsky 

describes, because he has no way of knowing whether what he experiences in the final 

chapter of Mona Lisa Overdrive is “real” or a radically advanced virtual reality. What matters 

is the intersection between discourses here: science writing and science-fiction. 

 A number of nonfiction titles appeared around this time which read strikingly similar 

to Gibson’s novel. Theodre Roszak’s 1986 The Cult of Information: The Folklore of 

Computers and the True Art of Thinking, is Neuromancer played straight, didactic rather than 

ambivalent. Science writer James Gleick’s review of Roszak is further interesting here for 

how he employs quotes from Roszak’s text so as to further highlight this similarity.  It must 280

also be stated how striking it is that Turkle’s Second Self is released in the same year as 

Neuromancer. There is nothing to suggest that Turkle or Gibson could have been aware of the 

other’s work. A double-doctorate with MIT tenure and a draft-dodger trying his hand at 

science-fiction, on opposite North American coasts, pick up on exactly the same cultural 

trend at the exact same time, and are synchronous in their intepretations of this trend’s 

 No author named. “Science Fiction.” New York Times (14/6/1992).277
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 Minsky (1986), p. 68. Italics omitted.279

 James Gleick. “Funky Bits, Funky Bites” in New York Times (22/6/1986).280

115



cultural and personal implications. Two books with very different discursive parameters, 

explaining the same phenomenon in the same terms (to the extent that Turkle cops the spatial 

metaphor at play in the discourse of computers, a metaphor Gibson terms “cyberspace” and 

thus changes the course of history). Turkle’s book thus presents a possibly unprecedented 

historical context something like a “hard” cultural genealogy—for science-fiction. 

Rose, writing in 1992, acknowledged the laboratory as the “ideological and technological 

powerhouses of modern society”.  Paul Davies, writing in 1983, says that for most of 281

human history, inquiry into the nature of the mind was province of theology and philosophy, 

but in the last hundred years or so it has come under the auspices of the sciences.  Davies 282

isn’t strictly accurate.  It is significant for the debatability of its accuracy, though, because it 283

is proposing a particular view of the history of philosophy in a book intended for a mass 

audience, one which is genuinely accessible to a mass audience,  and once which had a 284

demonstrable influence on popular culture.  This isn’t to Davies’s discredit; Davies is a 285

physicist by training, rather than a historian of neurobiology or philosophy; the book in 

question is about the implications of theoretical physics, rather than a history of inquiries into 

the nature of mind. It’s fair to presume that little in that history would surprise him. Again, 

sometimes communicating one particular set of complex concerns to a non-specialist 

audience requires a reduction of related but likewise complex concerns. The reductionism 

itself is a heuristic The reader, however, often is unaware of the heuristic, and as such bases 

their understanding of the issue on reductive information which is true but not entirely true, 

as it were. If reductive analogy is a necessary part of this task, ideology may be located in the 

choice of analogy and the extent to which the development under consideration is reduced. 

Rose goes on to state that even though the public is generally unaware of what’s going 

on in the chemistry or engineering labs at MIT or Berkely: “By and large the [news] media 

believe us”.  Popularizers, those who publish half-a-dozen books a decade and science desk 286
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reporters alike, are modern mythmakers of a very particular sort, as they are the public’s 

liaison to the lab, deciphering and interpreting what goes on there.  

 By 1992 the popular discourse is clear. The table of contents for Edelman’s Bright Air, 

Brilliant Fire: On the Matter of the Mind is a bingo sheet for neuroscientific discussions in 

the 1980s and 1990s: “Putting the Mind Back into Nature”; “The Matter of the Mind”; 

“Putting Psychology on a Biological Basis”; “Language and Higher-Order Consciousness”. 

Et cetera: chapters on disputing the mind/computer paradigm, on understanding mind in 

evolutionary terms, in terms of immunology, on refuting the legacy of Descartes, on Turing 

tests and John Searle’s objections, on functionalism.  Researching the pop-science of these 287

decades, a redundancy becomes increasingly apparent. And what Edelman or Rose or any of 

the other contemporary popularizers had to say—how it might differ from the others—as 

noted above, for present analysis this only matters to a limited extent. Because whether one 

or another agree on X or disagree on Y, they are still but choices laid upon the same stage, 

they are within the same discourse—one is as legitimate as the next—and these publications 

are allowed to occupy a nebulous but indelible place within the discourse. 

 The deluge of such publications during this period also evinces the contemporary 

willingness of publishers to take on so many experts working in consciousness studies, 

neurosciences, psychobiology, et cetera. Everyone was in on it.  It became part of the 288

popular cultural discourse, not coincidentally during the Reagan years, when Research and 

Development, and Defense Department funding became an absolute priority for the Reagan 

administration. The redundancy amongst these publications is perhaps indicative of 

publishers’ understanding of the role such books in the popular culture: ideas are more 

disseminated through (popular, as in NYT) book reviews,  which in turn do lead to book 289

sales, but those who buy pop-science books are unlikely to read a dozen in the span of a few 

months, as may be the case with the thriller market, for example; as such, the repetition of it 

all may not become apparent to the lay reader, educated and inquisitive though the reader 

may be. This redundancy only becomes apparent to the graduate students and professional 

scholars interested in discourse analysis. 

 Edelman, Gerald M. Bright Air, Brilliant Fire: On the Matter of the Mind. New York: BasicBooks 287
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 Less cynically: the publication of so many popular-audience books on neuroscience 

and consciousness, AI, in the 1980s and 1990s indicates a steady sense of an audience that 

wants answers for these questions—that we desire those individuals credentialed to inform 

us, overtly and less so, that the precipice is visible—even if it may be that we really don’t 

want to follow along with complex charts and numbers and arduous explanations. Numerous 

texts discussed in this dissertation (Winston, Edelman, parts of Kurzweil) are to varying 

degrees removed from the educated layman’s  read—though, again, this is fine, for the 290

potential of such texts to diffuse into the popular imagination can be limited to book reviews, 

promotional appearances, and expert opinions in news outlets, and still increase this 

diffusion. 

 The feedback loop is apparent. For the publication of so many popular-science books 

there need be a commodified demand for answers. For there to be this demand for answers, 

cultural conditions need be created such that the public can and does believe that these 

answers are within reach, are within the realm of the explainable. The feedback loop is 

technoscientific development assimilated into cultural creation, which grant it a cultural 

continuity, which in turn sets the conditions which ensure further funding for STEM projects. 

Popular science is vital to the conditions of science-fiction; science-fiction is vital to the 

conditions of popular science. A precondition for both is bypassing the actual meaning of the 

scientific process: what is today fact, cutting-edge will be next century’s footnote. 

Ahistoricity 

In the early 1990s, it was reported in Technology Review that engineers and scientists 

themselves had no overt political presence,  and to most thereof, the idea of extraplolating 291

one’s work to society at large would have been a non-sequitor.  The extent to which 292

technology guides cultural production, which in turn influences STEM funding, is contingent 

upon popular-science and science-fiction; both provide a cultural context and continuity for 

real and potential developments. In the 1980s-1990s, there was a boom in the number of 

scientists/engineers willing to step into the arena of cultural production and attempt to 

exercise influence themselves. Much of this writing distorts of the intellectual history of the 
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West, which in turn produces a flattening of past, present, and future. It’s close to Wertheim’s 

point that “During the thousand years of the Christian medieval era … Western intellectual 

culture was largely characterized by concerns pertaining to the soul. At least that’s what 

medieval culture is primarily remembered for.”  Cultural discourse is ahistorical: what 293

matters is not what happened, but rather the stories which we accept and the stories we tell 

ourselves about the past, where we think we’re coming from. This is not intentional 

revisionism, nor is it outright ignorance, but something different. 

 Barbrook and Cameron identify as part of the Californian Ideology the pretense that 

access to cyberspace (and thus a well-developed infrastructure for digital commodities will 

preserve and advance Jeffersonian democratic values against the threat of governmental 

interference. A self-recursive tendency is apparent: “[as] in Heinlein’s and Asimov’s sci-fi 

novels, the path forwards to the future seems to lead backwards to the past.”  Stated 294

otherwise: the idea promulgated by Silicon Valley is that developing digital media can allow 

the fulfilment of a philosophical project. This means not so much slipping between modes of 

inquiry here as collapsing them altogether—at both the level of analysis, and in the primary 

sources themselves. 

Mitchell Waldrop, physicist and senior writer for Science magazine, in 1990 stated: 

“the inevitable question has begun to take on a certain urgency: Can a computer think? Really 

think? In one form or another this is actually a very old question, dating back to such 

philosophers as Plato, Aristotle, and Descartes.”  Pamela McCorduck, AI commentator, 295

goes furthe back,  claims that “not only does the technology [VR] grow out of dozens of 

patient efforts over decades, but its sources reach back into the very cradle of civilization, 

where humans first decided what they were to be.”  Making the far-past the present 296

advances the sense that that modern technology answers ancient questions,  that answering 297

such questions is a vital step on achieving what above was referred to as the “goal of 

history”. Kurzweil, in his chapter on the “Philosophical Roots” of Intelligent Machines 

(1990), begins by asking: “How can mind arise from nonmind? In examining human thought 
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through the ages, philosophers appear to have gone down one of two paths. One school of 

thought, which we might call mind as machine, starts with the observation that human 

thought takes place in the human brain.”  This is misleading—operative phrase “through 298

the ages”. Kurzweil soon thereafter sketches a timeline of two millenia-plus, which conveys 

the perception that contemporary theories of mind (what Vidal and Ortega call brainhood, 

what Minsky calls society of mind) are much older than they are—ahistoricity. This is a 

rhetorical strategy which Kurzweil and others became skilled at—interpret the history of 

philosophy as a trend towards AI, culminating in the actual escape of mind from matter. 

Kurzweil had not yet stated the latter terminus as such, but it is very much discernible in the 

contemporary rhetoric of AI. 

Kurzweil also states that Descartes “needed to demonstrate the deterministic nature of 

the real world and these major scientific discoveries were in a sense footnotes to Descartes’ 

philosophical investigations. The mystery of how mind can arise from nonmind, of how 

thoughts and feelings can arise from the ordinary matter of the brain, sometimes called the 

mind-body problem, was perhaps most clearly articulated by Descartes.” This is misleading 

on several counts. This was not a question Descartes pursued, and not one he articulated—

this was the crux of Elisbeth of Bohemia’s challenge regarding the pineal gland.  By 299

attributing a late-20th century perspective to Descartes, it appears that the present trend is the 

culmination of a more specific investigation—a teleology of AI, rather than a genealogy, 

from Descartes. AI, computer science, was not developed with the intention of answering for 

Descartes, as a culmination of his philosophical inquiries. When it was noticed later that 

Descartes was relevant to technological development, it was by parties who re-presented the 

history according to their interests. Descartes did not have this perspective. Marvin Minsky 

had this perspective. Such interpretation casts Descartes as the Marvin Minsky of the 17th 

century, and Marvin Minsky the Descartes of the 20th century. As with science-fiction 

writers, giving technology its cultural continuity. But the resonance is just that: a resonance—

not a straight line. 

A popular philosophy may become common sense and common sense appears 

immutabale and thus opaquely ahistorical. The philosophical bent was, in any case, moving 
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out of the academy and into the popular culture at all levels. Kurzweil’s The Age of Intelligent 

Machines, whence the aboves quotes from Waldrop and Kurzweil, was released in 1990 and 

awarded the Association of American Publishers’ “Most Outstanding Computer Science 

Book” for that year. Kurzweil had already established himself  as an inventor—there would 

be a market for such a text among the corridors of power, academics, business executives. 

And Turkle had already thoroughly documented  digital media as prompting philosophical 300

introspection among children, adolescent, and adult users.  This was observed and 301

commented upon when the devices first began making inroads into popular application and 

consumption. Digital media became a daily fixation by simple repetition and familiarity, as 

well as by a sense of intimacy which was not known in previous media.  And then from 302

daily fixation to quotidian: transparent in everyday life, ahistorical. Subsequent generations 

would never know the difference. Kids were already after computer programming. 

Sociologists and journalists  saw this as a wide cultural trend in the early 1980s. A decade 303

later they were California Ideologues.  Many never did know the difference. The sense of 304

discovery, of new everyday philosophies engendered by exposure to digital technologies, 

seems to have been assimilated fully into the discourse, their historical novelty thus forgotten, 

rendered “common sense” and thus ahistorical. 

The step from perceiving something as ahistorical to perceiving something as 

essential may be a short one. Which is to say: as the inchoate popular “philosophies” of 

digital media became an invariable part of contemporary reality, they became a point of 

departure and frame of reference for further philosophical inquiry. Some capitalized on this 

trend, and a “digital ideology” began to be appear to be “correct”: 

Modern set theory, still based in Russell’s Principia, provides a foundation for much 
of mathematics. It is interesting to note that set theory is in turn based on Russell’s 
theoretical model of computation. Viewing things in this way, we could argue that 
mathematics is a branch of computational theory. What is particularly impressive 
about Russell’s achievement is that there were no computers even contemplated at the 

 Kurzweil himself conducts an informal repetition of Turkle’s experiment in Intelligent Machines. 300
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time he developed his theory. Russell needed to invent a theoretical model of a 
computer and programming to address a flaw in the foundation of logic itself.  305

Such statements evince a feedback loop: the basis for knowledge must be apprehended 

through the framework of digital media. This is tricky to address, because in a sense 

Kurzweil is correct, but also his formulation is rhetoric, it serves an ideology, it makes the 

past the present, and the future the present. In any case, it may be observed that this process 

philosophies of digital media becoming ahistorical within the cultural discourse means that 

digital media become the foundation for apprehending reality; information being the essence 

of such technologies thus means that information is the essence full-stop. 

In 1988, New York Times ran an article on IST. Title: “WANTED: THE MEANING OF 

LIFE”. Information is the essence of the “grandest unification theory of them all … 

information, like matter and energy, can be considered a thing in itself—a fundamental 

building block of reality. Ever since [Shannon and Wiener,] there has been a growing effort to 

explain the brain, the body, civilization, and, most recently, the universe itself as information 

processors.”  The article notes that major players at MIT are taking this idea seriously; that 306

there is a religious element to this all. Claude Shannon is the Old Testament, Ray Kurzweil is 

the New. It is foreseen: “All revolutions, even scientific ones, have their mystics and 

millenarians. … [Where] mysticism passes for science, … a great deal of murky thinking is 

going on.”  307

 Kurzweil’s DCF-IST transhumanism didn’t appear in a vacuum, and neither did the 

work of William Gibson. But these fantasies become cultural reference points for historical 

developments—they are thought of and referenced as being influential in material 

developments. To what extent remains mysterious. But really, that hardly matters. What 

matters is that it is spoken, that the textual strategies of a Gibson or Kurzweil begin to appear 

in mainstream news media and in popular-science books. Their past-futures become present-

futures, and they gain cultural currency as a means of understanding the present and the days 

to come. 
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 Significant in this respect was the assimilation of computer and science-fiction jargon 

into the popular vernacular. Examples abound. Edward Feigenbaum, Stanford computer 

scientist and AI entrepreneur, forecasted in 1990 that AI will produce knowledge.  Kurzweil 308

made it clear that both computers and biology process data, but only the latter apprehend and 

utilize knowledge; the distinction between the two may thus collapse pending such a 

development. Further, a new distinction of human will emerge; it may well be, as is the 

culture’s sometime-fear: inferior computer. (This fear will be discussed at length in Chapter 

Five.) 

 Feigenbaum refers to “knowledge” not as in human knowledge—meaning—but rather 

as codified programmable information, access to which is key to problem solving—but what 

matters here is the semantics: change the sign to mean this and that, and now the older may 

be considered by its relation to the newer. As early Christians stalked Europe, terminating 

pagan gathering spaces and rituals and replaing them with those of Christianity,  so goes the 309

assimilation of the language of human experiences into the language of digital media and 

science-fiction; similar to how Perry’s Gretchen notes that her status as a transplanted brain, 

rather than transplanted body, will be contingent upon consensus, so too may be the 

fulfillment of DCF-IST. The dilemmas remain the same, and the update is the language itself; 

techno-language, then, is itself the marker of progress, and the progress then is the 

assimilation of history into the discourse of neuro-media. Kurzweil (1990) contends that 

because mind has yet to be solved in terms of the digital, “we do not yet think of it as just an 

automatic technique and thus allow ourselves to view it as true cybernetic cognition.”  The 310

language invoked is tautological. By invoking the phrase “true cybernetic cognition”, the 

discourse itself becomes cybernetic: a feedback occurs from computer programming into the 

concept of consciousness to foster the sense that consciousness itself is cybernetic as well, 

and from there it may be regarded as an information technology, mind and AI becoming two 

of a kind. The flight from one to the other (though so far few have suggested uploading AI 

into human bodies…) comes into clarity.  

 Edward Feigenbaum. “Knowledge Processing: From File Servers to Knowledge Severs” in 308
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Davies (1983), discussing theoretical physics vis-a-vis mind, anticipates the same 

conundrum: 

Problems arise … when the physical and mental worlds interact. Our universe of 
thoughts is not isolated from the physical universe around us, but strongly coupled to 
it. Through our senses our minds receive a constant stream of information which 
proceeds to generate mental activity, either by stimulating the appearance of new 
thoughts or reshaping old ones.  311

Several relevant ideas may be unpacked here. First, Davies’ language implies a cybernetic 

understanding of mind and brain. Second, by describing one’s “universe of thoughts [as] not 

isolated from the physical universe around us, but strongly coupled to it”, he opens up the 

possibility of affirming a neo-Cartesian dualism.  Third, Davies refers to information in its 312

non-technical sense, but nonetheless his usage evinces Hayle’s (1999) central thesis: usage in 

both popular and specialized discourses has created the sense in both that information is a 

free-floating thing which immaterial and instantiated rather than embodied, with the human 

being and human brain only medium among media, one substrate among potentially infinite 

substrates able to receive whatever pattern that information should comprise. 

 Should each function of the human nervous system is duplicated externally, it 

becomes possible to conceive of everything outside and including the human body as 

reducible to data streams.  Davies’s explanation, in which several relevant discourses 313

(dualism/materism, neurobiology, cybernetics, information theory, and digital media) are 

invoked all at once and thus conflated, can be understood as only becoming possible once a 

technology had been developed which could “process information” for us. Furthermore, 

Braidotti argues that crises in human subjectivity are arising due to the increasingly pervasive 

and invasive reduction of all material and all human experience to saleable data.  The 314

myriad intersections between these developments provide the pretext for an inevitable shift in 

the individual’s sense of personal identity.  
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 Apparently so does quantum physics, which indicates that light is both a particle and a wave, both 312

material and a state of being. Kurzweil (1990), p. 116.
 See Kittler (1999).313

 See Rosi Braidotti. The Posthuman. Cambridge: Polity (2013).314

124



 Regarding the development of a chess program at MIT (her own place of 

employment), Turkle recalls the initial shock of realizing computers would be spoken of in 

the Freudian language of the human psyche. Turkle demonstrates one end of a feedback loop 

which would produce a new cultural paradigm for the language of the psyche by the time her 

research for Second Self was complete. The other end of the feedback loop: the thorough 

assimilation of computer jargon into the discourse of mind-body. It’s worth considering that 

the former part of the loop was a heuristic; engineers need shorthands for discussing and 

describing their work to one another and to non-specialists. Pointing to an equation on the 

chalkboard isn’t sufficient here. The latter part of the loop is culture: the assimilation into a 

new shorthand for subject, one which updates and revises the Freudian language which has 

permeated Western thought for a century; what the culture told itself about itself was that the 

computer reflected the human mind more exactly than anything which preceded it. 

Freud gave us a “plaything”  in his vocabulary, through which we began to 315

understand ourselves. Common sense. And common sense, “popular language”  has 316

absorbed this vocabulary to the extent that even if one thinks psychoanalysis is hogwash or if 

one never thinks about psychoanalysis at all, one utilizes Freud to understand oneself. Turkle 

specifically points to repression, the unconscious, the Oedipus complex, the Freudian slip, as 

examples. That these phrases do not warrant bracketing in quotation marks is indicative of 

their status in the popular culture; it is signfigiant that this also holds true for statements such 

as “I guess I’m just hardwired to commit petty crimes” or “I’m a born policeman, I’m 

programmed to fight crime”. No one puts phrases such as these in hypothetical parantheses. 

Common sense. 

A similar process holds true for science-fiction. Examples are numerous, and inform 

the entirety of this thesis. A few examples here will suffice. Poet and essayist O.B. Hardison 

(1989) characterized the advent of artificial life in distinctly science-fictional terms: 

as miniaturization progressed … [computers] ceased to resemble single-cell 
organisms. They began to resemble small, multicelled colonies … Carbon life took 
more than a billion years to progress from single-celled to multicelled creatures. 
Silicon devices managed something similar in twenty-five years. They were able to 
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 Ibid.316

125



move fast because they were, in a sense, spiritual parasites: they drew their 
understanding predigested from their hosts.  317

Popular-science writing draws its language “pre-digested” from science-fiction (William 

Burroughs comes to mind). Michael Dertouzos, then head of MIT’s computer science lab, 

commented in a 1994 Tehnology Review article: “E-mail is an open duct into your central 

nervous system. It occupies the brain and reduces productivity.”  Steven J. Heims’s The 318

Cybernetics Group (1991) was reviewed in Technology Review thus: 

People who share Heim’s view have yet to answer a fundamental question: if we are 
not machines, what are we? Social scientists’ inability to fit a curve to human 
behavior may be a sign that we are something else. On the other hand, maybe all it 
means is that a machine can’t understand itself. Biomedical engineering, which is 
cybernetics in the flesh, has given us artificial limbs and organs and restored lost 
senses. These achievements suggest that human beings are machines, at least in part. 
Even if there is some question about the nature of our brains, our bodies are clearly 
servomechanisms outfitted with pumps, dissolving tanks, filters, lenses, and other 
mechanical stuff. Much like—no, exactly like—automobiles, our bodies convert 
chemical energy into heat and movement and give off exhaust. ... Whether we are 
machines or merely live inside machines [is an open question]  319

It becomes overwritten. What’s pressing to understand here is that employing such rhetoric, 

which there is no shortage of, has the effect of science-fictions appearing, in the rearview, 

increasingly prophetic, increasingly congruent with the present. Given that the feedback loop 

between science-fiction and digital media became so circumscribed in the 1980s-1990s, the 

above and subsequent examples of “popular language” not specific to science-fiction may 

well be considered science-fiction as well. What to make of it when, in a 1993 Time cover 

story on cyberpunk as an ascendent cultural fixation, Dr. Timothy Leary is quoted referring to 

the PC as “the LSD of the 1990s”?  LSD: changes the subject’s interface—brain chemistry. 320

LSD becomes the computer of the 1960s, the brain becomes an interface, medium among 

media. It’s a comment typical of Leary, but what’s startling here is that it is completely in 

sync with the neuro-media mainstream. Again, examples abound, and a few specific 
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examples will suffice. 1998, New York Times reports: fMRI has allowed neuroscientists to 

“discover” “that poor readers, people with dyslexia, have a “glitch in the wiring””.  321

Something’s “wrong” with the medium, the information-processing potential. The article 

continues: 

It might be possible to decide which children would benefit from continued 
instruction in reading and which children would be unable to read, no matter how well 
they were taught. … “I’ve seen a lot of adults who are horrible readers and they are 
smart people,” [Dr. Judith Rumsey of National Institute of Mental Health in Bethesda, 
Maryland] said. “It may well be that some people are just never going to get the knack 
for reading.”  322

This is problematic, to say nothing of dispiriting. Despite Rumsey, it is true that we value 

reading skills as nigh-synonymous with intelligence. Intelligence is either testable or it is not. 

If it is testable, then your neurophysiology may prevent you from ever becoming intelligent. 

If it is not testable, then why do the scan in the first place? Consequence of the neuro-media 

paradigm, one way or the other. 

1994, same publication: “Pioneering experiments on emotions have turned up some 

interesting concepts: emotional memories involving fear are permanently ingrained into the 

brain; they can be suppressed but never erased. [Et cetera…]”  This is a story from a major 323

news outlet written in such a way as that it sounds real—there’s “illusory depth” here—but 

glossing over that it remains concept (otherwise what would there be to say?), taking concept 

for fact. In this case: there is no “fact” of emotion, and—need for a heuristic notwithstanding

—a technology which can tell us whether an “emotional memory” can or cannot be “erased” 

may indeed be conceptually null and void.   

But no matter. The conflation of biology and digital media becomes increasingly 

“real”. Mainstream discussions of science in the 1990s, unsurprisingly given fMRI, were 

inundated with articles evincing (and, to be fair, occasioanlly redressing) the conflation of 

circuitry (silicon, electronics), biology (neurophysiology), and phenomenology (memory). 

Blakeslee: “External sensations (the [lion’s] roar) and memories (lions are locked up in the 
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zoo) interact along complex circuits to generate emotional reactions—in this case, to not be 

afraid.”  324

Such basic, innocuous statements obfusticate the labyrinth of conceptual tensions 

which characterize virtually all writings on the subject, which were pervasive in the 

1980s-1990s. to briefly describe what such a short statement unpacks: in the above Blakeslee, 

both the roar and the memory are input to be processed within the medium of human brain; 

but memory is already in the brain, this is mainstream knowledge; and if external stimuli 

have to be mediated through the human nervous system in order to dovetail with memory 

within the brain, then it makes as much sense to say that the roar is also in the brain—how 

then to speak of any outside world, any possibility of a relation between subjectivity and 

discrete objects? We are cast back to Descartes, asleep in his chair beside the fireplace. But 

our challenge is more arduous than Descartes’ challenge to himself, because of the deluge of 

scientific knowledge about perception, itself a result of three and a half centuries of rebuttals 

to Cartesian dualism. Rational reasoning cannot get us out of the dream, and it seems neither 

can an increased knowledge and understanding of the human brain and nervous system—in 

the case of the latter, this has only served to advance this epistemological crisis. This is a 

concern shared by media theory (Kittler), cybernetics (McCulloch), and mainstream 

neuroscience (Blakeslee). 

In his seminal paper on AI, Turing quoted physician Geoffrey Jefferson, who stated that “not 

until”  machines can both act and feel obtain subjectivity “could we agree that machine 

equals brain—that is, not only write [something] but know that it has written it.”  Operative 325

phrase: “not until”. This is a case in the history of science and engineering, where the 

intended closing of one door has the consequence rather of drawing attention to its presence, 

and through this door the negated passes into discursive or material reality. Far more 

proscribing than Jefferson was Descartes, though Descartes’ own logic is the affirmation of 

the antithesis of his professed belief in the impossibility of what we today call AI. (This will 

be discussed at length later in this thesis. In short, Descartes’ criteria for the living, which 

excluded machine intelligence has been rendered null, as these criteria are now met by 
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machine intelligence.) Mere decades after Turing, Paul Davies (1983) anticipates Turkle’s 

thesis: access to digital media sparks interest in the workings of mind and (or, and/or) brain, 

and “the simple yet loaded question: Can machines think?”  It is a comment worth 326

unpacking: the question is “loaded” because if it can be asked as such, implied is a yes/no 

binary, and thus implied is the possibility of an affirmative answer. Further, this means 

machine thought is closer to reality than it ever has been, for the question to be formulated as 

such. 

 And while a binary is implied by that particular question, an either/or response is not 

necessary. Hans Moravec, high-profile engineer, declares in 1985: “I see the beginnings of 

self-awareness in the robots.”  Partial self-awareness. One might be forgiven for thinking 327

that once a species is capable of any modicum ofself-awareness, there would be no turning 

back. Such a proposition—partial self-awareness—only becomes intelligible once the subject 

is redicible. Moravec codes for this; the reader possesses this pretense, or Moravec would be 

unintelligible.  This coding leads us back to the key contradiction at the heart of DCF-IST: 328

we know the body is a collection of organs, glands, water, self-regerating cells, all in constant 

flux—all, at base, material—all of which indicates the subject may be reduced. And yet 

reduction of the subject remains impossible or dubious, materially or philosophically. We’re 

at the far end of things, then: not only, contra Descartes, is machine intelligence possible, but 

also the reduction of subjectivity looms. For Turkle,  this shift in our perception of AI as a 329

possibility and as our mirror, is the result of now being able to own AI technologies—not just 

read about them in science-fiction. The present is thus updated as being science-fiction. The 

popular culture spent decades consuming science-fiction movies, television programs, and 

novels about such devices; culturally, we were prepared for this transition. The distinction 

between “real life,” the everyday, the quotidian, and science-fiction collapses. Schulte makes 

a crucial point regarding this process: in the early 1980s, all of everyday life seemed to be 

turning digital, but the expense and esoterica of a personal computer was still prohibitive for 
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many; as such, many learned about computers from popular cultural representations. Crucial 

here is Gibson’s Neuromancer, which quickly became a canonical text within both science-

fiction and high-tech communities alike.  Neuromancer was always acknowledged as being 330

“about” the contemporary present—however, unlike most satire or science-fiction, 

Neuromancer sparked an active and ongoing effort to make the ongoing present resemble the 

novel’s “future.” What was a debut science-fiction novel in 1984 was credentialed high-tech 

forecasting in 2006, the year of Kurzweil’s The Singularity is Near. “Transcending biology”, 

AI, digital personhood—the two texts overlap strongly, and we may understand the cultural 

and material developments of intervening years are being inextricable from Gibson’s novel. 

The challenges therein, not least of which being the ontology of personhood, are not 

restricted to science-fiction. 

 In 1989, New York  Times ran an article detailing recent reference books for personal 

computers. The final text recommended: Nueuromancer, which is described as prescient, for 

the way “real life” increasingly resembles to Gibson’s novel. The article affirms this in the 

language employed, describing the modem as “often thought of as a portal to a vast electronic 

universe.”  A passage to the basement of reality—an endless communal non-space of 331

information which precedes and envelopes us, remediated after eons such that we might 

access.  

A 1991 article compares the reception of VR or even everyday computer-hobbyism to the 

divine rapture of the almighty a comparison pervasive in Gibson’s Sprawl and in subsequent 

popular cultural discourse. The article states: 

Is virtual reality something to look forward to? […] If you think Pac-Man swallowed 
up the youth of America, wait until you see a bunch of 11-year-old boys crowded 
around a virtual reality war game. And if the average television abuser already spends 
seven hours a day tuned into the virtual reality of "M*A*S*H" and "I Love Lucy," 
imagine what a bunch of cyber couch potatoes we could become when wired into a 
more encompassing version of Huxley's feelies.  332
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It may be observed that this also sounds a lot like Gibson’s “Sprawl”. The past-future of the 

Sprawl is the present-future of 1991, a future which follows from concerns crystalized in 

Gibson. The future will be what we speak of it today, how we design it, and our conceptual 

vocabulary is that of science-fiction. Ahistoricity: the discourse paused in 1984. Notice here 

how soon Gibsonian fantasies are invoked without reference to the author; this omission is a 

crucial point: Neuromancer has percolated widely enough as to produce common cultural 

ideas. TIME’s 1993 cover story on cyberpunk features a short entry on “SIMSTIM 

DECKS”,  described as something which might actually come to pass, and without 333

reference to Gibson (simstim is a surveillance/reality-TV medium in Gibson’s Sprawl books; 

the phrase is incontrovertibly his). More esoterically, VR designers Jaron Lanier and 

Meredith Bricken describe the potential of their work in terms strongly reminiscent of Case’s 

digital-transcendence as he cracks the ICE at the end of Neuromancer. Lanier: “Not only can 

you see the DNA, you can experience what it’s like to be a molecule”.  Bricken: “You can 334

be the mad hatter or you can be the teapot … You can be a tiny droplet in the rain or in the 

river”.  Minsky is quoted in 1997 referring to the human brain as “a computer made of 335

meat”.  The feedback loop is evident: Minsky was as influential, culturally and materially, 336

as any contemporary computer scientist. 

 Approaching the cultural impact of Neuromancer need not be so elliptical, however. 

Few books are so cited as influencing real technological development—the consequences of 

which are global.  John Markoff, longtime New York Times science writer particularly with 337

regard to digital media, discussing the ongoing development of an infrastructure for the 

Internet in the United States, remarked in 1993 that “if you want to understand what the 

Internet means, rather than where it goes, try [Neuromancer]”.  Gibson’s novel gives 338

narrative to inchoate cultural ideas about computers, gives a new representational “space”, a 

cultural ethos, an aesthetic, a mythology, an idealized self-conception for engineers and 

scientists. A science-fiction novel which affects the course of history, which creates new 
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paradigms for global commerce. The economic and cultural impact of a specific cultural 

creation more clearly demonstrable—or at least conceivable, which in itself is tremendously 

rare—than others. Neuromancer is, of course, one node in an impossibly complex genealogy, 

but it provides a framework through which to approach this complexity. 

 Within a few years of Neuromancer’s publication, Gibson was widely recognized as 

having amassed a following which transcended the bounds of a traditonal science-fiction 

readership: computer geeks, amateurs, hackers, who want to take the Sprawl as a point of 

departure for a new means of opposing “the establishment.” Markoff takes these as being 

representative of Gibson’s audience, calls cyberpunk “a kind of literature written for a 

subculture of computer enthusiasts.”  This isn’t strictly accurate, though it is one of 339

competing understandings of what cyberpunk is or is not. What’s more important is that 

Markoff, longtime New York Times tech correspondent and author of pop-tech bestsellers, is 

among any number of such writers for such outlets with international distribution, 

demonstrating that they had read Gibson, were aware of cyberpunk, and used their platform 

to negotiate its role in the cultural discourse. Also among Gibson’s readers were engineers, 

video game designers and companies, artists working in every medium. Because of their 

discretion, because they were “the establishment”, the former may be considered more 

influential: 

At dozens of laboratories and companies scientists and computer programmers are 
trying to recreate Mr. Gibson’s central idea; cyberspace. In Silicon Valley at 
companies like Sense8, Atodesk Inc. and VPL Research, researchers are attempting to 
design the artificial reality Mr. Gibson first speculated about.  340

Gibson himself noted in the early 1990s that the scientists and engineers who cited him as an 

influence have “invariably … [been] humorless people with no sense of irony and they’ve 

missed what my books are actually about.”  Nonetheless, the Silicon Valley set of the 341

1980s-1990s were captivated by Neuromancer; they empathized with Case, a fitting turn 

given that Gibson took inspiration by the rapture of arcade-going youth, chasing the 

disembodied rush of pure kinetic digital movement. These impulses were legitimated, 
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assigned a place in the popular culture to which those teenagers or young adults could refer. 

Daniel Bell contended that the function of culture is continuity, as opposed to technology, the 

function of which is fluctuation.  What matters here is not understanding the canon of 342

science-fiction but rather hardware, talent, and ambition—plus a cultural continuity for such, 

which Gibson’s canonical text provided (here one senses a point of divergence between the 

state of the art and the culture in which it is embedded, which over years produces a 

disharmony such as characterizes DCF-IST). 

 To wit: veteran VR researcher Myron Krueger put out a book on artificial reality the 

year before Neuromancer. Almost a decade later (1991), he released a second volume. The 

latter has assimilated the Sprawl books and argues for the feasibility and thus legitimation of 

ideas which, by 1991, are thoroughly redolent of Gibson.  Wired and Mondo 2000 debut in 343

the early-1990s; both are magazines aimed at technology and techno-culture. Winner 

describes both as tabloids from Gibson’s Boston-Atlanta Metropolitan Axis. “The preferred 

prose style is panting hyperbole”, writes Winner, “[often] focused on predictions that the 

human body and electronic devices will merge in ecstatic unity.”  Brain-computer interface 344

will be in stores like, tomorrow. “[Outcomes] are announced, not debated. The future pours 

forth with raw inevitability.”  345

Culture and technology, disruption assimilated quickly into the cultural landscape, 

and cited as basis for further elgitimation of technology. In Hafner and Markoff’s 1991 

Cyberpunk, a journalistic account of three historically signfigant hackers of the 1980s is 

written such that that they often sound just like Gibson’s characters. In particular, hacker 

Kevin Mitnick is characterized as the real-life counterpart to Gibson’s Case. Gibson gave us 

that archetype and it became a way to understand the societal role of the hacker and the 

legitimate programmer. Dashiell Hammett once remarked that Sam Spade was not based on 

himself or any other detective he had known whilst working for the Pinkerton National 

Detective Agency, but was rather an ideal, a version of himself and the Pinkerton dicks which 
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in their finer moments they fancied they might embody.  And yet which private investigator 346

since The Maltese Falcon or The Big Sleep did not, positively or negatively, judge themselves 

against Sam Spade or Philip Marlowe? The feedback loop is the same: while it may be the 

case that numerous hackers did in fact take inspiration from Gibson’s Case, what seems more 

evident is that Hafner and Markoff actively close the gap between science-fiction and reality 

by appealing to science-fiction archetypes in their narrative. The immediate past was already 

being rewritten to make the concerns of cyberpunk appear ubiquitous inevitable.  347

Though the philosophical and metaphysical dimensions of Gibson vis-à-vis DCF-IST are 

intense, it must be stated that Gibson’s “cyberspace” has proven to be a cultural watershed, an 

innovation for which the book is most widely cited and remembered—while it is only one 

side of the dilemma this analysis addresses, it is the more visible aspect to Neuromancer’s 

legacy, and understanding the permeation of the book’s metaphysical challenges into the 

culture at large goes hand-in-hand with understanding the legacy of “cyberspace”. 

 This legacy can hardly be overstated. The effects perceived spanned the local and 

personal to the global and political. A 1992 Technology Review article on modem-enhanced 

networking described it as an appendage to increase “computing pleasure”.  People enjoyed 348

going online to chat with those they knew and did not know “in real life”. A good interface 

stirs the soul, Technology Review reports. Chatrooms were hugely popular as soon as they 

were commercially accessible—the world rushed to become digital, and a strongly positive 

moral valuation was attached to it by government and by news coverage.  The geographic 349

aspect of Gibson’s “cyberspace” figured in virtually all discussions of the developing 
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Internet. Like Gibson’s “cyberspace cowboys”, disparate travellers on the road found 

themselves in the same discursive corral. Many  described the lack of an infrastructure for 350

the Internet in terms of a nation without an interstate highway system, a lawless backroads,  351

or as the saloon—as energy economist David Kline of the National Renewable Energy 

Laboratory in Golden, Colorado described it: “There’s a random quality to inhabiting that 

information space that’s quite appealing—like going to a coffee house and not knowing who 

you’ll happen to run into”.  Chatrooms famously also became digital “dungeons” by the 352

early 1990s. The popular nomenclature: “multi-user dungeon”, or MUD. A chatroom 

conceptualized by its users to be a “space,” with separate “rooms” and discrete “objects” to 

engage within those rooms.  This was virtual reality access in its most primitive form, 353

which is in a certain sense its purest form: the incantation, the transmutation of words to a 

subjective reality not perceived otherwise.  But this time the substrate is not paper and ink, 354

is not radio or the shaman or storyteller’s voice: it is data streams, and this must be kept in 

mind, as widespread Internet access strongly manifested and strengthened the rhetoric of 

DCF-IST—the processes of world outside and the world inside were becoming digitally-

substrated. That cyberspace is a “place” which can be occupied makes all the difference; this 

rhetoric advances the fantasy, gives it credo, makes plausible the possibilities advanced in 

science-fiction. 

 The development of the infrastructure for internet access followed from Gibson’s 

“cyberspace”. While it may be that networked bulletin boards  preceded “cyberspace”, it 355

was observed Gibson’s “[imaginary] global network … is the model for the Clinton 

Administration’s proposed “information superhighway.””  “Cyberspace” was assimilated at 356

the highest levels; material tech development passed through the cultural feedback 

mechanism of science-fiction and came out the other end as a model for further material 
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development.  And it was not limited to overt government subsidies. By 1990 there was 357

enormous private interest in developing Gibson’s “cyberspace”. Investors include American 

Express, AT&T, IBM; interested parties included architects, educators, psychiatrists, poets, 

philosophers. (Many of these putatively “private” interests receive significant government 

subsidies in the U.S. See Chapter Three for further discussion.) Gibson’s remained the 

Platonic ideal of developing relevant technologies until at least the new millennium;  by 358

2022, this has subsided. The Internet is now the internet. Its cultural status, as a medium of 

entertainment content and commerce, is well-established and banal. The question of what’s 

“in there,” or “where” cyberspace “is”—such considerations seem odd two decades after the 

year 2000. This is worth noting in itself, for today we are doing with cyberspace basically 

everything as was predicted by 1990 (especially, post-COVID, with regard to the 

development of the “virtual work space” ). Everyone is conducting every conceivable 359

transaction online. This, though, is qualitatively distinct from doing business “in” cyberspace. 

But we don’t arrive at the e-commerce revolution which followed without those engineers 

and programmers who attempted to manifest Gibson’s “cyberspace” literally. 

 Examples are manifold; several will suffice. At the outset of the 1990s Aiden 

McManus, information strategist for American Express, acknowledged that the real 

breakthrough is contingent upon “choosing the visual metaphor to show formless data, 

finding new metaphors for the graphical representation of traditional finance data … The 

better that representation, the more information an analyst can discern.”  Programming 360

company Autodesk, Inc. was developing helmets and gloves for full immersion in 

cyberspace, for the physical manipulation of information patterns, data streams.  It became 361

an industry-wide goal: 

What has led to the rush to three dimensions is widespread computer industry 
agreement on a technology known as the Virtual Reality Modeling Language … as an 
Internet standard. … The virtual reality language was the brainchild of Tony Parisi 
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and Gavin Bell, two Silicon Graphics engineers, and Mark Pesce, a software engineer 
who had been consulting with Apple and who was inspired by the work of Mr. [Neal] 
Stephenson and Mr. Gibson. 
 Mr. Pesce saw the two-dimensional World Wide Web for the first time in 
1993. “I realized how easy it was to get lost,” he said. “We don’t have human skills 
for organizing information easily when it’s not spatially organized.” … On the 
horizon are elaborate virtual worlds that will permit PC users to shop, explore, 
conduct business and chat with friends in photo-realistic three-dimensional settings.  362

Online shopping was bottlenecked by the attempt to develop a virtual-reality mall, firmly 

rooted in the Gibsonian paradigm. Developers here and there openly acknowledged their debt 

to science-fiction.  In Munich opened a lab named Black Sun, for the elite VR hub in 363

Stephenson’s Snow Crash. Unsurprisingly, representatives said Stephenson’s Metaverse was 

only a few years from becoming a global reality. (This is basically the same as promising the 

VR mall. Stephenson’s Metaverse is an update on Gibson’s cyberspace, one which, because it 

is more grounded, is actually far less interesting: one puts on VR goggles and is able to walk 

down an endless street, lined with commercial buildings and private residences. There are 

also gloves, so one can manipulate represented objects, get in sword fights, etc., but there is 

no ambiguity about the experience, no transcendent experience of disembodiment as in 

Gibson. Developed from science-fiction to reality, it would have been like visiting any 

shopping mall.) Perhaps more interesting is the Silicon Valley startup Invisible Worlds, Inc., 

who also dedicated to developing Gibson’s cyberspace—except that the co-founders were 

explicit: we had this idea in 1991, but no, we were not inspired by science-fiction, we do not 

ready any science-fiction.  364

 Strikingly evident in the latter example is the feedback loop—the loss of reference. 

Because of course this idea is derived from science-fiction; it would have been apparent even 

if not stated repeatedly in the years following Gibson’s debut. To take Invisible Worlds, Inc. 

at face value, then the idea came through avenues of information diffuse or oblique enough to 

appear separate from those leading directly back to Neuromancer. Ironically, the novel’s 

status in the feedback loop of cultural and technological development becomes more 

pronounced in refutation of that influence. 
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 It seems ridiculous to suggest that the global revolution in online commerce with all 

its cultural-societal consequences might be so neatly traced back to the publication of a single 

science-fiction novel. It is ridiculous, to attribute innumerable contingent material 

developments to a single flash of creativity, without taking into account more than a limited 

number of the former. Again, though, this is just one node in a system of complexitywhich, 

truly if we are honest, denies representation or analysis in its totality. But it was noted in the 

1990s that Gibson’s influence upon tech developers, and thus global economics, politics, and 

culture, was vastly understated.  At the same time, Schulte’s justification of her analysis of 365

WarGames is perfectly applicable to Neuromancer; she states that her analysis “does not 

argue that a film caused policy, which would exaggerate the power of film and understate the 

complexity of the policy-making process. Instead, it argues that WarGames helped make 

certain more current and influential in the policy-making process than others.”  366

 To conclude, we may return briefly to the consideration of popular language, which is 

where the influence of Gibson’s “cyberspace” is most pervasively evinced. Gibson was 

playing around with William Burroughs’ “fold-in” technique when he produced the phrase. 

“Cyberspace” sat there glittering, but devoid of meaning; Gibson has acknowledged that it 

was a “buzzword” which he would have to reverse-engineer a concept for.  In 2022, the 367

prefix “cyber-” remains in this original state of meaninglessness. The phrase is still thrown 

around a lot (Cyber Monday, for example), it remains evocative of the digital, of data 

streams, but its origins in cybernetic systems of control has been lost, as has long the 

meaning of “cybernetic”.  In 1993, New York Times notes “cyber-” has become the all-368

purpose prefix for anything involving computers.  The odd profundity emerges 369

(cybersex,  which will be discussed in detail in Chapter Eight), but mostly banalities 370

(Tanqueray hocking the “Cybertini”, L’Oreal the “Cybershine” ). And given that all of the 371
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globe was now computerized, it became clear: all would be understood, knowingly or not, in 

terms of information (technical sense), in terms of cybernetic systems. Evolution began to 

look like cybernetic error-correction,  the substrate of reality itself information. If language 372

is reality, one forever leading to the other, then the ubiquity of the prefix “cyber-” indicates a 

significant shift in our cultural ideas about everything—one’s perspective towards any issue 

in the modern world is a contingency of one’s perspective on the present digital media. 

 Regarding the other famous “cyber-suffix”, cyberpunk, by the 1990s it permeated 

global popular culture.  In 1993, TIME and New York Times both ran editions dedicated to 373

cyberpunk.  Both were vague on precisely what is happening (no one could have said so 374

anyways), but both acknowledge that the “cultish, futuristic science of computer information 

… has been creeping into the mainstream for the past few years”.  A review of 375

Stephenson’s Snow Crash comments that cyberpunk tropes were by this time as familiar as 

the “mad scientist and intrepid rocket jockeys of earlier eras”.  Gibson himself deliberately 376

moved away from cyberpunk after Mona Lisa Overdrive (1988), and later reported being 

gobsmacked upon seeing the neologism in the popular press. The question is: beyond fashion 

and body modifications, and Internet access, what does this mean for us as a culture? The 

philosophy and metaphysics of digital media, as negotiated in Gibson’s Sprawl books, has not 

been granted proper attention, for in these texts are crystalized tensions which manifest at 

every level of our digital media culture. Cyberpunk quickly diffused into the cultural ethos—

described in the early 1990s as “a literary movement, among other things, but it is also a way 

of looking at life.”  This matters because cyberpunk contains the ideas and aspirations—377

fantasies, metaphysics—which subsequently become research goals and funding priorities. 

Philip Jordan, discussed earlier in this chapter, has shown that one can do an empirical search 

for the presence of science-fiction in science and engineering papers, but as far as an ethos, a 

zeitgeist, a popular cultural discourse—one cannot reduce such. One can only seek for 

resonances, for a genealogy between discursive preoccupations and ideological goals, and the 
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development (or failed development) of new media. Thus we come to the question of public 

policy’s role in all this. 
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Chapter 3: Public Policy 

Because of the tendency towards an ahistorical perspective with regards to our media and the 

metaphysics speculations they provoke, the next chapters will provide a critical background 

and analysis of the discourse by which DCF-IST comes to be perceives as plausible. Schulte, 

writing that “policy must be understood in relation to its media context, and policy history 

must be understood in relation to media history, specifically news and popular cultural 

history […] Policy decisions are not only results, they are actors”,  provides a framework 378

for feedback loop between artistic/cultural creation, news media (including popular-science), 

and public policy. Policy responds to the popular culture and vice-versa, and as such may 

serve as a gauge for “shifts in national priorities”,  even especially when it is pre-emptive or 379

reactive to concerns which do not manifest as anticipated. This is particularly relevant given 

our focus on the sense of perpetual precipice in DCF-IST. 

This chapter does not presume to provide an extensive history of public policy and 

media. The intent, rather, is to sketch out several points wherein macro-cultural forces engage 

with and set the cultural conditions for our techno-fantasies. The figure of Ronald Reagan 

weighs heavily here. What will be demonstrated is that one can set Reagan as the focal point 

of many of the discursive and material overlaps concerned with in this thesis. Alternately, the 

fractal is an apt image here: what appears in science-fiction reappears in the discourse of 

neurophysiology, which in turn reappears in the discourse of digital media, which in turn 

reappears in global politics; certain cultural motifs (in this case, the disappearance of the 

body, and reducible cognition) repeat from top to bottom. It remains so at the top through the 

Bush administration into Clinton’s. By the end of the 1990s, it was clear: both the Bush and 

Clinton administrations are were set in living science-fictions. 

Ronald Reagan is a pivotal figure in the development of this discourse, and his 

influence on the myths of techno-culture should not be understated.  Because of Reagan’s 380

position of power, his influence on the concerns of this thesis is inestimably diffuse. This 

influence, being cultural, will not be evidenced by direct citation. If such a teleological 
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history of the cultural influence of Reagan and the technological myths his tenure advanced 

can in fact be written, it is in any case beyond the purview of this dissertation. The concerns 

of this dissertation being cultural and the methodology being genealogical, what may be 

stated here is a number of resonances between the Reagan administration and the 

advancement of DCF-IST’s cultural currency. 

Policies enacted by the Reagan administration led to an increased public awareness of 

neuroscience and digital media. These decisions predate Reagan’s presidency; in the 

development of public attitudes towards psycho-surgery and neurophysiology from the 1950s 

onward, Reagan plays a minor but not insignificant role. The early 1950s were the height of 

psychosurgey in the United States.  Lobotomies were not uncommon. The primary side-381

effect of lobotomy was described as a “deterioration of personality”.  Little advances 382

apprehending the brainhood ideology more than lobotomy. The evidence was clear, and 

widely understood in the years to follow: cut the brain and you cut personality, you damage 

the essence of the subject through invasive neurosurgery. Not all psychosurgeries were 

lobotomies, but the implications for personal identity persisted. Neurosurgeon William 

Beecher Scoville famously operated upon the epileptic known only as “H.M.” in 1953. 

H.M.’s epilepsy had become so severe as to delibitate his ability to work or care for himself. 

Scoville proposed a solution: cut H.M.’s amygdala, hippocampus, and bits of his neocortex. 

The result: H.M.’s epilepsy was mostly cured. Also: H.M. could not form new memories.  383

With the 1960s came backlash against psychsurgery by those in sociology, 

psychology, and psychiatry. A trend towards a general consensus emerged: mental illness is 

more often the result of nurture than nature.  It’s the product of what one experiences, it’s 384

the words one hears repeated, on both sides of the cranium. Biology cannot account for this, 

not in every case, and not always entirely in those cases where one’s physiology is a cause. 

The nature versus nurture question here becomes a question of culture versus biology: is the 

most effective way to alleviate mental illness invasive surgery or pharmaceuticals which alter 

one’s physical or chemical composition, or is it to enact policy changes which may counter 
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the cultural conditions (say, increasing funding to support efforts to identify and protect 

vulnerable children) which increase the number of cases and severity of mental illnesses? The 

latter would involve revising legal precedents and the methods of admistering social work, 

policing strategies, and so on—all those things which make up the body politic, which are 

discursive in essence but material in consequence, and which may increase or alleviate the 

stress on the mental and physical predispositions which lead to mental illness. 

The idea of personhood as a contingency of neurophysiology penetrated public 

discussion: 

The public became aware of psychosurgery, largely as a result of a controversy stirred 
up by the 1970 book Violence and the Brain. The authors, the neurosurgeon Vernon 
Mark and the neuropsychiatrist Frank Ervin, had implied that much of the violence 
prevalent in our society was caused by brain pathology, and that neurosurgery could 
eliminate a significant amount of it.  385

Valenstein notes that while this hypothesis is not meritless,  it was greatly exaggerated, and 386

the frequency of such cases was misrepresented in the news. Regardless, the idea that one’s 

emotional state and how it is regulated—so much a part of one’s sense of selfhood—is very 

much out one’s control, made a significant impression on cultural self-conception of the 

subject in relation to the subject’s brain. 

 In 1972, it was revealed that prisoners in then-Governor Ronald Reagan’s California 

had been subject to such measures.  The mounting paranoia of the American 1970s became 387

that much more pervasive.  The danger was more apparent than real, but to many citizens 388

the idea of psychosurgery had been infused with an authoritarian threat. Loss of faith in or 

outright distrust of authority was the issue at the forefront, but it may also be understood that 

the motivation of this concern lies in the cultural perception of the relation between 

neurophysiology and subjectivity, and in maintaining one’s identity—politically and literally

—in the face of an authority willing to weaponize advancing medical technologies to 

encroach upon such a sense of personal identity. 
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 The matter was made more objectionable by the transparency that such measures 

were being motivated by expediency rather than a consensus within the scientific community, 

and this expediency at the cost of a common humanity between subject and authority. 

Psychosurgery became a civil rights issue. Throughout the rest of the 1970s, the number of 

neurosurgeons in favor of applying psycho-surgery to criminals dwindled to almost none. It 

hardly mattered within cultural discourse.  The U.S. had seen race riots nationwide over the 389

past decade, and incarceration statistics revealed a disproportionate number of non-white 

prisoners: 

[The] emotional level of the argument escalated rapidly. It was not long before 
psychosurgery was being debated in the popular press, in congressional hearings, in 
symposiums at scientific and professional meetings, in conferences on science, 
medicine, and ethics, and in legal circles.  390

For the purposes of the present media discourse analysis, it suffices to state that these 

controversies had as a subtext questions of the brain and personal identity, and the 

intersections between the two—the question itself a inextricable from our media culture. 

Published at the end of the Reagan decade, Ray Kurzweil’s first book, The Age of 

Intelligent Machines, explicitly represents society at large (from personal relationships to 

commerce and politics) as the macrocosm of the mechanisms of the human brain-mind. What 

is occurring behind the interface (subjectivity), then, reflects perfectly what is occurring 

before the interface (society, evolution, the real). Resonaces grow more complex: earlier, it 

was proposed that the verisimilitude of DCF à la Neuromancer is the result in no small part 

of the sense that both sides of the digital interface (cyberspace/subjectivity) perfectly reflect 

the other, that they share essence. The metaphor of computer as mind has transcended its 

status as metaphor and become a cultural “truth”. Following from Kurzweil, what one 

observes is a second level of resonance: brain, computer, society. 

Under Pinochet, Thatcher, and Regan, decentralization and deregulation had become a 

cultural motif from the top down. The ties which bind the body politic are loosened, severed. 

The process is reflected in other fields, which come to dominate the techno-scientific present. 

First, DARPA initially designed the internet because it is advantageous to be in possession of 
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a distributed network with a virtually unlimited number of nodes for the transmission of 

information, whereas in a hierarchical, linear network, the interception or interruption of 

information at one node may prevent it from reaching its destination; in distributed networks 

the information can be intercepted at X-number of nodes and still arrive at its destination.  391

Second, neural networking booms in the 1980s into the 1990s and is based on the principle of 

designing a distributed network to “engineer itself” towards replicating the function and 

behavior of the human mind. Third, neurobiology meanwhile moves towards the perspective 

that consciousness is not entirely centralized within the brain, but rather distributed 

throughout the nervous system. Even in neurocentric models, the homunculus is dispatched 

in favor of a distribution among neurobiology and neurochemistry. 

Deregulate, deregulate, deregulate. Thatcher says there is no society. No body politic. 

It has been suggested that the cyberpunk hero is virulently individualistic,  which fits the 392

paradigm—but he has also lost his body, either through ceaseless modification, each part 

replaced ad nauseum, or through the “bodiless exultation of cyberspace”.  It gives credence 393

to Kurzweil’s aforementioned thesis, if only incidentally: society and mind do indeed seem to 

be fractals of one another, with global politics underlying the same consequences. 

It is a widely commented-upon phenomenon that throughout the 1980s, the corpus 

was disappearing. In Neuromancer and other cyberpunk fantasies of “jacking in”, the subject 

leaves his or her body. In Mona Lisa Overdrive, a follow-up to Neuromancer, a central 

character gives in to the temptation resisted at the first novel’s conclusion: he surrenders his 

body entirely, denying the philosophical conundrums posed by Perry’s Dialogue, and enters 

into the digital realm permanently. His body, lying insensate, soon perishes.  Perry’s Dialogue 

itself appeared in 1978 and asked questions about dematerialization and identity which 

science-fiction would narrativize repeatedly in the years to come. Sherry Turkle’s 

sociological investigations into digital media culture found that children and youth were not 

affirming the necessity of embodiment for thought. The rhetoric of anyone publishing on AI 

during the Reagan years affirmed the same idea. The list goes on.  

Three examples follow. First, encyclodpedias and novels were becoming available 

without spine, pages, or ink. O.B. Hardison expresses anxiety around hypertext and 
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hyperlinks as creating an infinite regress of information (non-technical usage). Pactically-

speaking; random access means you’re hopping in at a point with literally no beginning, 

middle, or end.  Hypertext renders the boundlessness to the sea of bits that much more 394

conspicuous; hence: “hyper”-text.  The terror is the appeal: 395

Computers make the disappearance of the text irreversible by plunging the reader into 
an information swamp from which there is no escape other than turning the computer 
off and pulling out a paperback copy of the play—or, better yet, attending a 
performance, since the performance does not have footnotes.  396

If you still have a copy around, that is. Hardison: this is the end of the culture of the book. 

Long in the coming, it can be seen “[clearly] in the arrival of hypertext literature.”  Corpora397

—paper and glue, and blood and bile—vanish, washed away. Second, “cybersex” emerges 

and, as per its magical rhetoric, enables disembodied intercourse. Further, biologist and 

cybernetician Francisco Varela notes that HIV itself is a deregulation of the immune system, 

which unchecked, of course, causes the body to disappear.  A signfigant addition to the 398

culture of deregulation and dematerialization. Third: doors open themselves. 

 Another decade later, an editorial in Tech Review voices an anxiety regarding the 

reduced contact between body and the world, result of technologies designed to minimize the 

use of one’s hands. The writer knows voice-to-text is coming and hyperbolically expresses a 

fear of his cogito floating off into the abyss, having no purpose for the body any longer.  399

Kurzweil, meanwhile, forecasted that the perceived unnecessariness of the physical realm, 

this cultural tendency toward dematerialization, would continue to become more pronounced. 

The relationship between value and material had become reversed in the preceding decades, 

and especially during the 1980s: the actual expense of producing digital technologies, their 

material components, was insignificant; the value lied in the knowledge they stored. (Read: 

knowledge has become immaterial; in the Information Age, the body is irrelevant.) The future 

is immaterial, contingent not upon material wealth but upon the cultivation of knowledge. 
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This being true in the production of consumer goods, in government, in warfare, in education, 

in the production of knowledge itself. A whole culture, spanning epistimologies and 

discourses and disciplines, attempting to shed itself of the binds of the body. 

Again, these resonances are toward the periphery, but I do not believe they should be 

overlooked. Looking to Reagan and Thatcher’s political and cultural legacies advances an 

understanding of the cultural conditions by which the central fantasies of this thesis came to 

enter public life and the popular imagination. AI, SF, and public policy were characterized 

similar concerns at that time, and each saw this disappearance of the body, be it with regards 

to cognition, phenomenology, or the body politic. Umberto Eco locates one source of 

fantasies of passage into cyberspace in the similarity between late-20th century United States 

and late Rome. Their respective histories diverge to the point of being unintelligible, but the 

comparison does allow for a lens of some merit. Several points: first, “the disintegration of a 

strong centralized government and the collapse of the social polity leave each society open to 

internal rupture and fragmentation.”  Coherence and corporeality at the level of government 400

vanishes; the process is mirrored at the individual level. This particularly true post-Reagan; 

see discussion elsewhere in this dissertation. The correspondence between the vanishing of 

the corpora allows a further investigation into public policy as sharing a genealogy with the 

disembodied/duplicated subject. 

 Second: power vacuum; third: feudalism.  Fourth: religion becomes attractive in a 401

way it was not previously. The draw of early Christianity: it is inclusive rather than exclusive; 

everyone is welcome. The appeal of cyberspace is described similarly. You’ve also got 

Christian Science, Scientology, but what’s really caught the popular imagination is going into 

computers, the long and short of which is “an attempt to realize a technological substitute for 

the Christian space of Heaven.”  402

 Wertheim is apt to note that “[not] being an overtly religious construct is in fact a 

crucial point in [cyberspace’s] favor”,  but it is an oversimplification to state that this is 403

because “in this scientific age, overt expressions of traditional forms of religion make many 
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people uncomfortable.”  The two exist, but cannot be spoken of interchangeably, lest one or 404

the other collapse; their logics, their discursive parameters and origins may be the same, but 

their separation is much more virulently maintained by proponents of each than a simple 

discomfort suggests. Ultimately, though the point is taken: without God, we can now only 

pour ourselves into the life raft of high technology with reckless abandon,  scratch that old 405

religious itch without our companions taking notice (or, as may well be the case, even 

allowing ourselves to notice). 

Regarding business considerations, two trends were noted from the 1970s onwards. 

Those leaving the university with science and engineering degrees were going into the private 

sector, but also maintaining strong ties to their respective universities. This put relevant 

private interests in a position to steer the direction of such public research institutes while 

also easily recruiting further new talent. The stars did not so align for many students outside 

of those disciplines. The San Francisco anarchist zine Processed World documented the 

situation as the Reagan years began. From the mid-1970s, thousands of college graduates 

entered into serial temporary work in Silicon Valley and San Francisco’s Financial District. A 

transformation was occurring: those with liberal arts degrees, who might have been artists, 

philosophers, etc. became “information handlers”: word processor typists, software 

programmers, clerics. Processed World chronicles life at the terminus before the complete 

disembodiment of work, before corporeality vanishes altogether. Whereas following the 

Industrial Revolution the worker became a function of the machine, “information handlers” 

became a function of information, of data networks. Recall Shannon’s separation of 

information and meaning in any given message. The pretense and consequence of 

“information handling”: being a function (or medium, which does not alter this assessment) 

of information, what the worker is doing is literally and less-literally meaningless (former in 

the sense of information theory, latter in the sense of alienation). 

 “Christopher Winks”, contributor to the first Processed World (1981), describes 

arriving at his most recent office and being assigned to transcribe a convoluted legal 

document into a word processor: “After a few minutes of dictaphone transcription, I gazed at 

the crabbed, stilted words that seemed to be flowing from my fingers even though they had 
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nothing to do with me”.  Winks has become the digital “on”, the 1 of the 1/0 binary; 406

accordingly, the message he is transmitting  has no meaning, nothing to do with its medium—

him. The office becomes a carbon-based analog for the data processing of digital media; the 

image of the fractal recurs: what we are seeing is not just the office as a fractal of the 

computer, but both as part of a fractal which encompasses politics/business office/computer/

brain/mind. A conceptual mirroring, repetition, resonance occurs at each level of analysis. 

The temp worker in the information industry becomes a microcosm of a broader social 

transformation, embedded in the advent of digital media culture, wherein each side of the 

interface seems to be a metaphor for the other: office/computer, computer/brain, brain/

society, society/computer—every level the same as the others, across a fractal-like spectrum 

which does not seem to except anything under the sun. 

 Slightly less in the abstract, as regards the shift in the media ecology, we see 

physiology “remediating” the digital—physiology becoming medium for information. It 

works in both directions: the real becomes data by way of the body of the “information 

handler”; data likewise passes through the same medium on its way to becoming the real. The 

idea of agency becomes archaic. Processed World contributor “Gidget Digit” notes of office 

work since computerization: 

Once considered careers that required a good deal of skill, the clerical job now closely 
resembes an assembly line station. Office management has consciously applied the 
principles of scientific management to the growing flow of paper and money, 
breaking the process down into components, routinizing and automating the work, 
and reserving the more “mental” tasks for managers or the new machines.  407

It’s worth recalling that the supposed Rennaissance thinkers of the new millennium, those 

whom any creativity in these matters is symbolically deferred to—Musk, Kurzweil—believe 

the human brain is a computer, is a microcosm of Gidget Digit’s office and also the cosmos. 

Consequently, the office—as well as politics, the free market, etc—is naturalized, white-

collar data-processing jobs a perfectly “natural” function for human beings. Science and 
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politics dovetail on this point—the whole thrust of neoliberal ideology was to deregulate, to 

allow the ostensibly “unplanned”  forces of the economy follow their “natural” course. 408

 The free market ideology of late-20th century Silicion Valley is ironic, given that 

those technologies which digital culture is contingent upon have historically been at least 

partially subsidized by governmental funding and heavily supervised by the respective 

governmental agencies. “Americans have always had state planning, but they prefer to call it 

the defense budget”.  This brings us to another of Reagan’s key policy initiatives: military 409

spending. It’s widely known that the Internet arose out of Department of Defense funding 

initiatives. Likewise many AI projects of the 1980s-1990s. Mitchell Waldrop, in a 1990 essay, 

described a singular terror which AI sometimes provokes: individually and as a culture, we 

are uncomfortable with the idea that what we refer to as love is not reducible to neurons 

firing, but is neurons firing —to paraphrase Kittler, that the sirens’ song and the rush of the 410

tide is but signals relayed within our nervous systems.  But if the popular culture doesn’t 411

want to know such things, from whence the funding interest in AI, whose concerns so 

strongly overlap with those areas of consciousness studies which take subjectivity to be 

nothing more and nothing less than the aforementioned physiological processes reducible to 

mathematics, a series of formulae? 

 Answer: the military. The goal of military-funded R&D was to produce dual-use 

technologies—military tech which can be applied to consumer products, thus benefiting the 

military and economy both. One can extrapolate from here: there needs to occur a shift from 

unease to acceptance of AI, a positively-valued cultural fascination. There’s a fairy tale 

penned by Seymour Papert of MIT, a seminal figure in the development of AI, which 

explains the development of and rivalries within early AI research in the 1950s-1960s. The 

monarch: “Lord DARPA”.  The protagonists: sisters, “born to the new science of 412

cybernetics”,  who represent approaches to AI. The moral: the history of AI, the history of 413

media discourse in the late-20th century, is a chimerical game of cash-grab, of creating hype, 

 See Noam Chomsky. Understanding Power: The Indispensable Chomsky. (New York: The New 408

Press, 2002).
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 Waldrop (1992), p. 139.410
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 Seymour Papert. Untitled entry in The Age of Intelligent Machines. Ed. Ray Kurzweil. Cambridge, 412

MA: MIT Press (1992), p. 139.
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as a means of diverting government funding from Lord DARPA. By the 1980s, the state of 

the art coincided with global military and economic ambitions. In 1981, a watershed: Japan’s 

Ministry of International Trade and Industry throws down the gauntlet, announces its 

initiative to dedicate enough funding to computer research as to revolutionize the state of the 

art within the decade. The U.S. and Europe launch initiatives of their own in response, 

pooling their respective academic and industrial resources.  

The push, it has been noted, meant that AI and information technologies would move 

out of the academy and into society at large.  Reagan’s technology impetus “demanded 414

computing power on a scale of unparalleled extravagance.”  Simultaneously, military policy 415

developed in tandem with new popular paradigms of mind—the reduction of mind is also a 

military ambition. Reagan and the military brass grew up watching (and, in the case of the 

Commander-in-Chief, starring in) B-movies, and decide to line up that cultural spark and the 

state of the art to fuel their military-tech goals: artificial brains, high-level AI. Developing 

fighter planes which fly themselves and autonomous weapons systems could save the U.S. a 

lot of money, and provide further prowess.  416

Computer geeks, industry players, and university mathemeticians and computer 

scientists thus hit paydirt. AI research receives unprecedented funding. Signifigantly, AI is 

frequently reported on in major news outlets throughout the 1980s, disseminated across 

socio-economic borders and into the arterials of the popular cultural discourse. 

Again, the dual-use imperative meant the military needed communicators to bring 

high-tech down to Earth. Perhaps no one occupied the intersection of all these interests so 

much as Roger Schank of Standford and Yale. Few did as much to popularize AI in the 1980s 

as Schank, and it’s worth pausing to examine a few of the key ideas in his popular-audience 

texts. In keeping with the framework posited in the discussion of ahistorical tendencies of 

contemporary media discourse, Schank pushed a working definition of intelligence which 

blurred the carbon/silicon-based distinction, defining intelligence as appropriate access to and 

presentation of memories or stories in an interactive/social setting.  Fair: the definition 417

 Kurzweil (1992), p. 322.414
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 Ibid.416
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applies to subjectivity as much, if not more than behavior, which is all one can program for. 

People need their stories. If I don’t access the appropriate memories/stories when I wake up 

tomorrow morning, I won’t know how to behave at all, much less have breakfast with my 

girlfriend, work out, shower, go to my desk and try to write my doctoral thesis. I won’t be 

me, in other words. At least as far as the person I perceive myself to be today is concerned. It 

doesn’t make much sense to suppose that whether that person is “me” matter much to that 

person waking up in my bed tomorrow morning. If that person is a “person” in any 

meaningful way to begin with.  (Digressive though it might be, teasing out the metaphysics 418

within military-financed AI research further contextualizes and makes apparent the 

pervasieveness of the metaphysical problem which is at the heart of this thesis.) 

 Schank’s stated goal creating machines that “have interesting stories to tell” and can 

tell them at the right time. This, Schank says, is “an aspect of intelligence often ignored by 

computer professionals and intelligence assessors”.  Whatever the latter means, it seems the 419

initiative remained ignored. At the time, however, Schank was at Northwestern University, 

where he founded the Institute for Learning Sciences. Schank, in the introduction to his 1990 

Tell Me a Story: A New Look at Real and Artificial Memory, acknowledges that the Institute 

is funded by DARPA and various Navy and Air Force offices, as well as the Institute’s goal 

being “to learn more about minds so that we can build machines that can help educate 

minds.”  This is a recurring theme in Schank’s work,  and provides context for the 420 421

cultural anxiety around the computerization of the classroom in university, voiced by Neil 

Postman among others.  The rhetoric of those anxieties was arguably subdued, given that 422

what Schank was proposing in effect was the institutionalization of deference to military-

funded artificial intelligence; whatever the most significant factor in the normalization of AI 

may be notwithstanding, this indicates a clear shift in the 1980s away from the 

aforementioned paranoia and distrust of authority which defined the American 1970s. (And 

towards a deference to digital media; this is the subject of Chapter Five, “Authority and 

Inferiority”.) 
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 Earlier, Schank had proposed his theory of “scripts”, the implications of which follow 

a similar trajectory as above. Schank advocated for refocusing AI research away from 

winning games of chess, for example, and towards the mental processes involved in the 

relentless procession of banalities comprising human experience. Call it the paradox of 

intelligence: it’s noted repeatedly through the history of AI that the more complex functions 

of human intelligence, such as playing chess, are actually rather less difficult to replicate in 

machine intelligence than the most simple of processes humans acquire after birth: language 

acquisition, motor skills, pattern recognition. No one “teaches” infants these things, not in the 

same way on might several years later teach a child to play chess.  Likewise, Schank 423

contends that much of our thought as we develop into and throughout our adult lives is nigh-

automatic, and in practice requires very little contemplation. You go into a restaurant and you 

interact with the hostess and waitress, you order, you pay, you leave. One does not think of 

oneself as an actor performing within narrow predetermined discursive parameters, but much 

deviance from the prescribed “script” of such an experience and things quickly become 

uncomfortable. 

Thinking in most contexts means finding the right script to use, rather than generating 
new ideas and questions .. Obviously, we can understand some novel experiences 
even if no script seems to apply. We do this by seeing new experiences in terms of old 
experiences.  424

Unstated: this same reductionist process allows us to reduce complexity and have “ideas” 

about things; this process itself is what allows for Schank’s theory of “scripts” in the first 

place—it allows him to discuss thinking as being a matter of “accessing the right script.” It 

allows him to open a 1984 pop-science text as follows: 

The intention [of this book] is to understand how human memory works, why it works 
the way it does, and what the implications are for those of us who are attempting to 
understand what thinking is about. Its main assertion is that, while thinking is 
certainly a complex activity, it may not be quite as complex as many believe. There 
are some essentially quite simple mechanisms that underlie an important part of the 
process of thinking.  425
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The script Schank is accessing (and advancing) here is the popular cultural script wherein 

thinking has become essentially an “activity”, which comprises a certain number of 

“mechanisms”. The mind becomes a program, which can be reduced to a lower levels of a 

hierarchy (memory) to explain the higher levels (creative thought). 

 Thus Schank can compare receiving sensory information about one’s environment to 

receiving a “screen full of information in a computer”.  Script accessed: Man is a computer 426

and what mind does is decode information and find the right output (script). It’s similar to 

Michael Gazzaniga’s selectionism, popularized in his 1992 Nature’s Mind—the idea that 

everything which can be known or learned by the individual is already in the individual’s 

neurophysiology at birth—and is in keeping with the AI/neuroscientific rhetoric of the time, 

in that it both diminishes human agency and furthers a materialist ideology. Man is computer 

and perception is data streams. The human body is a neural network, a cybernetic input-

output feedback loop. 

 It should be stated that this brief analysis of Schank is to cast Schank as exemplary 

rather than focal. Seldom does an individual, no matter his or her stature as a researcher or 

popularizer, provoke the magnitude of cultural current with which this thesis is concerned. A 

detailed history of the relationship between the military and AI popularizers is beyond the 

purview of this dissertation, but the crux here is that the Reagan administration wanted 

fighter planes which can fly themselves, wanted machines that could make combat decisions, 

strategize—and that one consequence of this ambition was funding researchers such as 

Schank, who was (and remains) an unquestionably legitimate authority in his field, and 

whose use of rhetoric in his popularizations of AI advances the essence of DCF-IST: the 

reducibility of the subject to data streams, cybernetic processes. 

It is also worth noting that the AI sub-discipline of neural networking made several 

breakthroughs (regarding dual-use, by the early 1990s its investors included airport security, 

finance, and self-parking trucks)  and re-emerged in the 1980s as a viable method after 427

languishing for a decade-plus after Minksy and Papert’s Perceptrons all but halted funding 

for neural networking research.  This revitalization was also at least partly a result of 428
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military funding. By the mid-1980s, computer scientists and brain scientists, working in 

tandem, concurred that the mind/computer paradigm was not working as well as hoped 

Computers are linear and sequential: they flip one switch, then another switch, and so on ad 

infinitum—incredibly fast, but without any parallel function, which as it emerged seemed to 

be the nature of conscious brain function. This is the origin, then, of connectionism, the 

development of distributed computer “memory” or “thought”. The goal of neural network 

connectionism is to develop computer systems which function as the human brain does—

instantiating many processes simultaneously and ceaselessly, with each of these simultaneous 

functions modifying each other constantly, constantly error-correcting from any number of 

directions.  429

Sounds great to the Commander-in-Chief, to the military brass, to industrial and 

consumer interests. Information theory and cybernetics, born of war, continue to find as their 

great allies those who would see their enemies annihilated by the weapon wielded by no-one. 

A decade later, Richard Powers publishes a novel remediating the process of 

developing a neural network from the point of view of a neural network.  

A few words might be said about the transition from the Reagan era to the final years of the 

millennium. The 1990s were not only the decade of the brain, but the decade wherein Internet 

access entered everyday life and the popular culture. In 1991, the New York Times ran an 

article recommending books about computers and the internet for the business professional. 

Peter H. Lewis says despite having its origins in science-fiction, “it is a mistake to conclude 

that [cyberspace] has no significance in the business world” . (In the same breath, he refers 430

to cyberspace as “the ephemeral otherworld”. ) Lewis and the literature he recommends 431

stress that the reader must hasten to become computer-literate, or else go the way of the 

dinosaur. And you’ll only have yourself to blame. 

 Relevant here is that, in addition to the science-fiction ideas presently analyzed being 

taken seriously in major publications like the New York Times, there was a strong cultural 

sense that one must become fixated with this technology, one must learn to use it, it is the 
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future, you will be left behind. And thus we found ourselves simultaneously on the screen and 

in our chairs, “in two spaces at once,” diffuse more than ever. Chapter Six of this thesis will 

cover what I refer to as the “hype machine” in greater detail. For now it is suffice to say that 

what Lewis is doing is reifying the relevant technologies’ cultural meaning; it is a report 

reiterating the claims of tech PR. Furthermore, it is aimed at business owners, executives, 

CEOs, so its influence may be understood to be, as per the New York Times  distribution and 

influence, global. 

 This in constituent with two general trends of the post-Reagan years: the ostensible 

transition in tech funding towards the private sector, and a popular rapture around digital 

media and the Internet. First, whereas “dual-use” technologies more often refer to those 

developed primarily for commercial purposes with the potential for military application 

secondary, the Reagan administration, despite pushing deregulation night and day, took as 

imperative the reverse route, and funded projects whose intended applications were primarily 

military with commercial application secondary; the Bush administration saw this process 

begin to revert. Second, and following from this point, in 1995 it was announced the National 

Science Foundation announce would no longer provide the funding and infrastructure for 

Internet access, as it had since 1986; a gradual defunding would commence, with the 

transition to full privitization (excepting network access points, which the National Science 

Foundation would maintain indefinitely) scheduled to terminate by the fiscal year 1998. 

Forecasted in 1995: a bottleneck over bandwidth speed and pricing upon privatization. Until 

1995, Internet access had been rather inexpensive, subsidized as it was by the government, 

and the rhetoric around it could hardly be more magical; the Technology Review coverage 

notes: 

the phenomenal population boom [in number of Internet users] began in the late 
1980s. … the oddity is that nobody seems to be paying for all the informational 
goodies that can pour into our computers like water from a broken pipe. You might 
pay a few dollars a month for the privilege of being connected, but once you slide past 
the electronic turnstile, it’s an all-you-can-consume buffet of bits … [Among other 
communications potential] [w]ant to mail a fund-raising appeal to 10,000 people? The 
Internet converts this froma  $3,200 postal endeavor into one’s that’s more or less on 
the house. Internet users seem to have found a kind of surreal restaurant where they 
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can order a bottomless cup of coffee or a lobster dinner for 100 friends and no one 
ever presents an itemized bill.  432

Public use of the internet was still a fairly recent development, formerly being restricted to 

the workplace and the university. Culturally, it mattered not that reaching to reach the same 

level of communications potential through private resources is forecasted to be rather 

expensive. The public was mesmerized. Hysterical hyperbole abounded. “Information 

highway” is the least of it. This all while point-and-click is a development still worth 

commenting upon.  433

Meanwhile, George H.W. Bush had continued Ronad Reagan’s approach to federal 

spending. The man who was Vice President to Reagan was not keen on approving 

government funding. Bush’s stated position was that government-funded developments 

unfolded too slowly; withholding such funding would force the market to pick up the pace, 

hastening development by way of profit incentive.  Between WWII and Bush’s presidency, 434

R&D funding had been nearly unlimited. Things then began to slow down: no more Cold 

War pretense; neoliberalism. Funds plateaued or decreased. At the same time, the U.S. was 

lagging in science and math education. A “shortfall of technical talent”  was forecasted. 435

Bush announces that he wants the U.S. to be number one in both by the year 2000. Critics of 

the administration are unimpressed.  As the leader of the nation, Bush’s projection of the 436

cultural value of science and technology research can set the tone from top down. This 

valuation, however, is unclear, contradictory.  For one, the tap for R&D had been turned 437

way down, and technological development in the U.S. was lagging. Conversely, it was 

reported, Bush increased investment in several areas, including the Human Genome Project, 

and signed into effect the policy to develop an infrastructure for the Internet.  He also 438

declared the 1990s to be the “decade of the brain”,  and launched the science-fiction 439

spectacle the Middle East experienced between late 1990 and early 1991. 
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1992 was an election year. “Perhaps for the first time in a presidential election,” read 

the opening line of a contemporary Technology Review article, ““technology policy” is a 

major theme in both campaigns”.  A widespread desire for government to get involved in 440

technological development is reported . The end of the Cold War and the collapse of the 

Soviet Union had created something of a vacuum regarding the discourse of technology in 

the U.S.  All candidates involved in the 1992 election made their careers in a time when 441

“national security” had been the rallying cry from whence technological funding. A paradigm 

shift seemed inevitable. “[Even] a conservative like Edward Hudgins, director of economic 

policy at the Heritage Foundation, sees the opening for a new discourse about technology and 

“the ethical question”.”  Not yet; national defense and the economy remain the priority. So 442

what now? 

Clinton and Gore were more responsive to the cultural valuation of technology. Their 

campaign proposed redirecting the money Bush used toward Star Wars and instead putting it 

towards developing computer and biotechnologies; adjusting the DARPA budget to be more 

focused on civilian or dual-use technologies; creating a DARPA-adjacent agency specifically 

for funding technologies with civilian application; and moving government-funded 

technologies out of the labs and into the consumer marketplace.  443

This is all fine. The point to stress is that a cultural shift had taken place. The counter-

culture of the American 1960s had been technophobic,  the paranoia and malaise of the 444

American 1970s likewise. But by the 1990s one finds a public eager for the government to 

become involved in developing and promoting new technologies. This point, however, 

requires qualification. For the most part, neither duly-elected officials nor the voting public 

understand technology, but the former have to act on the will of a public likewise in the dark. 

This sense of a cultural incoherence as relates media discourse, and DCF-IST, will be 

examined in greater detail in the following chapter. For now, it will suffice to discuss 

WarGames controversey. 
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WarGames is a 1983 film about a teenaged ne’er-do-well who hacks into the U.S. 

military’s computer network and nearly instigates a nuclear showdown. The film shocked 

civilian and elected official alike, neither of whom were yet familiar with the Internet or 

digital communications. Many is nervous. News outlets hounded government officials: this 

can’t happen in real life, can it? Schulte notes that all “three major [American] television 

networks aired a flurry of television reports using WarGames as a frame for understanding 

the perils of new technology.”  The modem becomes the nuke of the 1980s.  445

WarGames is the rare example of work of fiction prompts direct and immediate 

response from the U.S. government. As it turns out, we really don’t understand how our 

technologies work, what is possible and what is not. Technological fantasies, paranoias, 

nightmares may flourish from such a lack of clarity. It became imperative for both Congress 

and the military brass to discover and clarigy exactly how much of the proposed threat was 

real and how much belonged to the realm of adolescent fantasy. Congress called hearings, 

wherein they played the film on both House and Senate floors. The message: we can’t let this 

happen in real life, we can’t let people even think it could happen in real life. The theatrical 

release date for WarGames: 3 June 1983. Before the calendar year was out, Congress had 

passed the Counterfeit Access Device and Computer Fraud and Abuse Act in response.  446

Not that this clarified anything. The cultural role of the computer and the computer 

user lacked a coherent narrative. A vacuum became evident in the subsequent years, wherein 

“hackers, policy makers, journalists, and computer corporations [vied] to determine the 

narrator or the expert on internet technology.”  The attendant history of attempts to regulate 447

the relevant technologies is beyond the purview of this discussion, but it was noted a decade 

later in 1995,  and is all too apparent today, that governmental initiatives to regulate Silicon 448

Valley have been very much ineffectual.  

Silicon Valley meanwhile became the nexus for our science-fictional present. The 

U.S. 1990s saw the Speaker of the House taking Alvin and Heidi Toffler as advisors and 

writing for Wired,  the President getting spooked by a science-fiction novel (The Cobra 449
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Event by Richard Preston) and deciding to increase spending on defense against bio-

terrorism,  and it gets weirder. In 1997, the reported cultural anxiety around cloning (Dolly 450

the Sheep was 1996) prompts Clinton to announce he is going to delegate the relevant parties 

to look into the issue. Washington Post coverage present a weird angle, followed by a 

predictable one: 

The cloning story is precisely at that slippery stage when facts are rare, knowledge 
flimsy and speculation rampant. It was clear that many people yesterday were still 
stuck on the idea that if you cloned yourself you could then start your life over and 
maybe get it right this time. There was confusion about the nature of identity, 
eprsonality, individuality. … [Perhaps eventually] you could transplant the entire 
brain, or even just a digital readout of your memory and personality, into a completely 
new organism.  451

The takeaway: incoherent popular narratives around cloning, which in turn reinforce 

dilemmas of disembodiment, duplication, remediation into popular cultural mythologies—

this “flimsy knowledge”, these emergent mythologies are indeed influencing public policy. 

 The same article proceeds describe the state of the discourse around cloning, turning 

whimsically, asking the reader to contemplate the implications of a new Beatles, a new Elvis, 

a cloned death-row convict, a cloned president who has served to his term limit. This silliness 

belies a profound cultural shift: our technologies have advanced so rapidly, and on such a 

massive scale, that the possibilities we are forced to consider almost necessarily seem 

ridiculous or comical. 

 How is one to respond “seriously” to such? Modern technoscience so exceeds the 

limits of existing epistimologies and ethical systems as to render them insufficient or 

irrelevant. Neither Aristotle nor Kant foresaw this future. The Modernists tried to find new 

ways to express the trauma of the intense, sudden breaks with the past. In the late-20th 

century, “serious” thought may be insufficient, to say nothing of innovation. Thought-

experiment, as a stance and a method, may be the only way forward—science-fiction or 

postmodern fiction, with its technological fascinations, maybe the only way of representing 

or understanding the present, past, and future. 
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Chapter 4: Incoherence as Precondition for DCF-IST 

Since the early 1980s, DCF-IST (disembodied-cogito fantasy and information-substrate 

theory) has transitioned from science-fiction to a research goal consequent of a shift in the 

discourse, rather than empirical discoveries. This shift has been, in turn, advanced by a 

deluge of academic and popular texts which do not produce a coherent perspective on the 

nature of mind-body such that the discourse might decisively reject DCF-IST. Many texts 

proclaim its imminence. While there were many individual and collective expert rejections of 

such fantasies, there were also many which overtly or covertly (many times surely 

unknowingly) aligned with and advanced the same. There was also science-fiction itself, 

which withdrew its sights from the far-future of the space opera to the near-future of 

cyberpunk. The metaphysics of these science-fictions, often the metaphysics of DCF-IST,  452

became that much easier to forget the mythical status of, and, as they are perceived as cultural 

“truths,” the problems of those metaphysics become embedded in the relevant discourses. 

 It should be stated at the outset of this chapter that I am not confused about the 

scientific process. There are scientists and engineers in numerous fields whose work 

approach fundamentally similar questions, and so of course the approaches for which they 

advocate differ. Neuroscience, which this thesis is primarily concerned with, is but one 

example: in neuroscience, it is agreed that the human brain has a stronger relationship with 

the phenomenon of consciousness than does any other single part of human anatomy; in 

biology, everyone pretty much agrees that Darwin, despite some oversights he could not have 

known about, was on the right track about evolution; in theoretical physics, pretty much 

everyone has come around to the idea of the Big Bang and an expanding universe; in 

computer science, pretty much everyone agrees that computers can be programmed to 

produce increasingly-convincing simulations of human behavior. That there are intense 

disagreements within and between these disciplines  is par for the course, and my drawing 453

attention to this dissonance is not meant in any way to diminish or dismiss anything; dissent 

and argument within the scientific process is the scientific process. Rather, what I do contend 

 Key examples, respectively: Gibson’s Neuromancer, wherein the protagonist is disembodied and 452

remediated within a computer, and eventually a digital copy is produced therein which exists separate 
from him; Bear’s Blood Music, wherein all of reality becomes replaced by information, literally.

 A good source for all this is John Brockman’s The Third Culture: Beyond the Scientific Revolution. 453

New York: Touchstone (1995).
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is that the conflicts within and between the relevant disciplines, conveyed as they are in 

popular outlets, produces a cultural confusion which further contextualizes the history of 

DCF-IST; DCF-IST as a research goal and cultural “truth” or myth may be understood 

consequent of disciplinary and discursive disssonances which do not legitimate a decisive 

rejection of those fantasies. 

The following chapter will address this cultural confusion, address the popular role of 

neuroscience and consciousness studies, the materialist/dualist debate, digital media and 

computer science, before proceeding to address AI, which is, in lieu of a coherent narrative 

around consciousness and computers (respectively and collectively), perceived as a symbol 

of authority to which humans are subject. This in turn will be demonstrated to be relevant to 

the development of the discourse which precedes and perpetuates DCF-IST. 

Pop-Science and Consciousness Studies 

In 1959, C.P. Snow gave his famous leture on the “two cultures” debate regarding a perceived 

divide between the sciences and humanities. Reflecting on the lecture in 1963, he observed: 

It is dangerous to have two cultures which can’t or don’t communicate. In a time 
when science is determining much of our destiny, that is whether we live or die, it is 
dangerous in the most practical terms. Scientists can give bad advice, and decision-
makers can’t know whether it is good or bad. On the other hand, scientists in a 
divided culture provide a knowledge of some potentialities which is theirs alone. All 
this makes the political process more complex, and in some ways more dangerous, 
than we should be prepared to tolerate for long, either for the purposes of avoiding 
disasters, or for fulfilling … a definable social hope.  454

A vacuum was apparent—an absence of scientists who could engage with culture, and of 

artists and humanist scholars who could engage with the sciences—and the 1980s saw the 

appearance of a new class of supposed Renaissance men, eager to step into and fulfill this 

role. These tended not to be artists or humanist scholars but rather computer scientists, 

 C.P. Snow. The Two Cultures: and A Second Look. New York: Cambridge University Press (1964), 454

p. 90.
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biologists, and neuroscientists.  If one could engage both science and culture, if one 455

possessed technical knowledge and could communicate it within Humanistic epistemologies, 

a windfall of press and funding would follow. 

 A survey of the relevant literature reveals many forking paths. There is nothing even 

approaching a consensus of direction for the sciences of digital media or neurophysiology. 

This was hardly a hindrance to those publishing in academia or in the popular marketplace. 

There was a consensus where the bottom line was concerned: throw money at everything, via 

research funding  and via book deals.  For John Brockman, whose work as a literary agent 456 457

played a significant role in the pop-science boom,  that boom represented the emergence of 458

a “third culture” which did not close the divide Snow described, but rather meant the science 

popularizer assuming the cultural role of the elite public “intellectual” formerly held by 

humanistic scholars, philosophers, artists.  Brockman described the absence of a “canon or 459

accredited list of acceptable ideas”  within this landscape as a strength of this “third 460

culture” for which he is largely responsible. Everyone can have their say, Brockamn suggests, 

and this is a desirable state of affairs. 

 This is a rhetorical strategy: Brockamn calls incoherence a strength, vacuity a 

superlative. While no centralized authority or consensus emerged in any of the matters 

relevant to this thesis in the popular-science of the 1980s-1990s, it was not for a lack of 

trying. Interdisciplinary convergences were noted throughout those decades,  but a lack of 461

hostility should not be misunderstood: if one is working in neural networking, that is where 

 Two points should be made. First, regarding SF, which does indeed tell us something about 455

science and technology, it is important that the most influential science-fiction of the late-20th century 
was a novel about computers written by a young man who could not use and continued to not use 
computers, as has been widely noted. Second, the role of the public intellectual was not exclusive to 
those with science and engineering backgrounds, but rather, the public intellectual role which 
assimilated both science and culture was occupied not by Edward Said but by Ray Kurzweil or Marvin 
Minsky.
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one’s efforts toward securing funding will be directed; the same is true if one is working in 

cognitive science, neurobiology, and so on. It’s a game which is played out partly in cultural 

discourse, and the incoherence is an essential part of it, insofar as that if everyone agreed on 

any particular approach to neuroscience or computer science, there would be less grant 

money and less publishing deals to go around. This is a contradiction, but so it goes: few 

individual working scientists or engineers have direct influence on governmental or private 

funding decisions. Our “commonsense” understandings of ourselves and the world are indeed 

permeated by scientific knowledge: an incoherent “common sense” (which may align 

unknowingly with DCF-IST) is collateral damage. Furthermore, I would submit that a 

consensus on the state of the art (especially regarding neuroscience, which seems to bear 

more directly on questions of identity than other fields of scientific or philosophical inquiry) 

is a prerequisite for a consensus on the metaphysics of that state of the art; thus Gretchen 

Weintraub’s (of Perry’s Dialogue) concern regarding her ontological status (if today the 

consensus is that the transfer of brain between bodies amounts to a brain-transfer, but 

tomorrow the consensus is that this process amounts to a body-transfer, the subject whose 

brain is to be transferred cannot be certain he or she will persevere beyond that procedure) 

will likely remain a nonstarter—disconcerting, given that the possibility of physical or digital 

transfer of the subject (brain transplant; digital “downloading” of subject) appears to draw 

ever more near. 

In 1991, Daniel Dennett publishes Consciousness Explained to critical acclaim and 

commercial success. George Johnson calls it “the best example I’ve seen of a science book 

aimed at both professional and general readers”.  The book’s title is a tall order, sure. An 462

article in Technology Review from the same year, discussing developments in the emerging 

discipline of artificial life, asks if a particular program is “conscious”: “It all depends on what 

you mean by conscious. The American Heritage Dictionary defined “thinking” in terms of 

thought, and “thought” in terms of thinking: it defines “consciousness” in terms of awareness, 

and “awareness” in terms of consciousness. These circular definitions suggest that nobody 

knows what thinking is or what consciousness is.”  Consciousness is far from a closed case463

 George Johnson. “What Really Goes On in There” in New York Times (10/11/1991).462
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—but what matters here is that Daniel Dennett, Ivy League philosopher, can explain 

consciousness to the reader; of course he cannot follow through on the premise of the title, 

but what is important here are what we might consider the “idle” points of cultural diffusion: 

you might see or even read a book review of Consciousness Explained, you might see 

Dennett interviewed on television, see the book featured at your local bookseller—what 

matters is the title itself, which one apprehends without further contemplation: in this case, 

thatconsciousness can now, in 1991, be “explained”. 

Dissonance: a 1997 New York Times article on the interdisciplinary boom in 

consciousness studies characterized it as at a fever pitch, with arguments becoming 

contentious if not outright hostile “not only over answers to questions, [but] over what the 

questions should be, and what the terms of discussion mean.”  Dennett might move a lot of 464

copies proselytizing for the idea that “riding on top of the neural machinery—the hardware of 

the brain—is a program that simulates a serial computer, creating a step-by-step narrative 

from the tumult unfolding in the world and in the head”;  Nobel Laurate physicist Roger 465

Penrose, on the other hand, was releasing bestsellers of his own around the same time which 

dismiss prima facie arguments “that consciousness can be explained by thinking of the brain 

as a kind of computer.”  The latter was the course that was to be followed, however. 466

Dennett was something of a mouthpiece for the neuro-digital zeitgeist, and one need not fault 

Dennett as arrogant for trying to cut the queue with titles like Consciousness Explained. No 

one knew where it began, or, truthfully, where it was headed.  

Some contemporaries did acknowledge that this vacuum of consensus, and surplus of 

method, might preclude knowledge of how close any one theory is to the “truth” of the 

matter. Gazzaniga, as virulent a scientific idealogue as this era produced, interviewed in the 

New York Times “said the most outrageous ideas were now reasonably discussed … and 

suggested, “The reason they can get away with it is that nobody has a clue.”  Nobel Laurate 467

molecular biologist Francis Crick went on record in response to this trend, urging news 

outlets to sober the tone of their coverage of the state of consciousness studies. The 

philosophical problems therein, Crick argued, were impenetrable by scientific method; 
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furthermore, because many of the various contemporary projects were without clearly-

established methodologies and research goals, inspired as they were by philosophical or 

interdisciplinary abstraction, research funding was being diverted away from experiments 

which might reasonably be expected to produce real results.  468

This indictment by extension included the parade of popular texts being published on 

consciousness studies. Popular prestige, and thus grant money, may be diverted to one’s own 

endeavors by means of such a publication. One goes on television, works up some hype. 

These are debates, then, which take place not just in the ivory tower and not just in pop-

science books aimed at the moderately educated and curious but also in the major daily 

newspapers and news stations. This point requires qualification. What the “average” citizen 

hears or absorbs of these debates may be negligible; however, a shift in the cultural discourse 

of self, of consciousness and the brain, and of digital media nonetheless has occurred, and it 

will suffice to state that  while debates surrounding these subjects were indeed insular, they 

were not exclusive to the academy. There were numerous points of contact to diffuse into the 

cultural imagination and cultural production. 

Philosophical Considerations 

Again, these points of contact did not add up to a coherent message. Some paradigms simply 

became more dominant than others: the speculative explanations of Dennett, the 

Churchlands, Minsky, rather than the non-answer of Roger Penrose, who argued that a 

breakthrough in known physics is prerequisite to a reductionist explanation of 

consciousness.  Here we might consider a few points relating specifically to philosophical 469

considerations, which is certainly justified given that philosophers such as the Churchlands 

and Dennett were as inextricable from the neuro-digital discourse of the 1980s-1990s as any 

of those popularizers whose formal training was in STEM.  

The question is Cartesian: if the brain is a computer, and the “all-or-none character of 

the discharge of neurons is precisely analogous to the single choice made in determining the 

digit on a binary scale”,  from whence subjectivity? Descartes’ legacy itself indicates a 470

cultural confusion. Minsky’s proclamation, that the “[Cartesian Theater] is an absurd idea, 
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because it doesn’t explain anything. Then why is it so popular? Answer: precisely because it 

doesn’t explain anything!”,  would be incomprehensible otherwise; that such statements 471

were still legible at the end of the millennium, however, indicates their overall failure to 

overturn the Cartesian view of Self. A tension exists within cultural discourse between 

dualist/materialist perspectives, because while it may be increasingly acceptable to simply 

dismiss the cogency of an idea like the Cartesian cogito, the neurosciences do not amount to a 

single, coherent, or conclusive discourse which might replace it. There are myriad positions 

which hold sway over research goals and methodologies, and each team wants to be the one 

holding the score card, but is is not clear that everyone is even playing the same game. 

Neuroscientific knowledge informs a great deal of our everyday, commonsense knowledge 

about ourselves; it is not surprising then, that given the lack of a coherence within the 

discourses of neuroscience itself, that we find ourselves in a confused position. On the one 

hand, we are able to accept the idea that there is no immaterial soul, as proposed by Descartes

—yet at the same time, Western intellectual history predisposes us towards thinking in 

dualistic terms.  The popularity of rhetoric characterized by fantasies of computer-472

facilitated disembodiment iterates this tendency. It is a way of searching for a new narrative 

by which one can believe in the irreducibility of one’s mind at the expense of one’s body. 

The impulse towards such fantasies, and the willingness to believe their realization is 

feasible, should not be understood simply as habitual. What I would suggest is that this 

perception of such fantasies is the product of an imbalance between the strength of our 

tendency towards dualisms and the strengths of neuroscience, which despite influencing our 

“commonsense” perceptions also lacks a coherent discourse, or a sufficiently convicing 

incoherent discourse to replace the Cartesian legacy. Which is to say: neuronal firing as the 

answer for subjectivity solves for everything and also nothing, the same as if the answer had 

appealed to the Cartesian cogito, which has several hundred years of cultural diffusion behind 

it, and is a contingency of millenia of intellectual history itself. Again, self-evidence also 

bears upon such considerations: beyond the absence of a conclusive or consensual 

perspective on the mind-body problem, I maintain that neuroscientific knowledge—the 

endless streams of data which are analogized and simplified to varying degrees in popular-

 Quoted in Brockman (1996), p. 157.471
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science and news coverage—is inscrutable to non-specialists and thus essentially 

incompatible with the emotional basis by which a scientific idea may begin in earnest to 

restructure the narratives which underlie our commonsense understandings of ourselves and 

our place in the world. It may be true that one need not understand astrophysics for the shift 

in the popular psyche regarding humanity’s place in the universe, or biology to understand 

the cultural consequences of Darwinian evolution, and so on, but this principle does not hold 

true when the theoretical data concerns the self-evident nature of consciousness. This is a 

fundamentally different objet inquiry. There is a dissonance, between the data and the cultural 

consequence regarding neuroscience, in a way which scientific discoveries not pertaining to 

subjectivity does not evince. It seems that what matters culturally is intuition, how we “feel” 

about what we “are” 

This proposition is corroborated by other developments. Theoretical physicist and 

science-popularizer Paul Davies, writing in 1983, sought to accommodate Descartes within 

contemporary theoretical physics. Davies notes that the immaterial soul is necessary to 

Descartes because “we do not see minds or detect their physical presence in any direct way, 

nor are they revealed during brain surgery.”  Goofy though stated thus, this actually restores 473

Descartes a bit. But Descartes had reduced the physical plane of time-space to a geographic 

grid subject to mathematics, devoid of any self-evident meaning. It makes a certain sense, 

then, that the self-evidence of subjectivity could not be brought to bear under the aegis of 

such mathematics, and as such does not have extension in space. One’s soul or mind was not 

going to spill onto the operating table, and yet its ontological status could not be doubted. 

Davies sees the possibility for reconciling this divergence—“souls” may perhaps be restored 

their ontological validity, as it is possible that they are in fact immaterial vis-a-vis space-time, 

located rather in a higher dimension and thus imperceivable to our nervous systems and 

psychologies: 

[Some] physicists now think of space and time as derived, rather than primitive 
concepts. They believe that spacetime is built up out of subunits (not places or 
moments, but abstract entities) that would also embody quantum features. It could 
then be that the physical universe extends beyond (in a figurative sense) what we 
ordinarily call spacetime; that only a fraction of these subunits have come together in 
an organized way to produce spacetime, leaving ‘elsewhere’ a sort of ocean of 
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disconnected bits. Could this ocean be the realm of the soul? If so, the soul would not 
occupy a place, because the subunits would not be assembled into places, so concepts 
like extension or orientation would be meaningless. Indeed, even topological concepts 
such as inside, outside, between, connected and disconnected, might be undefined. I 
leave the question open.  474

Cartesian dualism is still legible, then, within a scientific worldview, beyond the 

realm of intuition where its real strength lies. I refrain from saying “theoretically possible,” 

because Davies’ proposition may not be “theoretical” in the sense that it proposes a 

hypothesis which cannot as of yet be tested. Intuition may still be the battleground of this 

debate. Neurologist Jonathan Winson, writing around the same time, noted that there were 

Nobel Laurates on either side of the materialist/dualist divide regarding the source of 

consciousness, and concluded that “[given that] there is virtually no evidence either way, 

one’s opinion on this subject is a matter of faith”.  Taken at the macro view, the 475

incoherences discussed, the suspended disbelief in the face of competing scientific and 

spiritual epistemologies, can produce a slippage into new beliefs altogether, such as the 

feasibility of something like DCF-IST. Wertheim notes that because the materialist 

presumptions of mainstream science cannot accommodate the subject (what Davies and 

Penrose were proposing vis-a-vis quantum physics might be considered fringe, despite 

coming from two major figures), “many people are now turning away from science”,  only 476

to be led right back by the wooden horse of transhumanist rhetoric. (Though this thesis does 

not refer much to transhumanism explicitly, what is refered to as DCF-IST could very well be 

assimilated under the umbrella term of transhumanism.) Transhumanism promises salvation, 

and is able to accommodate both subjectivity and the scientific-materialist worldview; it is 

science posing as spirituality, or spirituality posing as science, depending on one’s 

perspective. 

Consider another statement by Minsky, in whose work disciplinary lines are crossed 

freely and as such sometimes evince category errors relevant here: 

A common concept of the soul is that the essence of a self lies in some spark of 
invisible light, a thing that cowers out of body, out of mind, and out of sight. But what 
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might such a symbol mean? It carries a sense of anti-self respect: that there is no 
significance in anyone’s accomplishments.  477

The soul is not a “symbol,” but it is to Minsky’s credit that he is willing to tease out the 

difficulty of considering agency with regard to materialist concepts of subjectivity. In the 

former paradigm, agency is an illusion, and because there is no way to observe the “soul” by 

way of scientific method, it appears to make a certain sense to say that one cannot exercise 

control over one’s soul, or change one’s soul. An old problem, to be solved in service of the 

new science of artificial intelligence. Minksy’s formulation is misguided: any statement about 

that which a priori non-observable is necessarily meaningless; such a statement presumes 

knowledge about the future of scientific endeavor, namely that evidence for a mind-body 

dualism will not be found.  478

Further, Minsky was as prolific as a public intellectual in the sciences gets, and his 

expertise in the field was superlative, so what he says matters—but he does not confront the 

mystery of mind/soul/whatever on its own terms. Is the soul perfect and the body imperfect? 

Is the soul inviolate or in a permanent state of flux? Is the word “soul” misleading, 

anachronistic, where we might well today use “mind” or “subject”? It is fair game to engage 

with such ideas, on their own terms, and to try to bring science to bear upon them. To engage 

such ideas through the lends of computer science only in order to discredit them is a cop-out, 

it is ideological. “What are those old and fierce beliefs in spritis, souls, and essences? They’re 

all insinuations that we’re helpless to improve ourselves.”  As will be discussed later in this 479

chapter, this perspective levels the criteria between the human mind and AI; consequently the 

strengths of the latter become the weaknesses of the former. For now, we may observe that 

within the writings of the fomenters of our computer revolution are issues which share 

genealogies with the concerns of this thesis; and, in keeping with the drive of this chapter, 

demonstrate an absence of conceptual clarity about the ideas which they were pushing into 

public life. 

 Another important philosophical position worth considering is the eliminative 

materialism of Paul and Patricia Churchland, which became famous in the 1980s insisting 
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that consciousness is an illusion, is “folk psychology”—that there is no mind or cogito, and 

the history of other “folk psychologies” dictates that science will, in due time, reveal this to 

be true. Language, however, tends to undermine even the most dedicated of materialist 

posturing. Our popular language developed in tandem with our philosophies, so that speaking 

of an inner life, or mind, or geist, or whatever, becomes “natural.” The subject cannot deny 

that he or she has an inner life; to do so is simply incompatible with the state of subjectivity. 

Further, to speak of an inner life necessitates an outer world, and so on: behavior observed 

implies “behavior” within; an outer implies an inner. Eliminative materialism allows none of 

this. For the Churchlands, “there is little reason to suppose that [folk psychology] is true, or 

that humans undergo beliefs, desires, and the like”.  This is the point at which rhetoric and 480

intent get blurred and frankly the rhetoric is misleading; and given that assessing rhetoric is 

all this thesis really can or should do, it becomes difficult to situateeliminative 

materialismwithin the discourse—because of course the Churchlands do not believe they do 

not hold beliefs,  because this is not Alice in Wonderland. So here I am ascribing intent. The 481

point is this: the Churchlands were as high-profile as any of the other philosophers, 

neuroscientists, computer scientists of the 1980s-1990s; a confusion between rhetoric and 

intent proceeds from EM, whose prima facie outlandish premise—an argument against the 

irreducible self-evidence of the subject, an argument that there is no such thing as the 

conscious mind with wants, desires, beliefs and so on—muddies the water even further, 

regarding what is “real” and what is not regarding the subject and personhood, and regarding 

what is and what becomes “common sense”. 

The strength ofeliminative materialismis that it proposes discarding of psychology 

and subjectivity itself in neuroscientific methodologies. This is a good idea. We can bypass  482

the problem of reducing subjective to objective, which is a category error, and develop 

experiments with greater potential for conceptual and experimental clarity than asking 
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“Where is aesthetic experience located in the brain?”  From a methodological perspective, 483

it makes perfect sense to seek to advance a militant stringency towards such matters. The 

problem is that the premise—there is no mind—is outrageous; many of those who are 

casually aware of the Churchlands—those who saw Paul or Patricia interviewed on television 

in their 80s-90s heyday, the university undergraduates who later encountereliminative 

materialismin introductory courses on metaphysics—may well take away from it that they are 

the people who say we do not have minds (and, importantly, may well forget the source of 

that idea, and forget the discrete idea itself). This was the rhetoric employed, for better or for 

worse, a further hitch in the intractable knot of the consciousness studies boom of the 

1980s-1990s. 

The problem of dissonance or incoherence is not limited to the rhetoric of EM, but 

extends to the content ofeliminative materialismas well. The contradictions reflect the larger 

trends with which this thesis is concerned. Terence Horgan and James Woodward (1985) 

note: 

Churchland's (1981) argument against the compatibility of [folk psychology] and 
neuroscience rests on three considerations. First, "[folk psychology] suffers 
explanatory failures on an epic scale". Second, "it has been stagnant for at least 
twenty-five centuries". And third, "its intentional categories stand magnificently 
alone, without any visible prospect of reduction" to neuroscience. Irreducibility is the 
main consideration, and it is allegedly reinforced by the other two points: "A 
successful reduction cannot be ruled out, in my view, but [folk psychology’s] 
explanatory impotence and long stagnation inspire little faith that its categories will 
find themselves neatly reflected in the framework of neuroscience"  484

Horgan and Woodward are apt to note that Churchland’s argument turns on the question of 

reducibility, which is to say a hierarchical rather than distributed or emergent model of 

consciousness. Churchland’s argument is not even an argument as such, as it is predicated on 

neuroscience being inherently the correct framework for understanding mind-body. (And 

again, in this respect Churchland is not even a philosopher as such, because there is no 

philosophy possible which follows from eliminative materialism’s correctness.) 

 The question is begged: might this not be the wrong framework, asking the wrong 

questions? What this negative proposition suggests is the hegemony of the brainhood 
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ideology. The irreducibility of folk psychology does not necessitate the hierarchy which 

Churchland suggests: neuroscience inherently superior to folk psychology as a means for 

explaining mind—this in turn denigrating the subject in favor of the brain, objectivity being 

superior to, rather than simply categorically different from, to the subjective state. 

 This leads us back to the stickier points of EM, in that it is simultaneously appreciable 

that this is an absurd proposition and that the intent behind the rhetoric is one which is 

potentially more useful than psychological approaches to comprehending the mind/brain. The 

present analysis is, however, that of media discourse, and given that mind becoming brain 

and brain becoming computer and vice-versa has been the vehicle by which this spectre has 

advanced, let’s take Churchland’s argument at face value. Common sense, not specialist 

knowledge, is the concern here—appearance rather than reality, contingencies rather than the 

essentialisms. 

 To return to the question of hierarchies: in assigning such, Churchland demonstrates 

the vacuousness which philosophy seems to epitomize when considered as dichotomous with 

the sciences. In assigning such hierarchies, Churchland opens himself up to the possibility 

that, in a hypothetical “correct” hierarchy, folk psychology may still be above neuroscience, 

but also still reducible to some other framework which is not yet considered in relation to FP. 

Stated otherwise,folk psychologymay indeed still be more “correct” than EM,; folk 

psychology (subjectivity) is reducible, but not within a framework of neuroscience. Horgan 

and Woodward advance this thesis: it’s as possible as not (to be more precise, this is more a 

figure of speech—it cannot be said it is as likely as not, because we can’t know that, given 

that either choice is vacuous) that there is a physics for belief, desire, et cetera—it simply has 

not yet been borne out empirically. To discard offolk psychologywholesale for this reason, 

then, may actually preclude the path to such further developments. Dismissing FP, in their 

estimation, “is rather like arguing that any sophisticated physical theory employing central 

forces must be false on the grounds that the ordinary person’s notions of pushing and pulling 

have been empirically unprogressive”.  485

 It’s something of a self-defeating logic, beyond that. We’re forced to consider two 

perspectives simultaneously, whose juxtaposition reveals that neither is quite sufficient. First, 
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the history of science, as the Churchlands repeatedly remind us,  forces us to consider the 486

strong likelihood that in a century’s time, our modern scientific paradigms will be outmoded, 

and a much more apt and informed framework (and metaphoric device, as was the computer 

today) will have replaced today’s. Second, and paradoxically, this seems to be an outcome 

both contrary to and in sync with the thesis that we are sincerely at the precipice, right now, 

at the end of the 20th century, of cracking the neurobiological “code”, and these metaphors 

(eliminative materialism is behaviorism post-digital computing) are our Rosetta stone for the 

hieroglyphics within the vault of our brains and bodies. It is “so true” that in a century’s time 

it won’t be true. It’s a millenarian perspective, it implies that yes, a singularity is near, an 

event horizon is on the horizon. This is a weird aspect ofeliminative materialismand its 

assaults on FP: while it rejects basically all other methodologies outright, it also seeks to 

place itself in the same continuity as those other methodologies, and the logic by which other 

methodologies are dismissed also dismisses eliminative materialism. The trends 

whicheliminative materialismis predicated upon means that botheliminative materialismand 

contemporary neuroscience will in time also be misguided, incorrect. 

 But, as stated repreated throughout this thesis, the sense of the precipice—the 

millenarian impulse—is just so valuable in a time of such rapid advance, vis-a-vis research 

funding.  

Incoherence Regarding Digital Media 

In 1984, Sherry Turkle made an observation which, banal though it may long be, is as true 

today: in the popular imagination, computers represent the emergence of a “new mind that is 

not yet a mind. A new object, betwixt and between, equally shrouded in superstition as well 

as science”.  This incomprehension became “common sense”: you will not understand how 487

your digital media work. A year earlier, in 1983, the New York Times reported on the 

confusion surrounding the difference between 8-bit and 16-bit technologies. Bit-capacity had 

become a selling point, advertised all over new digital technologies, but many did not 

understand what that actually meant. New York Times recommendation: listen to the expert 

simplifications; “[unless] you want to start studying electronics in earnest, you’ll probably 
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prefer simply to accept”  the findings of information theory, and simplified explanations for 488

the workings of our digitally engineered reality. Common sense: if 16 sounds better than 8, 

you’re saving money if it costs less than twice as much. The task for computer-industry PR 

was to produce “commonsense” explanations for digital media while simultaneously 

fostering a “common sense” of incomprehension: the average user of digital technologies has 

not the faintest clue how they actually work. What might be possible and what might not is 

unclear, open to speculation and the development of implausible fantasies “becoming” 

plausible. 

 In a strange turn, a write-in response to a George Johnson article (1988) in the New 

York Times provides the most succinct and cogent description of the problem of 

understanding information theory and the distorted perception of information theory present 

in the popular imagination: “Because Mr. [Claude] Shannon’s model is basically an 

engineering one, his explanation of it is unreadable to those of us who prefer prose to 

equations”.  This is it: recall Gazzaniga’s comment regarding vacuity in consciousness 489

studies in the 1980s-1990s,  recall the Macy conferences from whence cybernetics: the 490

incoherence in genesis  meant incoherence in subsequent cultural discourse; for with which 491

words might neuroscientists and digital engineers dissuade us of our mistaken ideas and also 

correct them? In lieu of such, the incoherence persists, and any fantasy might proceed if it has 

the trappings of a science which laymen cannot otherwise understand. 

 The write-in captures an essential difficulty of thinking about digital media. Popular 

epistemologies which incorporate digital media must bypass the technical level of equations, 

must provide narratives, myths—provide meaning to digital media; meaning which, contra 

McLuhan and recalling Shannon, they do not inhere. The same also if we are telling stories 

wherein, as Norbert Wiener had it, “all-or-none character of the discharge of neurons is 

precisely analogous to the single choice made in determining the digit on a binary scale”.  It 492
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is because of this epistemological dissonance we are able to tell stories wherein the meaning 

of human neurophysiology is the same as the meaning of the digital computer (hence 

Neuromancer). Alternately, see Daniel Dennett: “[On] occasion, a purely physical system can 

be so complex, and yet so organized, that we find it convenient, explanatory, pragmatically 

necessary for prediction, to treat it as if it has beliefs and desires and was rational”.  Clever: 493

which stories might be told with total absence of agency, absence of intention as in digital 

media of the stuff of materialist brain? Hardison comments that Dennett’s position “is 

persuasive because it recognizes that machine intelligence is partly a metaphor and partly a 

cultural truth”.  At a certain threshold, complex systems become such that they are only 494

able to be discussed in reductionist terms, which is to say they are made vague. And only in 

this vagueness do they gain cultural currency. And if it is within the discourse, then so it is in 

“reality”: mind is a computer; brain is locus of Self; a computer is a person; res extensa is 

essentially information; embodiment is irrelevant. 

 In one sense, that’s all fine. Problems arises when we take these cultural truths as the 

basis for empirical research, such as finding personhood or ethics or aesthetics “within” the 

physical brain.  It’s a situation not dissimilar to thinking we are our feet or our eyes or our 495

computer avatars. Then, we would be in error. But again, this is the point: the state of the art 

in digital media and neuroscience is dissonant with the state of art, of cultural narrative, 

myth. 

 Switching gears, one might productively understand digital media’s entering the 

consumer market as a contingency of the discussed incoherence, which in turn was advanced 

by the reception of those media. A Technology Review article from 1997 discusses 

information overload, a term originating in SF  which has come to characterize the 496

underside to the mesmerizing power of the personal computer. The article echoes criticicisms 

of postmodern culture generally, arguing that a “medium that captures almost everything 

conveys almost nothing” and that “we react to an overabundance of competing expert 

opinions by simply avoiding coming to conclusions”.  497

 Quoted in Hardison (1989), p. 325.493

 Hardison (1989), p. 325.494

 See Vidal and Ortega (2017).495

 Ted Mooney’s 1981 novel Easy Travel to Other Planets.496

 Shenk (1997).497
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 The zeitgeist of the 1990s was characterized by the sense that something is ending. In 

retrospect, the emergence of the internet in popular life sounded the death knell for what the 

postmodern condition had already diagnosed: the ongoing fragmentation of consensus reality, 

the dissolution of the mass audience and with it the grand narrativet; what was unforeseen but 

crucial is that marginalized or minority  groups would connect in ways previously 498

impossible,  and identity politics would consequently accelerate.  By the time of this 499 500

thesis’ composition, it does indeed seem that no two people are seeing the same movies or 

television programs, listening to the same music, reading the same books, accessing the same 

news sources. One might recall the true prophet of our media culture, Philip K Dick: at the 

end of The Three Stigmata of Palmer Eldritch, Leo Bulero contemplates the true cost of 

Chew-Z, a drug of mysterious origin which begins to plague the universe and trap its users 

within the mind of its creator (or something—the novel defies attempts at establishing an 

epistemology within its world): the death of communion, of consensus reality, of certainty of 

the world outside of one’s head being there at all; that, and being subject to a homogenizing 

presence whose status or intentions cannot be disclosed to the subject.  Reconciling one’s 501

inner life with the world outside one’s body has always been a problem. It took the 

technologies of the 20th century for this problem to manifest beyond the realm of pure 

philosophy and become an actual, everyday, “common sense” issue which affects politics on 

the ground and in the corridors of power.  Another late-1990s Tech Review writer 502

commented that going online was interesting, because one never knows who one is going to 

run into—that it’s just as likely to be your neighbor up the road as it is to be someone from 

the other side of the planet.  As it turned out: wrong. Two decades later, Barack Obama 503

comments that “One of the biggest challenges that we have to our democracy is the degree to 

which we do not share a common baseline of facts. … We are operating in completely 

 Meaning all manner of bizarre and inflammatory behaviors and perspectives.498

 Shenk (1997); Vidal and Ortega (2017).499

 See Manuel Castells. The Rise of the Network Society, The Information Age: Economy, Society 500

and Culture Vol. I. Cambridge, MA; Oxford, UK: Blackwell (1996).
 Philip K. Dick. The Three Stigmata of Palmer Eldritch. London: Gollancz (2004).501

  It was widely noted that Barack Obama was the first U.S. president to take advantage of the 502

political potential of the internet and social media. Following from Bolter and Grusin’s analysis of the 
remediative feedback loop between the Web page and television news coverage, I would likewise 
suggest that Donald Trump also took advantage of the internet and the cultural impact of “information 
overload” in an unprecedented manner. 

 Gary Chapman and Lodis Rhodes. “Nurturing Neighborhood Nets” in MIT’s Technology Review 503

Vol 100 Is 7 (1997), p. 48-54.
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different information universes”.  What going online actually revealed was just how far our 504

subjective realities diverge from those around us in the check-out line. The incoherencences 

of postmodernity accelerated from the rise of the personal computer. 

 Relevant here is an anecdote predating postmodernit and exemplifying part of the 

issues postmodern philosophy would assign cultural continuity.  In 1920, Edwin E. Slosson 505

launched Science Service, a periodical which popularized the scientific process and 

developments therein, and featured profiles on scientists themselves. Science Service was 

noted in later years as having influenced the national attitude towards scientific matters. 

Slosson was open about his propagandistic intention : Science Service glorified scientists and 

engineers, and presented a “highly selective and idealized picture of [the scientific] world”.  506

It was later noted: “Comprehensible inaccuracy usually won out over incomprehensible 

accuracy as articles described scientists’ patterns of investigation in terms so vague as to be 

meaningless.”  507

 One took science on faith. The seeds for the superficiality of popular cultural 

knowledge of science were planted. We simply are not going to understand it, so it remains 

faith. And when our epistemology shifts from divine disclosure to inquires into the nature of 

Man, and when our grasp of that knowledge is superficial at best, then reality shall be 

superficial also. The refutation or affirmation of any one fantasy or “reality” carries as much 

weight any other. The loss of depth, the sense of “anything goes” characteristic of the 

postmodern condition makes perfect sense in this context. 

 But paradoxically, the inverse of the preceding quote is also true. As noted above, the 

reduction or distortion of scientific information (non-technical usage) allows it to become 

meaningful.  The challenge for those who communicate scientific ideas is to engage 508

cultural discourse in a way which is accurate but not devoid of meaning. The parallel to 

science as faith is clear: the nature of the godhead or the essence of the substrate may be 

 My Next Guest Needs No Introduction, “Barack Obama/It’s a Whole New Ball Game Now” Netflix. 504

Directed by N/A. Los Gatos: Netflix, Inc., 2017.
 See McCaffery (1991a).505

 Roush (1991).506

 Ibid.507

  Here I avail of Rose (1995), who, discussing the difference between information and meaning vis-508

a-vis Claude Shannon’s technical formulation, described meaning as being a product-in-flux of the 
dialectic between subjectivity and data. A simpler way to put it: context.
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something which is beyond human comprehension, so one produces a Jesus Christ of 

Nazareth. 

Incomprehension and Authority 

The incoherence of the state of the art across disciplines and the cultural narrative regarding 

neurophysiology and digital media has produced a vacuum of authority which has been 

occupied by the spectre of self-organizing data streams. Before proceeding to a longer 

analysis of AI as a figure of authority, which is the topic of the next chapter, we should note 

several points regarding the confusion or incoherence of the narrative around AI should be 

noted. 

 Example: George Johnson’s 1987 report on the state of neural networking concluded: 

“The implication is that there is more than one way to design an intelligent information 

processor. While some networks might resemble the human brain, others might be instilled 

with their own, artificial intelligence.”  The meaning or content of the word “intelligence” 509

is stretched thin by such a suggestion, which pervade to discussions of AI; if intelligence can 

be achieved by that which is not biologically homo sapiens, then it either is not intelligence, 

or the meaning of “intelligence” has changed. The point is that a consequent conceptual 

confusion, within research and within popular culture, is understandable: it is unclear what 

we are actually talking about, and yet this is taken as an appropriate frame of reference for 

research goals and methodologies. 

 On a similar note, Roger Schank notes that “[both] computer professionals and people 

who have no interest in computers at all change their positions on assessing intelligence if the 

intelligence of computers is up for discussion.”  A shift occurs in our commonsense idea of 510

intelligence and personhood when we consider the hypothetical mind-without-body. We are 

inclined toward generosity when gauging human intelligence, patrician airs notwithstanding, 

but are much more stringent approaching computer intelligence. Furthermore, we are 

generally facile regarding the problem of other minds especially compared with our 

scepticism regarding AI behavior and “intent”. 

 This contradictory reception was widespread. As was noted in the late 1980s: 

 Johnson (1987).509

 Schank (1990), p. x.510
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The concept of intelligent computers, to most computer professionals, has meant the 
creation of programs that do tasks that only very intelligent people can do. … [At the 
same time] more and more computer capabilities have been [made] available to the 
general public, capabilities that have, by and large, both impressed their users with the 
fantastic things these machines can do and served to further the impression that 
computers are, nevertheless, inherently quite stupid.  511

We might concede that both perspectives are valid in their own way. An interesting tension 

emerges. Decades later, virtual reality pioneer Jaron Lanier (2009 critqued a cultural 

tendency to denigrate ourselves to the level of our technologies, arguing that this was the 

gestalt of Silicon Valley practices during the late-20th century. An exemplary simplification 

of Lanier’s argument: if my phone is “smart”, I am stupid; fitting myself into the boxes 

(literal and metaphoric) afforded by social media causes me, in a feedback loop, to think and 

behave in ways which are self-limitng as to conform to those boxes. In a sense, Lanier 

exaggerates: no matter how much or how little value—knowingly or less-so—is assigned to 

the idea of mind-as-computer or computer-as-mind, it may be generally agreed that we do not 

believe our phones, our “Alexas” or our self-driving cars as being anywhere near as 

“intelligent” as the least intelligent user of such devices. 

It may be argued, rather, that the popular cultural discourse grants ontological status 

to kinds of intelligence which are simply different from each other. Ascendant as the 

ontological status of AI (or its inverse, mind-as-computer) may be, it must always be noted 

that it is only one of numerous perspectives valued within the cultural discourse. Each 

individual in postmodern media culture harbors some position on these discourses, be it a 

self-identified total embrace or total denial of the likeness between the human mind and AI, 

or some facile or uneasy combination of both affirmation and rejection. (Only total denial, it 

seems, shuts the door on possibilities of DCF. All the others allow at least just enough 

possibility of reduction for the digital transcendence of the body to gain currency. Those for 

whom their feelings are conflicted have the easier time with DCF—this especially if they do 

not pay close attention to the issue—as the millenarian must take on the burden of proof, 

whereas the layman may simply have it in the back of his head that, “Oh yeah, this is 

possible, just not yet….”)  

 Ibid.511
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Contradiction and dissonance characterize the contemporary discussions of AI and 

digital media. For example, in 1989, O.B. Hardison commented: “Electronic brain” is a 

metaphor of life, and let us be clear about this: it is a metaphor. It does not mean that silicon 

computers are alive.”  Sure—but it hardly mattered. By 1989, critiquing the cultural 512

currency of the “electronic brain”, phrased as such, was out of step. The silicon “brain”, the 

idea that the mind is just software running on the hardware of neurophysiology, and the idea 

that mind could emerge similarly from silicon—that had not gone away. That myth or 

metaphor still possessed considerable holding power. The entire history of digital media is 

one of proclaming of just how much better digital media are at what humans do best than are 

humans. Who could argue with phrases like “super brain” and “electronic genius”, which 

sprung forth from press coverage (1946) of UPenn’s Electronic Numerical Integrator and 

Computer (ENIAC),  when the ENIAC “was capable of accomplishing in a matter of hours 513

what would have required a year for scientists”?   514

A quarter-century later, the developers of ENIAC were sued by a contemporary 

claiming the idea was his. The judge ruled in favor of the plaintiff, declaring that the plaintiff 

invented the “automatic electronic digital computer”.  Kurzweil notes that the judge clearly 515

did not understand technology matters, as the plaintiff's device, as opposed to the ENIAC, 

was not even programmable; the distinction of winning the case was worth little.  The point 516

is that judicial systems are at best ineffectual regarding questions of technology; thus out of a 

vacuum of comprehension by civiliams, lawmen, and governmental officials, combined with 

disciplinary isolation or interdisciplinary misunderstanding, a new authority has emerged, 

one which literally transcends humanity. 

 Hardison (1989), p. 289.512

 Kurzweil (1990), p 183513

 Ibid.514

 Ibid.515

 Ibid.516
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Chapter 5: Empathy and Inferiority 

Resistance, resentment, conformity, and aspirations to become like the computer 

characterized responses to the development of the computer or AI as a figure of authority in 

the cultural discourse. Each attitude affirms the computer’s role as such, whether 

affirmatively or negatively. Of particular relevance to DCF-IST are conformity and 

aspiration: extending empathy towards and desiring to become more like the computer are 

important cultural conditions for the development of such fantasies. This in turn reflects the 

continuing cultural shift away from “culture” and towards STEM, towards efficiency as the 

highest cultural value.  The computer assimilates all values of STEM; it is a paragon of 517

efficiency, it is more virtuous, more perfect than humans can be—the ways in which we can 

instantiate these values are infinitesimal compared with our digital media. Thus we must 

change who we are to become more like the computer. We are compelled by the challenge to 

human perfectibility. This trend is directly related to the fantasies analyzed here: 

understanding oneself foremost in relation to the computer and manifesting the consequent 

aspiration by becoming  digital (literally and less-so). 

Several examples suffice to elucidate the above points. Martin Garnder’s 

aforementioned (see Chapter Two, section “The Role of Popular-Science Publishing”) New 

York Times op-ed (1997) against the mind-as-computer paradigm invoked the vacuum within 

which consciousness studies was developing; some positions therein became more dominant 

than others. The growing cultural currency of explaining consciousness in relation to 

computation coincided with the increasing availability of personal computers, and became 

the lingua franca. That Gardner was against the ascent of AI as a cultural authority renders 

that trend more apparent. The debate regarding AI as figure of authority, were far more 

cultural than scientific. Contradictions emerged. Schank opened a 1984 popular-audience 

publication by trying to convince his readers that computers posed no threat to (capital- or 

lower-case) humanity (ironic given the rest of the examples from Schank cited in this thesis

—Schank’s rhetoric is about as positively posthuman as it gets for popularizers). He instead 

proposes that “only” a shift in the discourse which allowed for computers to become 

“intelligent” would pose a challenge to h/Humanity, with regard to what “intelligence” means 

 See Postman (1993).517
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within the context of the subject’s sense of self and what it means applied to entities outside 

the subject, what it would mean for human intelligence to be only one of a kind.  What it 518

has meant is a shift in the power relations between human and AI. Consider Elon Musk, who 

has taken AI as his bête noire: there is an intense and widespread perception that we are no 

longer master, “in charge of historical process”,  and that this authority has been ceded to or 519

usurped by self-organizing data streams. The singularity may be behind us. 

The operative word remains perception: the “reality” of the situation is unclear or 

unavailable. It may be that the transfer of mind into computer is only a cultural truth, a myth, 

remaining categorically the province of philosophy and science-fiction. A change in words 

may change perception of reality, but it does not change what is actually possible within 

time-space itself. 

On the other hand, again, it is indeed a vacuous situation, and if one can be 

transferred to a computer, as many believe to varying extents, then of course a machine can 

be intelligent, its status as a figure of authority solidified. 

An example from Kittler is worth considering. Kittler quotes philosopher-poet Jean-

Marie Guyau’s 1880 "La memoire et le phonographe": 

The principal difference between the brain and the phonograph is that the metal disc 
of Edison’s still rather primitive machine remains deaf to itself; there is no transition 
from movement to consciousness. It is precisely this wondrous transition that keeps 
occurring in the brain. … It remains an eternal mystery that is less astonishing than it 
appears, however. Were the phonograph able to hear itself, it would be far less 
mystifying in the final analysis than the idea of our hearing it. But indeed we do: its 
vibrations really turn into impressions and thoughts. We therefore have to concede the 
transformation of movement into thought that is always possible—a transformation 
that appears more likely when it is a matter of internal brain movement than when it 
comes from the outside. From this point of view it would be neither very imprecise 
nor very disconcerting to define the brain as an infinitely perfected phonograph—a 
conscious phonograph.  520

First: this remained an issue a century later, with neural networking and artificial intelligence 

technology: does the program or “digital brain” “remain deaf to itself”? Second: this begs a 

question psychologists, philosophers, and computer scientists insisted upon throughout the 

 Schank (1984), p. 7.518

 Braidotti (2013), p. 61.519

 Quoted in Kittler (1999), p. 33.520
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20th century: what difference whether it “remain[s] deaf to itself”, so long as it behaves as if 

it is conscious? Third: the concept of “brain as infinitely perfected phonograph” is profoundly 

revealing. The a priori for a technology which perfectly matches the function and meaning-

making (subjectivity) of the human brain-mind was thus apparent. And there has been a 

further paradigm shift regarding this a priori. Guyau does not propose that man should 

become phonograph, that brain should become more like phonograph. After the development 

of the digital computer, there developed a popular and academic tendency to cast the human/

brain as an inferior computer; fantasies of computer-facilitated incorporeality were consistent 

with this tendency and advanced its cultural currency—from the 1980s on, countless fictions 

portrayed such incorporeality and other mergings with the machine to compensate for our 

biological and cognitive shortcomings. The contemporary paradigm is not to understand the 

human/brain as an infinitely perfected version of the dominant medium, as Guyau had it, but 

rather that the dominant medium (digital computer) is an infinitely perfected human brain. 

 Turkle’s sociological-psychological research on “computers and the human spirit”  521

provides ground-level evidence to this tendency. Regarding childrens’ comments about 

playing against a computer chess program, Turkle notes: “Here, human uniqueness is defined 

in terms not of strengths but a certain frailty. “Real” chess for this child is human chess, the 

kind of chess that works within the boundaries of human limitations.”  Uniqueness is 522

valued less than perfectibility, however—we are diminished by something like Deep Blue, 

the gauntlet is thrown down: either overcome or succumb to the standards of behavior 

achievable by such ultra-powerful computers. I leave as an open question whether a 

difference between overcoming and succumbing is even legible. 

 The question of “becoming digital” follows from this paradigm of computer as 

authority. The moment we become digital, the anthropocene ends—the digital computer is so 

clearly superior to the human; we cannot compete on its terms. I suggest a “becoming digital” 

and post-anthropocene in a sense both more and less literal than Braidotti’s formulation of 

same.  Braidotti’s focus is on the fact of (capitalistic) data collection, which takes as its 523

object all within res extensa, from microbiotics to the movement of the cosmos, and as its 

potential and increasingly real object res cogitans as well, for data is collected on the subject 

 Turkle (1984).521

 Turkle (1992), p. 69.522

 See Braidotti (2013).523
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and sold to interests which may manipulate the subject’s beliefs and desires; there is also the 

fact of identity’s passage and transmission through data streams.  (This will be discussed 524

shortly in the example of the autism community.) What I am suggesting for consideration is 

the literal becoming of data, as in the formulation of Kurzweil: I, subject, am born within the 

medium of human physiology and now am transferred into a digital medium. This is more 

literal than Braidotti but also less, as this is pure concept, fantasy—this “literal” becoming 

digital engages the “real world” only in discourse, whereas Braidotti’s theoretical-figurative 

becoming digital is very much ongoing, in terms of data mining and of the avatar and of the 

use of digital media very generally. 

 This literal becoming digital, however fantastical, is a cultural fixation, and it has 

passed from fantasy to research goal; I submit that the development of the computer/AI as a 

figure of authority is a crucial contingency of this development. It must be stressed: analyzing 

the popular discourse of AI means not analyzing DCF-IST directly, and as such may seem to 

be a diversion or digression—however, one cannot speak of DCF-IST without talking about 

digital intelligence, digital consciousness. AI is the flipside, “part of the same imaginative 

flux”  when arises DCF-IST. The canonical text of DCF, Neuromancer, is driven by the 525

protagonist’s encounters—in the flesh and as the incorporeal subject within the matrix—with 

advanced artificial intelligences; the novel’s coda is the revelation that these artificial 

intelligences have merged to become the matrix, which amounts to becoming the Holy Spirit. 

The concerns of research, SF, and the popular imagination coincide. Analysis of one reveals 

analogies within others, a fractal relationship. 

Anti-Authority 

Conversely, by the 1990s, the previous two decades of government and private investment in 

AI were described as disappointing, the investment and frenzy based less on material 

achievements than public-relations hype.  The same was true of virtual reality.  The key 526 527

AI goals of the 1980s were described, in one pithy estimation, as greater more than “finding 

 See also Vidal and Ortega (2017).524
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oil and doing retirement planning”.  Investors included DuPont, IBM, American Express, 528

and Canon, whose concern with AI did not overlap with contemporary science-fictions but 

rather was limited to simply automating as much of their day-to-day, time-consuming 

drudgework as possible. The question of “intelligence” was irrelevant.  529

 Public criticisms of AI hype were continuous with that hype. In 1983, the Washington 

Post ran a short piece with the somewhat crude title “Fear Not the Dumb Computer”.  The 530

title implies the opposite of its intent, and it is further significant that this anxiety already 

bears such blunt statement at this level of circulation. Sufficient concern was raised for the 

experts to need to reassure readers that the “electronic brain” was not going to be a problem 

for the anthropocene any time soon. It is like a child, counting things on one finger, over and 

over and over: digital.  Conversely, major newspapers throughout these years regularly ran 531

“self-help” articles on computer technology and on accessing the internet: “computer 

scientists, industry professionals, and retail representatives”  became an increasingly 532

frequent presence in the news media, in turn furthering the cultural currency of the computer. 

This currency was ambivalently valued. The purpose of this news presence was often to 

assuage the older generations that their science-fictional nightmares were not yet upon them

—hence stressing that the computer “can never be as intelligent as its progenitor”.  Years 533

later, in advance of the Deep Blue/Kasparov rematch,  IBM conceded that they had 534

deliberately, in the early days of their spectacular ascent, endeavored to advance the 

sentiment that computers could never become so “intelligent” as to legitimate the kind of fear 

which was being grappled with in the 1980s-1990s.  And yet. 535

 The persistent attempts to refute or downplay the perceived threat actually served to 

reinforce those fears. Attempts were variegated. Paul Davies (1983) questions the point in 

producing a verifiably “human computer”, commening: “A computer which makes mistakes, 

sulks, has ‘off’ days or behaves in an otherwise erratic manner is of little use to most 
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operators, though the possession of such irrational characteristics might enable it to more 

closely approximate human intelligence”.  Descartes had considered the question a non-536

starter, back in the 17th century. He had chosen the pineal gland for the seat of the soul 

because it is not duplicate within the brain—“and mental phenomena must of course be 

unified” —and because it was not present in the brains of animals. He was wrong on both 537

counts. But in its “theory-driven logic”,  Descartes was able to forge a pretense which 538

would preclude the conceptualization of machine intelligence. “It is morally impossible,” he 

wrote, “that there should be sufficient diversity in any machine to allow it to act in all the 

events of life in the same way as our reason causes us to act.”  539

 The pretences were false and by this functional criterion, we are already there. It’s one 

of those unfortunate things about Descartes’ legacy: while he did argue that machines could 

not be Men, he was responsible for essentially reducing man’s biology to share an essence 

with a machine. Descartes, seeking to close the door on the possibility of sentient automata, 

in fact merely indicated where that door is located; this lead to possibilities he could not have 

foreseen. The can’t and the won’t of the cultural discourse of science and technology often 

seem to be reversed as result of their very invocation.  Dennett, writing at the end of the 540

1980s, refuted those who fear deep manipulation by AI, based on AI access of large quantities 

of information about users.  This thesis already has addressed the situation in the 21st 541

century: algorithmic advertising and content curation are guiding our inner lives and 

spending habits, transparently and less-so.  Dennett’s negatively-defined forecast implies a 542

cultural fear, an anxiety, a positively-defined possibility. Perhaps we are not there yet, in 1990 

or in 2022, but by 1999 you had the cultural panic of The Matrix on the one hand and in 2022 

the aforementioned data-mining algorithms are being updated tirelessly (literally)—the 

operative phrases in this thesis are thus also yet or not until, as well as almost. The flip-side 

of the sense of "Almost" which drives the relevant cultural discourse is "yet", as in, "This 
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hasn't happened yet because..." or "Not until this happened will..." as a way of placating 

anxieties or dismissing possibilities but in creating space for those anxieties to develop and 

for those possibilities to be pursued, empirically or in fictional or cultural narrative. 

 As a further example, Schank (1984), after dismissing the humanities’ disdain for 

technology, states: 

[It] requires little sophistication to see that AI researchers aren’t trying to subvert the 
humane arts. We don’t intend to replace Bach and Mozart with a computer program 
that can make up fugues or symphonies. Nor do we hope that poetry someday will be 
written only by computers. AI does not attempt to colonize the mind or to subordinate 
it to the computer.  543

Sometimes it seems to matter not whether an expert says something will happen or will not 

happen, but rather what matters is that it is able to be thought of and thus spoken, raised as a 

possibility even if only to be dismissed. A decade later, the fictional Richard Powers 

discovers a neural networker programming his computer to understand Mozart.  Ray 544

Kurzweil had already, as an undergraduate student, invented a machine to write its own 

symphonies.  The existence of the synthesizer alone should have convinces anyone of 545

music’s potential to “play itself”, or self-generate, by 1984. In 1996, Andrew C. Bulhak of 

Monash University released the “Postmodernism Generator”, which automatically generates 

academic essays in the abstruse style of “postmodern” criticism.  By 2000, Kurzweil had 546

invented and published a free program which generates new poems based on an algorithmic 

reading of one’s own poetry or that of another poet.  The fear of colonization and 547

subordination of the human mind expressed in The Matrix makes perfect sense in this 

context; left-brain and right-brain “thinking” are now both apparently province of self-

organizing data streams. 

 Davies (1984), p. 216.543
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Empathy Extended 

Continuing from the topic of colonization, a process conceptually similar to those expounded 

in postcolonial theory  advances the shift in digital media from tool—from extension of 548

man—to a figure of authority in the popular imagination. There is the “soft” end of the 

dynamic—the seduction, the concession rather than coercion, the carrot rather than the stick. 

Social and fiscal remuneration follow from aligning oneself with the colonizing presence; as 

has been discussed above, by the 1980s computerization had become seemingly ubiquitous in 

modern life, and news outlets pumped the idea that computer ownership was essential to 

being in the modern world. The extension of empathy from human to computer is a 

significant part of the “soft” end of the process by which the computer as a figure of authority 

develops. The extension of empathy from human subordinate to human superior is nothing 

new; the extension of empathy from human to tool or machine is unusual; the shift in power 

dynamics by which we may legitimately consider the extension of empathy from human 

subordinate to digital superior seems to indicate a historical rupture, a paradigm shift, a 

singularity unto itself. An innocuous tendency in human beings becomes pernicious. Dennett 

(1990) aptly notes that the social animal is by-and-large used to taking others on good faith. 

We don’t press or challenge others on their knowledge; except for formalized scenarios this is 

generally proscribed behavior, it is considered rude. So when we engage an AI, a non-human 

intelligence, we don’t press it either, out of habit or “instinct”—and thus automatically cede it 

more ground than perhaps we should, simply because it can simulate a response.  549

There is no possibility of the computer-as-authority without this extension of 

empathy; the idea of an imperceptible stream of information being the agent “in charge of 

historical process”  cannot shift from Christianity to transhumanism otherwise. And while 550

one cannot know the intentions of software developers, it must be noted that cultivating this 

extension of empathy was necessary in order for digital media to have any holding power at 

all.  551

 My understanding of postcolonial theory derives from Patrick Williams and Laura Chrisman et al. 548

Colonial Discourse and Post-Colonial Theory: A Reader. (New York: Columbia University Press, 
1994).       

 Dennet (1992), p. 58.549

 Braidotti (2013), p. 61.550

 Hardison (1989), p. 20.551
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Turkle (1984) thoroughly demonstrates this relation between empathy and holding 

power. For the children of 1980s computer culture, Aristotle’s “rational animal” distinction is 

flipped: computers, rather than other animals, are “our new nearest neighbors … a neighbor 

that seems to share, or even excel in, our rationality. … The notion of a rational animal gives 

way to the paradoxical construction of people as emotional machines”.  As the progress of 552

animal rights has demonstrated, if it thinks, it will be shown empathy. An empathetic 

relationship makes sense, and the possibility of the subject’s transfer into the digital begins to 

seem to make sense as well: they are empty receptacles now, but we just need toprogram the 

capacity for feeling; the soon subsequent development of “affective computing”  is no 553

coincidence in this context. 

 Pascal anticipated this reversal, reflecting upon his mechanical calculator in the 

mid-17th century: “The arithmetic machine produces effects which approach nearer to 

thought than all the actions of animals. But it does nothing which would enable us to attribute 

will to it, as to the animals.”  But now this will may be attributed: by the 1980s, anyone 554

who has used a computer realizes that “in a limited fashion, it can communicate with its 

operator in a quasi-human fashion”.  We use “languages” to converse with computers—555

programming dialectics, if you will, which in their limitations and their primitive relation to 

full fluency resemble the way we speak to children.  It is a vital point, and reinforces the 556

previous reference to Dennett: data steams must be “like” us in some significant if not 

immediately apparent way, in order to be comprehensible to us at all. That the digital media 

of even the late 20th century seems primitive by 2022 makes the point all the more striking. 

If one could extend empathy to the “quasi-human” representation of data in the early 1980s, 

this extension would be confirmed and advanced to a staggering extent in the years which 

followed. An unusual 1991 Technology Review article reflected upon the sense of personal 

attachment and humanized fondness for our old and defunct technologies, and asked: do we 

not feel an uneasy sense of sorrow when they are replaced by new technologies? Why is it 

difficult to acknowledge these feelings, which seem to the writer to be more than mere 

 Turkle (1984).552

 Daniel Goleman. “Laugh and Your Computer Will Laugh With You, Someday” in New York Times 553

(7/1/1997).
 Quoted in Kurzweil (1992), p. 162.554

 Davies (1983), p. 77.555

 Hardison (1989), p. 326.556
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nostalgia?  The impulse is empathetic, and authority is implied by the resonances of John 557

Keats’ Hyperion, wherein the English poet ruminates upon the sorrow of the Titan gods as 

they came to be replaced by the Olympian gods… 

 The extension of empathy is also implied in comments of those less generous with 

digital media. A 1985 New York Times article on the contemporary state of personal 

computers and AI opens with a provocation. You’re at your desk, be it at work or at home, 

and the interface on your PC freezes up or begins to behave counter to your intentions. The 

article invokes a widespread frustration with computers which provokes utterances regarding 

the “stupidity” of the machine—this, it is contended, is actually a humanizing move, a 

concession of agency, because “[the] pejorative implies some degree of intelligence, and 

these machines are truly mindless.”  This throws into relief is that millenia of sore-thumbed 558

men crying out, “Stupid hammer!” never implied or opened up the conceptual possibility of 

sentient building tools. It’s only of late that technologies literally equal in their mindlessness 

to the hammer are able to be disparaged being even “stupid”. (And thus capable of becoming 

more perfect, becoming “smart” technologies. A schizophrenic media culture: many people 

are fine attributing minds to pets, but the idea of machines with minds grinds their gears; we 

have long fostered an “egocentric reaction”  to the possibility of computers becoming 559

conscious and exceeding our intelligence, but today we also want the “smartest” 

“smartphone” on the market, we want our technologies not simply to do our work, but as 

evidenced by the algorithmic recommendations all manner of commodities as well as 

intellectual properties (movies, music, and so on), we also want our technologies to do the 

thinking for us.) 

 A 1993 Technology Review article  proposed research be directed towards devices 560

and software which adapt existing tech towards user-friendliness, as opposed to the perceived 

problem of humans adapting themselves to the purposes and limitations of the machine. The 

terms “natural” and “humankind” are invoked, and the concept of “empathy” is described as 

 Langdon Winner. “When Technologies Die, Do We Mourn?” in Technology Review Vol. 94 Is. 8 557

(1991), p. 74.
  Erik Sandberg-Diment. “Personal Computer; In Search of the Thinking Machine—Still” in New 558

York Times (10/9/1985).
 Davies (1983), p. 85.559

 Donald A. Norman. “Toward Human-Centered Design” in Technology Review Vol. 96 Is. 5 (1993), 560
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a hard border between human and machine intelligences. “Empathy is a hard trait to build 

into machines,” it is reported, “even the most artificially intelligent of them”.  The 561

statement is a non-starter: empathy does not need to be “built” into anything, and need not 

have anything to do with obtaining subjectivity; the drive of the 20th century psychology was 

by and large to simply bypass the problem of other minds and focus on input-output, on 

behavior. A machine which behaved empathetically, methodologically, is indistinguishable 

from a human which behaved empathetically—if we are willing to grant empathy as the crux 

of nature, or humanity. (The other option is solving for the problem of other minds.) 

 The case of Joseph Weizembaum, MIT computer scientist, is worth retelling here. In 

the mid-1960s, Weizenbaum published an AI program called ELIZA. ELIZA was a key 

moment in the history of human-AI relationships. ELIZA was a “computer therapist”: one 

sits down at the keyboard, and ELIZA asks you therapist-like questions, detects certain 

indicative responses, and paraphrases your responses back to you in the form of a question or 

makes an observation. It’s all relatively nebulous and very obvious, viewed from the outside. 

But ELIZA’s users were rapt. They sometimes asked for the door to be shut while they 

engaged with ELIZA. They developed close, intense relationships with the AI. But the 

startling fact is that those who participated in Weizenbaum’s experiment with ELIZA were 

made aware of the fact that there was “no one” on the other end of the conversation; each 

participant was informed of ELIZA’s ontological status as a non-living line of code, a series 

of ones and zeroes. For some, it mattered not. Their emotional connection to the program 

overrode the basic fact of its non-humanity.  “Humanity” arose from the data streams.  562

Weizenbaum later expressed a strong discontent with the reaction to ELIZA and AI generally. 

He was quoted as stating, a decade after the ELIZA experiment, that computer intelligence 

“must always and necessarily be absolutely alien to any and all authentic human 

concerns”.  The tide was against him, as the foregoing and subsequent examples illustrate. 563

In any case, more “humane” or empathetic machines were advocated for as each successive 

“honeymoon phase” of new media subsided and that hardware/software’s limitations became 

more acutely perceived.  An antecedent of today’s Amazon Alexa appeared in 1998, 564

 Ibid.561

 Hardison (1989), p. 327.562

 Quoted in Hardison (1989), p. 327.563
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192



marking a potentially major advancement in the direction of “humane” computing. New York 

Times tech correspondent Anne Eisenberg, detailing the potential home applications of 

dictation software, stressed that to talk to computers is to do something we only do with other 

people, or sometimes animals—we only speak to those we are willing to extend empathy or 

at least attribute intelligence to.  Turkle details a young hacker’s description of debugging 565

his computer: 

He figures out what the signals should be doing and collects evidence for what is 
going wrong. He traps the bugs himself. Sometimes he fixes them. Mostly, he “just 
finds out what is going on.” He says the bugs in his system “have become almost like 
friends. I turn on the machine and I check out my ‘old friends,’ and I swear, finding 
them there has a certain reassuring element.  566

There is a certain tradition of humanizing sentimentality evident—it is hardly uncommon to 

have this sort of relationship with certain familiar objects in one’s life. The difference, 

however—and this must be stated as many times as different variations arise—the difference 

is that computers and humans seem to share an essence, existing in an unprecedented mutual 

analogy, a feedback loop. The humanizing sentiment is unprecedentedly literal in intent. 

 The contemporary development of the idea of the interface is also important here. 

Cyberspace, rapturous though it remained, was in a sense quotidian by 1995, when another 

New York Times correspondent stated: “The interface is not, of course, a new idea. It is, 

technically, a surface forming a boundary between two bodies or spaces; it is the membrane 

that divides one world from another”.  Given the context (an article on Windows 95), the 567

implication of such a statement has become commonplace: it grants ontological validity to 

the “something” on the other side of the computer screen, to Windows 95 as a gateway to that 

space immaterial and yet also somehow spatial; that which communicates to us from beyond 

the interface “exists”, same in essence but different in manifestation. The extension of 

empathy applies and makes sense in this context, but begins to overlap with the sense that 

that which is on the other side of the interface is in a position of authority. The same article 

continues: “Human interaction with all kinds of objects requires the construction of interfaces

 Anne Eisenberg. “Computers are Starting to Listen, and Understand” in New York Times 565

(23/4/1998).
 Turkle (1984), p. 181.566
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—from toilet seats to automobile dashboards—contouring the object to suit our bodies and 

minds.”  This is a “commonsense” idea which was, as we have already seen, being called 568

into question—a historical perspective which made sense with regard to tools but perhaps 

made less sense with regard to media—which is to say that we are contouring ourselves and 

our sense of ourselves and our intelligence and ability to accommodate our technologies.  

This idea itself contributes a significant point to the development of something like 

information-substrate theory; the reality-as-data thesis is the ultimate elevation of technology 

in its relation to humanity. Furthermore, Davies details the logical and Catholic necessity for 

the soul to have duration in time, and the problem this poses for immortality—the concept of 

endless life is tied to our human sense of time, so if I persist in infinity, how is it possible for 

anything to even happen there?  It is perfectly in sync with our media culture to present a 569

thesis such as that of The Good Place, a recent network comedy focused on moral 

philosophy: the afterlife is indeed infinity, which humans are able to experience through an 

interface which provides semblance of their earthly existence and allows infinite experience 

within those parameters set by the medium of time-space. At this point, given the importance 

of it in literally every digital media available, we may not be surprised that a concept as 

innocuous as the “interface” conceals such metaphysical considerations. 

We may discuss the overlap of “interface”, empathy, and authority before concluding 

this sub-chapter. Depending on one’s perspective, attempts to solicit empathy from the user 

were sinister, pernicious. A 1997 New York Times article detailed the efforts of computer 

scientists to develop software to be installed in one’s car, one’s computer, and various articles 

of clothing, which would register to the user’s “most intimate moods and respond like an 

empathetic friend”.  This was rationalized as appropriate given reported “widespread 570

frustration with the doltishness of present models”.  Today, the popular culture begins to 571

fear algorithmic data collection; it also regularly advertises apps for therapy, for guided diary-

 Ibid.568
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 Goleman (1997).570
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keeping, for assistance going to sleep, and so on —all such services provided by AI, and all 572

such information gleaned fed directly back into the data banks.  

No one ever asked a culture to be coherent, and anxiety over these developments is 

only a consequence of frustration with more primitive hardware and software. In 1997, these 

advances were highly desirable. Dr. Rosalind Picard, head of the MIT lab focused on such 

research stated: “A computer that monitors your emotions … could sense from your muscle 

tension or the lightness of your step how you’re feeling, and alert you if, say, you’re getting 

too stressed. Or share that information with people you wanted to know, like your doctor or 

spouse”.  The machine tells you if you’re too stressed. The quantification of stress or joy—573

which is to say, mental states—merely need now be determined, and presented for judgement 

by the machine; the proposed is an interface which will allow the computer to exceed your 

own self-preservation instincts, et cetera, and thus tell you what to think.  

Stated as simply as possible: the machine tells you what to think. An anecdote from 

the same year: news outlets and focus groups report outrage over the quantity of pornography 

on the internet and the raunch on television and online. What is to be done? For the low, low 

price of being hopelessly repressed or having children, you can have the “V-Chip” installed 

into your television, a device which will censor violence and prurient content. It looks as 

though one might have to. The Communications Decency Act of 1996 was shot down. Courts 

ruled against it, deciding it violated free speech; they also ruled that internet providers are not 

publishers, and thus are not responsible for the content distributed online.  Computer 574

analogs to the V-Chip were also promoted, voluntary precursors to the function of the 

algorithms of today: the concession of what one sees, hears, and thus thinks, to self-

organizing data streams. Pernicious.  

  It must be stated that the nature of such advertisements is likely to varying degrees contingent 572

upon algorithms produced by data collection from my own personal devices. As such, evidence is 
necessarily anecdotal and must be considered accordingly.  

Ad plugged in Instagram “Stories” feed, 26/9/2019: “Reflectly — The World’s First Intelligent 
Journal — Reflectly is a journal utilizing artificial intelligence to help you structure and reflect upon 
your daily thoughts and problems. — Your personal mental health companion.” 

Featured portal on Apple App Store, 2/10/2019: “LIFE HACK — Sleep better with these 3 
apps — Apps to make life better. Tap for more.” 

Featured portal ad on Apple App Store, 19/5/2020: “LIFE HACK — When times are tought, 
talking can help — discover how, with Wisdo, talking to strangers can offer the support you…”

 Goleman (1997).573
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A Sense of Revelation 

It is worthwhile here to pause so to elaborate on the sense of revelation which permeates the 

concerns entire thesis: the revelation that the mind is or is like a computer, and the reverse; 

the revelation that the essence or substrate of time-space itself is information, and thus we 

exists within something like a computer program. This section will focus on the sense of 

revelation which more specifically advances the extension of empathy towards digital media 

and the representations of data streams, including AI. The revelation of a similarity or 

identical relationship between computer and brain (hardware/brain equals software/mind) 

advances the conditions by which the computer and AI streams comes to be perceived as a 

figure of authority. 

 A pithy example: Douglas Hofstadter,  interviewed for a Dutch television 575

documentary in 1988, is asked: “What is AI all about?” Hofstadter’s response: “About 

understanding the human mind.”  In other words, the discoveries of engineering self-576

organizing data streams would reveal the nature of the essence of consciousness; the 

statement is an ideology. Hoftstadter occupied a special position within the “consciousness 

studies” boom, given that he was neither neuroscientist nor computer scientist nor 

philosopher (the triumvirate of the popular-science zeitgeist), but nonetheless occupied a 

privileged position within those discussions. Significantly, his sentiment was espoused by 

those outside of these discussions altogether. Turkle recalls: 

[David, a lawyer in his mid-thirties] relies on the [arcade] game’s invariant nature to 
give him a measure of his state of mind. If he’s calm and centered he’ll do well. If he 
is tense, diffused, anxious, he’ll do poorly. “The better I do at a game, the better I feel
—not because I feel good for winning, but because I know that I am in a good state. 
It’s not just what the games do for me, it’s what they show me about what was there to 
begin with.”  577

 American scholar who received his doctorate in physics before turning his attention to what would 575

become the discipline of cognitive science. Author of Godel, Escher, Bach: An Eternal Golden Braid, a 
major entry in the “consciousness studies” boom of the 1980s. GEB was awarded the 1980 Pulitzer 
Prize for General Nonfiction, spent five months on the trade paperback bestseller list, and sold over 
300,000 copies despite, as James Gleick put it, the book’s “indisputable distinction as the hardest-to-
read book ever to” achieve such sales and widespread popularity, and possess such “enormous 
popular appeal” (see Gleick 1983).
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A mirroring effect, is evinced: the data can only “show [the user] what was there to begin 

with” if what is “inside” the computer mirrors what is “inside” the brain. The computer 

becomes more than our new “neighbor”, as Turkle has it—it is us. The revelation not only 

obligates the extension of empathy, it cedes, as with “David”, authority to self-organizing 

data stream, which can provoke further revelation. 

 Kittler has observed that the “crucial link between physiology and technology [was] 

the principle connection that served as the basis for … all media conceptions at the turn of the 

century”.  AI updates the language and renews the urgency of such questions. Bolter and 578

Grusin’s theory of remediation, discussed in Chapter 2, reveals physiology and technology to 

have become nigh-identical, each mirroring of the other in the popular imagination—to speak 

of media is to speak of the corpus, and to speak of the corpus is to speak of our media. Alan 

Turing had seen “little point in trying to make a ‘thinking machine’ more human by dressing 

it up in artificial flesh”.  It has become increasingly difficult to judge the merits of such a 579

statement; the distinction between “thinking machine” and “human” have been diminished, 

both deliberately and unthinkingly. An explicit goal of transhumanism is to render Turing’s 

statement illegible, detritus of scientific knowledge as removed as geocentrism and Galenic 

humors; this goal, in turn, is contingent upon the direction the sciences followed in the 20th 

century: discard or bypass the mind, consciousness—all that matters is input-output. Both 

Pavlov’s dogs and the continued use of SSRIs attest to this.  580

 In this context, detractors can only hold so much steam. Donald Norman, a senior 

researcher at Apple, publishes in 1993 Things That Make Us Smart: Defending Human 

Attributes in the Age of the Machine. The title is a clear cash-in on cultural anxieties about the 

digital present and future, but the text itself proposes more lifelike or human-like computers. 

Norman “argues that we too often design systems around technology rather than around 

human qualities that are less precise and less repetitive than those of computers”.  But they 581

are one in the same, this is the content of the revelation. Like Weizenbaum, the tide was 

against him; the more likely outcome was the ascendence of an increasingly positive cultural 
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valuation of computer-like humans. Our goal, given our shared essence, will be to match the 

computer, to make its methods and logics our own. We will become the computer, become 

digital, and the distinction Norman proposes will be rendered illegible. 

 Consider further IBM’s vocal dismissal of the idea that Deep Blue represented the 

dawn of computers as conscious entities, a sentiment in contrast with that of Deep Blue’s 

competitor, Garry Kasparov, who stated: “I believe signs of intelligence can be found in the 

net result, not in the way the result is achieved … I don’t care how the machine gets there. It 

feels like thinking”.  This is significant, for the Kasparov/Deep Blue match was receiving 582

global coverage. Science writer George Johnson commented: 

Maybe when scientists learn more about human brains, they will be just as 
unimpressed by how Mr. Kasparov thinks through a game [as Kasparov is by Deep 
Blue]. If a brain is just a biological computer, as most neuroscientists assume, 
mysterious qualities like intuition should turn out to be a matter of calculation, 
searching a neurological database of possible solutions.  583

Johnson acknowledges such an idea’s status as assumption, but what is significant is that the 

assumptions of neuroscientists are described as congruent with the revelations described 

above (mind/brain is software/hardware). The language of brain-computer was by this time 

expressed with an undeniable felicity. A similar point was expressed by Minsky, a decade 

earlier. Minsky argues that if one takes the long historical view of, say, a billion years, it will 

be clear to us that the potential of machines has barely been tapped, and thus to understand 

our mind/brain as software/hardware is not at all undignified. For in this paradigm, the 

human brain is either at an early point of exponential increase in its cognitive abilities, a 

potential for perhaps unbounded perfectibility; or as a mere mortal graced—flattered—by its 

likeness to the god-like potential of infinitely superior machines. This perspective mirrors and 

advances that of Turkle’s “David”, the esquire and arcade-enthusiast. Furthermore, one 

almost has to applaud Minsky, for following this audacious rhetorical move, he proceeds to 

simply steamroll any and all comers, and sounds magnanimous in doing so, stating: “But 

rhetoric won’t settle anything. Let’s put these arguments aside and try to understand what the 
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vast, unknown mechanisms of the brain may do. Then we’ll find more self-respect in 

knowing what wonderful machines we are”.   584

Inferiority and Perfectibility 

The consequence of Minsky’s rhetoric is that “wonderful” can be read as “inferior”. Rational 

Man extended empathy to those inferior to him—women, children, animals—and would 

henceforth extend empathy to those superior to him. We arrive at the “hard” end of the 

formulation described above: where the question of empathy extended to computers was 

based upon seduction and concession, this in turn leads to the question of the computer as a 

figure of authority—a relationship based upon coercion rather than concession, not the stick 

but rather the stick. As noted at the start of this chapter, our cultural values have shifted away 

from “culture” and towards STEM, towards efficiency as the individual and collective 

attribute par excellence. In this we are inferior to self-organizing data streams, to cybernetic 

digital systems, insofar as we are not able to embody these values to an extent even 

approaching that of the earliest digital computers.  And we have seen over and over the 585

extent to which man is aligned with computer, functionally and essentially (which is to say, 

how I come to be and what I am). “A victim of my brain” is how Hoftstadter describes 

himself in the aforementioned documentary—a subject whose potential for perfectibility is a 

contingency of the limitations of the medium of neurophysiology. 

 Neuropsychiatrist Steven Pinker has noted that psychologists from the 1920s on 

worked to undo the racist “scientific” doctrines of the 19th century, and began to promote the 

return of the idea of the mind as a “blank slate”, which is not in fact affected by 

neurophysiology (the size of the brain, the shape of the cranium) itself. Pinker identifies this 

trend as being “consonant with ideals of human equality and perfectibility”.  This is 586

significant: in psychology, in consciousness studies, in neurophysiology, and so forth, one is 

never going to be able to address or obtain for phenomenological experience; one can only 

concern oneself with input-output. Pinker’s comments evince a cultural continuity: because 

we can only observe input-output, once the digital computer is developed it is immediately 

the symbol of perfectibility to which humans must aspire. An irony: the increasing 
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availability of personal computers and internet access led to autistic people connecting online 

and forming communities which previously were impossible; one consequence of this 

development is a sharp return of the question of neuro-identity, and an increase in the urgency 

and currency of these debates.   587

But in both cases (tabula rasa and neuro-identity), the question of perfectibility 

remains inviolate. Whether one sees the mind as a blank slate, or as something very much 

contingent upon neurophysiology, the brain is a medium for the subject. Even taking tabula 

rasa subjectivity as a universal among homo sapiens, we are still bound by the physical and 

chemical makeup of our bodies—still a “victim of one’s brain”, whether “neurotypical” or 

“neuroatypical”. There is a debate amongst the autism community (including parents and 

caretakers of the autistic) regarding whether or not a “cure” for autism should be sought, 

whether autism should be regarded as a “disability” or simply a difference. As noted above, 

to speak of the mind-body is to speak of our media: the “cure” debate is a question of 

perfecting the medium (avowed by those who seek a “cure”) versus the choice to accept the 

medium as the condition for oneself (those who affirm their identities’ contingency upon their 

autism and positively value that condition). 

Furthermore, Pinker notes that there is an element of political correctness in the 

formulation of these considerations, insofar as there are those who utilize “biological 

determinism” to uphold ideas of “women [as] biologically designed for child rearing … or 

that the poor are biologically inferior”,  or, as he alludes to, that blacks are the inferior race588

—the latter two being questions, as is the wont of the Western intellectual tradition, of the 

ability to discern between introspection and emotion, of the ability to maintain a distance or 

distinction between mind and body. We return, as always, to the mind-body distinction, and 

the historical hierarchy there ascribed, where mind may be infinitely perfected while the body 

is disposable, perishable.  

Another broad cultural trend of the 20th century is worth considering with respect to 

the computer’s ascendance as a figure of authority. Earlier, it was argued argued that part of 

this ascendence is the consequence of an interdisciplinary incoherence which fails to define 

the potential and limits of neuroscience and digital media. It may be trite to state, but the 
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“death of God” certainly contextualizes the vacuity which characterizes this incoherence. 

Neil Postman described the “death of God” as being a situation wherein Western culture, lost 

at sea, had to cling desperately to the liferaft of  science and technology.  Paul Davies took 589

a different approach. In his 1983 pop-science book God and the New Cosmos, Davies focuses 

on the developments following from Einstein’s theory of relativity and from the discovery of 

the quantum. It may be possible, he informs the reader, to parlay these new theoretical 

physics into answers for “the big questions”: what is mind, what is the universe? God is there 

in the title, and Davies makes explicit that he is after “the general reader, both atheist and 

believer, with no previous knowledge of science”.  But what’s a true believer after in all 590

this? “It may seem bizarre,” Davies states, “but in my opinion science offers a surer path to 

God than religion”.  591

Davies contends that such a thesis is gaining in popular support. God is slipping, 

anyways, Davies argues—the freezing void of space isn’t the only vacuum modern science 

has to contend with. While the average citizen may indeed organize their own life around the 

morals of received knowledge, “religions may appear to lack the immediacy necessary to 

provide any real assistance in coping with contemporary personal and societal problems … 

[Science and technology have] so radically reoriented our society that the biblical perspective 

of the world now seems largely irrelevant”.  Irrelevant, and ineffectual as a source of 592

authority. Around the same time (1978), it was conversely suggested that “DNA and RNA 

come closer each day to playing roles in life like the role formerly attributed to God”.  As 593

already evinced ad nauseum, we can read “DNA and RNA” as “computers”; in 1994, it was 

reported: 

Last month, in a pioneering experiment that astonished computer scientists, [computer 
scientist Dr. Leonard Adleman of the University of Southern California] combined his 
two fields of knowledge and published a paper showing that DNA, the biological 
material, could be used as a computer, solving a math problem with a laboratory 
experiment. … He wanted to translate a mathematical problem into the language of 
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biology and then exploit the incredible efficiency and speed of biological reactions to 
it.  594

Talk about revelation. This entire thesis is rendered moot; we don’t need rhetoric to align 

ourselves with computers, we have been computers all along; time-space is information, God 

is information, and so on. 

We return to Hoftstadter’s thesis that AI is “about understanding the human mind”.  595

Around the same time, George Johnson (1987) noted that neuroscience had been utilizing 

neuroanatomy for models of neural simulations, but that it had been suggested that “the 

situation could reverse itself”:  neuroanatomical discoveries might soon follow from 596

knowledge gleaned from experiments with neural simulations. The implication is one which 

is familiar by now: an understanding of the brain, of human cognition, and subjective reality, 

superior to those yielded by introspection may be provided by digital media. The answer to 

the mystery of the subject’s essence appears in the data stream. An anecdote from Postman is 

helpful here. Postman describes how, with the development of the stethoscope, physicians 

began to bypass the patient’s testimony and deferred to the apparatus for diagnosis.  597

Authority is deferred to the apparatus, rather than the physician. What our devices tell us 

about cognitive function and dysfunction will become accepted as “true”;  this all the more 598

so with the development of fMRI. Reality is contingent upon our media, as always. 

A few years later (1993), MIT’s Department of Brain and Cognitive Sciences 

publishes a neural network which simulates neuronal activity in monkeys (specifically, the 

neurological basis for object permanence). Says the institution’s own Technology Review: 

“Although the brain has long been used as a model for designing better computers, the work 

is among the first to demonstrate that computers can provide insight into how the brain 

works”.  “Demonstrate” is the operative phrase; the thesis, and the implication that the 599

human mind is at best equal to the functioning of the digital computer, has been suggested 
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since at least Turing. The Church-Turing thesis held that “if a problem that can be presented 

to a Turing machine is not solvable by one, then it is also not solvable by human thought”.  600

Kurzweil, whose metaphysics might be dubious,  but whose expertise in actually designing 601

AI is unquestionable, interprets the thesis to mean that “problems that cannot be solved 

through any theoretical means of computation also cannot be solved by human thought … if 

humans can solve a problem or engage in some intelligent activity, machines can be 

constructed to perform in the same way”.  Authority shifts from human mastery to self-602

organizing data streams. The Church-Turing thesis is a theoretical development which 

mandates that the machine must, first, be able to think; and, second, be able to come up with 

the answer for this nagging ailment, consciousness, if an answer is to be found at all. 

(Kurzweil, for his part, provides an actual model based on the Church-Turing thesis which 

allows human and machine intelligence to proceed from the same “underlying methods”.  It 603

is unsurprising but significant that only a model for the latter—Kurzweil pitches NOR gates, 

which are beyond my own comprehension—is available, and not whatever the “actual” 

underlying method of intelligence/subjectivity is. The implications of the Church-Turing 

thesis are compelling. But ultimately, as Kurzweil admits, “the truth of the thesis is ultimately 

a matter of personal belief”.  604

It follows then that there developed a cultural tendency to compare human qualities 

pejoratively to the superlative qualities of digital computers. Our human deficiencies include 

the tendency to behave based on emotion, to be vague in word and thought, to behave 

irrationally and being incapable of explaining our motives even to ourselves. And so on. We 

can’t match the cognitive efficiency of computers in the STEM fields our culture so values 

and rewards. The “strengths” of the computer are the inverse: computers are not emotional, 

they are linear and precise and logical in “thought” and behavior. The computer need not 

explain its motives to itself.  Recall Bolter and Grusin’s theory of remediation: all new 605

media are comprised of older media which they improve upon, and the deficiencies of the 

 Kurzweil (1992), p. 117.600

 See Jay L. Garfield. “Machine See, Machine Do” in New York Times (9/9/1990).601

 Kurzweil (1992), p. 117.602

 Ibid., p. 121.603

 Ibid., p. 117.604

 Donald A. Norman. “Melding Mind and Machine’ in MIT’s Technology Review Vol. 100 Is. 3 (1997), 605

p. 29-31.

203



previous media are often unnoticed until the new, improved media draws attention to them.   606

The pratfalls of the human psyche were never unnoticed. But when we think that the 

computer also thinks, we may come to understand it as an improvement upon the media 

which it succeeds: the human body, which thus becomes one medium among media. And thus 

we are fools if we do not seek new media for our essence, which (in this paradigm) is the 

capacity for thinking. Pure agency waits to be remediated.  

Essential to this inferiority complex is the fear that “computers and robots will come 

to mimic and even surpass people”.  If we perceive ourselves to be potential objects of an 607

oppressive subject, it is because we not only affirm our inferiority but also project our ideals 

and value systems upon that which is not human. Turkle describes a child interviewee who 

says a  digital toy isn’t alive because, despite being describable in psychological terms, it is 

contingent upon batteries which the child can yank at any time. Turkle comments that this 

reflects “a tension that is common in adult responses to computers: anthropomorphize the 

machines but don’t grant them the dignity of life”.  Even so, the fear makes sense: if they’re 608

almost-alive, they might become fully “alive”; if they simply achieve unambiguous 

consciousness they would be a mind superlative beyond humankind. Turkle adds that, to the 

child in question, “this toy clearly has a psychology, it has a motivation, capacities, even 

malicious intent”.  609

Hence at the millennium's precipice The Matrix is released to enormous success. Its 

success and cultural impact distracted from the film’s ideology, which is paranoid and 

reactionary regarding the astonishing rate of advancement in digital media and globalization. 

Kurzweil, at the outset of the 1990s, predicted that by the end of the century, a chess program 

would defeat the world champion, at which time “we will either think more of computers, 

less of ourselves, or less of chess” —well? Kurzweil also included in his Age of Intelligent 610

Machines an essay written by Margaret Litvin, a fifteen-year-old primary school student, who 

expresses a belief that there will be a shift towards the computer becoming authority 

advanced by the concurrent denigration of man’s intellectual capabilities in comparison to the 
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computer. Litvin also indicates an understanding of alienation resulting from massive funding 

and attention directed towards AI; a displacement is coming, she writes, of AI replacing every 

“intelligent” and “unintelligent” role formerly occupied by animals social and otherwise.  611

Dennett, in an essay immediately following Litvin’s in Kurzweil’s volume, acknowledges 

that “in a wide variety of areas, we are on the verge of making ourselves dependent upon 

[computers’] cognitive powers”,  but warns against overestimating the consequences of 612

such. Still, the point is made, as to where things stand and where they’re going, with regard to 

worlds both real and imaginary. 

The Postanthropocentric Perspective 

In 1983, William McLaughclin of Cal Tech’s Jet Propulsion Laboratory published a paper in 

Interdisciplinary Science Review. It is not layman’s territory; McLaughlin is  conservative 

and unexciting.  But there’s one line which raises eyebrows: “Judging that the current 613

direction in machine design is not a dead end [...]” McLaughlin states, “the close of the 21st 

century should bring about the end of human dominance on Earth”.  The ecstasy and 614

rapture of the dawn of the Information Age developed contemporaneous with this general 

cultural pessimism regarding technology, in particular AI and digital media. The ultimate 

expression of this simultaneous ecstasy and agony is indeed The Matrix, a film celebrated for 

its ingenious use of state-of-the-art computer-generated images, in service of a narrative 

reactionary to that same state of the art. The unease had been developing for years. In 1984, 

Schank commented: “Most of us never have to be bothered with the knowledge that all our 

purchases, banking, insurance, medical records, air travel, telephone service, and other 

utilities are kept track of, and properly handled by, computers”.  This lack of concern is 615

accurate to a certain extent, but in the same year Turkle noted a popular ambivalence about 

how in such a short timespan (roughly 1974-1984), “without people having had anything to 

do with it, computers have entered almost every aspect of daily life”.  In 2022, these are 616
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facts of everyday life, varyingly present and controversial and a source of anxiety and 

paranoia, the validity of which the jury is still out on—which is to say, should we be worried, 

and if yes, how worried should we be? And of what should we be worried? 

 In any case, a sense of the decentering of the human in the cultural equilibrium was 

increasingly acute through the 1980s and 1990s. The idea of computers evolving in the wild 

and exercising free agency, without human involvement, advanced the perspective that things 

had shifted towards a postanthropocene.  Here I borrow from Braidotti (2013), whose use of 

the term refers to a shift in global, political, and personal power relations away from the 

human as subject who exercises his mastery over the object of the non-human world. In the 

postanthropoecene, mastery of all material sciences combined with data collection have made 

an abstract entity—what we may refer to as postanthropoecentic capitalism—the subject, and 

all material and immaterial properties its object. (The reduction of all to data which 

postanthropocentric capitalism carries out also advances, in an oblique way, the sense that 

IST is something which is “real” in the sense that other scientific discoveries are real. Further, 

IST and postanthropocentric capitalism are contingencies of a digital media culture.) We 

might here recall the reversal, noted by Turkle, of the “rational animal” paradigm (discussed 

in section “Empathy Extended” in this chapter). This reversal, affirmed or negated, was 

present in adult discussions as well: for children, the irreducibility of human life is emotion; 

for adults, this irreducibility is the state of being unprogrammable. Thirty-some years later, 

this autonomy insisted upon has been deeply undermined by the development of search-

engine and social media algorithms. The postanthropocene: if in postmodernism, the sale of 

oneself to oneself was metaphoric, in the age of data collection, it is literal. Our actions and 

emotions both are programmable. 

 Conversely, it is interesting that Neuromancer was sometimes described as being “a 

computer hacker’s power fantasy”,  and that many real-life hackers, scientists, and 617

engineers were inspired by the book. It seems to miss the point: there is a strong argument to 

be made that Neuromancer is a novel which depicts postanthropocentric power dynamics 

between human and data. Literary critic Adam Roberts suggests  that the protagonist is not 618

Case, who the reader spends the entirety of the novel attached to, but rather the AI 
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Wintermute. In Neuromancer humans are powerless in intention and behavior, and as such 

the power fantasy is one of subjugation, of being manipulated in the way empirical humans 

were manipulating computer hardware and programming. Again, we should not overestimate 

the material influence of a science-fiction, but given the novel’s reception by those working 

in STEM, a potential consequence of the “power fantasy” reading may have been to advance 

the development of a postanthropocentrism, wherein the power dynamic increasingly favors 

data collection and self-organizing data streams. 

 Hardison is apt to note that: 

The problem is not what computers are in some Platonic sense but how they are 
perceived, which is closely related to how they are incorporated into the web of 
human culture. … First, there is the ability of computers to do things—apparently 
very difficult things—that people cannot do without them. … [Computers] assume a 
special position in culture. They cease to be tools and begin to be what popular 
imagination has made them out to be from the beginning: authorities.  619

Proceeding from this perspective makes a certain sense. In Neuromancer, which I take to be 

the exempary text in this regard, an abstract agency capable of resembling a mind is the real 

protagonist, the subject, and the closest thing to true authority in the book. It’s significant that 

when the only regulatory agency present in the novel appears, its agents are promptly 

murdered by Wintermute. And if computers equal authoritarian agency in the popular cultural 

imagination from the start, we might all hasten to liken ourselves to information processors. 

This means embodying the superlative qualities of the computer, as well as literally becoming 

digital (hence the cultural currency of DCF increases as the capacities and ubiquity of digital 

media increase). Information is the irreducible, information theory is the new gospel, IST the 

new religion. 

 This perspective is not quite deterministic, for it does not suppose inevitabilities; 

technologically-mediated abstractions are rather ceded a great deal of agency and autonomy. 

A better term is indeed Braidotti’s “postanthropoconetrism”: there is still an agent “in charge 

of the historical process”,  but it is no longer human (or Human).  The anxiety is 620 621
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increasingly widespread in the 21st century—The Matrix, twenty years on, begins to look like 

the Old Testament of this postanthropocentric dread; Black Mirror’s raison d’etre is to 

narrativize this anxiety, with new iterations every series—and its challenges appear 

insurmountable. Hence Elon Musk, who reports being unable to convince anyone in power of 

the need for governmental regulation of AI development, tormented for the hell he sees 

around the corner. Musk stated in 2014: “With artificial intelligence we are summoning the 

demon. In all those stories where there’s the guy with the pentagram and the holy water, … 

he’s sure he can control the demon. Didn’t work out”.  622

 At the risk of overexplaining, we might note that such a fear (the actual severity or 

ontological status of the perceived threat is unknown, and as such one can refer only to the 

perception, the fear itself) only makes sense if we accept a perspective which sees computers 

as authorities, or potential authorities, and human actors as wholly ineffectual and removed 

from the historical process. Hardison notes the religious aspect in all this, by appealing to the 

example of the four-color theorem: 

[The theorem] is so complicated that human beings cannot verify it. Mathematicians 
do not say, “We have proved the four-color theorem.” They say, “The four-color 
theorem is true because the program written by [University of Illinois mathematicians 
Kenneth Appel and Wolfgang Haken] has proved it. This is not very different from 
saying that the visit of the Magi occurred because the Gospels of Matthew and Luke 
say it did.  623

The authoritative voice has shifted from God, to Man, and back to abstraction. We again 

consider the breakdown in consensus reality: algorithmically-decided news feeds have no 

editor who makes an informed, judicious decision about the information which the public 

receives; furthermore, there is increasingly less of a “mass audience” to speak of post-

Internet. In the postanthropocentric present, increasingly exacting information yielded from 

each individual means increasingly personalized shadows on the walls of Plato’s cave. There 

are those who find this reduction of identity to data offensive and degrading. But one can 

only be offended and degraded if one allows for this paradigm, which they affirm in their 
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refutation.  The alternative would mean finding other ways of being in the post-internet 624

world. Furthermore, we may consider Barbrook and Cameron’s (1995) statement that 

“prophets of the California Ideology argue that only the cybernetic flows and chaotic eddies 

of free markets and global communications will determine the future. Political debate, 

therefore, is a waste of breath”.  It’s more pessimistic even than Postman’s aforementioned 625

analysis of the same period:  in this framework there is truly nothing left to guide the 

commonwealth to a consensus reality. The notion of consensus reality was diminished in 

postmodernity, and if any remains in 2022 is an open question; “consensus reality” has 

become postanthropocnetric—available only to the system or network which prevails, and 

which does not have “something it is to be like” itself; it is indecipherable to the human 

psyche, so we must find metaphors and analogies which can allow us to understand ourselves 

in this enormous computer which the world suddenly must be. 

 This power dynamic and the paranoia it engenders proceed to a strong sense of 

individual and collective powerlessness, and there is an argument to be made that this is a 

rational and legitimate assessment. At the outset of the 1990s, civil engineer H.W. Lewis 

noted the presence in the U.S. and Europe of 

Substantial and effective political forces that are simply opposed to technology, and 
use their political strength almost entirely for obstructive purposes. … They evoke in 
many of us a genuine nostalgia for a simpler life, a reaction to the fact that our 
technological world is simply harder to understand. The sense that we have lost 
control of our destinies is certainly depressing, and an anti-technology posture can 
strike a responsive chord.  626

There is a paradox, however, in this perspective. Anti-tech posturing, as fashionable as it may 

be at any given time, cannot recenter Man: the modern Luddite knows the end-goal, the 

return to the pastoral, is not achievable, for it would mean food and power shortages, it would 

mean plunging into chaos, and thus anti-technology posturing would be universally reviled in 

an instant.  We’re against technology only until our convenience depends upon it. Lewis 627

declares the folly of such pessimism about the present and future: “To believe that we can 
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simply reject technology and go back to a simple, wonderful, safe life is just plain nutty”.  628

We are bound to our media, in terms of our popular and personal imaginations and in terms of 

the material conditions in which we find ourselves, and the possibilities therein. Recognition 

of this powerlessness and rhetorical appeals to resistance alike evince the authoritative role 

our media occupy. 

 An inversion of the above “extension of empathy” thesis demonstrates this further. 

Regarding the crisis of near-nuclear proportions at Three Mile Island, Michie and Johnston 

(1985) make the familiar appeal for increasing funding for designing computer systems 

which we can comprehend. Otherwise, it is suggested, the increasing complexity of our 

computer systems may result in catastrophes which we cannot foresee or control because we 

do not understand those systems. We need to design AI which can humanize these computer 

systems and thus be negotiated with in a manner which renders them our partners rather than 

potentially unruly slaves (or dispassionate masters). It’s a compelling argument for 

developing an interface by which we may share mutual empathy with the non-human: we 

may endanger ourselves as a species if we do not make human-like AI the standard. Digital 

media will continue to advance whether or not this anthropomorphization occurs. We need to 

be able to understand and interact with complex systems as we would with another human, 

because this may make a crucial difference in whether things will proceed to such a point 

where, Michie and Johnston suggest, interconnected digital systems controlling the flow of 

cities and commerce are united with an intelligent non-human agent which is likewise unable 

to extend to us empathy in its decisions regarding processes of tantamount importance to 

modern life. 

 This is a badscience-fictionscenario, reading like a prequel to the Wachowski’s The 

Matrix, but it does make a certain sense: why not take such measures? Still, it may be 

observed that, as a sort of discursive by-product of such (expert) reasoning, the aligning of 

human intelligence and machine intelligence is elevated as a priority, which further advances 

the verisimilitude of fears of AI, and of those science-fictional fantasies which this thesis 

addresses. 

 Earlier in this chapter, it was suggested that certain cultural or metaphysical 

misapprehensions on the part of scientists, engineers, and computer hackers may have 

 Lewis (1990), p. 334.628
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undermined the privileged position of Man. Michie and Johnston, after advancing a 

reasonable argument for research priorities, proceed to offer what is, frankly, a gobsmacking 

proposition. First, their rhetoric does not provide an answer for how to make our computer 

systems and machines more “human”, but they contend that computers have become so 

complex as to be unmanageable; until they can be anthropomorphized, they have gone “as far 

as they can go”.  (That this renders the apparent urgency of their preceeding argument moot 629

is overlooked.) Progress is impossible until this development. Second, they pitch a solution: 

“To make the computers more comprehensible, we must build them in the image of the 

human mind”.  This proposition must be the exact opposite of Ockham’s razor, and does 630

little to re-center Man, rather opening the possibility for further Postanthropocentric 

decentralization. Finally, they acknowledge the philosophical conundrums surrounding AI 

and consciousness studies, but state that “the philosophical issues will continue to arise, but 

interesting as they are, they may confuse our commitment to exploit these new technologies 

as quickly as possible for the benefit of humanity”.  It’s clearly reflective of the times—631

neural networking and connectionism were catching fire—but there’s something special 

about invoking one philosophical problem after another, as Michie and Johnston do, only to 

conclude that ethical and metaphysical considerations are moot because this or that 

technology can only benefit mankind. 

Digital Creativity 

There has been a strong focus in this chapter on cognition and self-reflexiveness as the 

criteria by which AI is perceived as a figure of authority. Creativity and artistic production 

were often held out as an exception to the purview of self-organizing data streams. Creativity 

is province of the soul, the argument goes, creativity is irreducible. Thus the fear of AI as a 

figure of authority is somewhat diminished. This perspective was anachronistic by the end of 

the millennium. Left-brain as well as right-brain became the province of the digital non-mind 

in the 1990s, contributing to the consequences discussed above.  

 In 1996, it was reported that digital creativity had been achieved: an AI developed at 

Argonne National Library in Illinois produced “a major mathematical proof that would have 
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been called creative if a human mind had thought of it”.  New York Times coverage 632

acknowledged that the pace and nature of technological development in the 1990s, in 

particular with regard to AI and fMRI, had the effect of throwing down the gauntlet to 

philosophy and cultural-historical continuity. “[The program] also may challenge the very 

notion of creative thinking,” the Times reported, “raising the possibility that computers could 

take a parallel path to reach the same conclusions as great human thinkers”.  633

 From this premise it follows that the brain and computer share an essence as well as 

function. This is a dominant contemporary mythology of the human mind, of popular Self-

conception: “[It] may be that since no one has any idea how humans think, the magnificent 

bursts of creativity that spring apparently full blown from the minds of geniuses are actually a 

result of hidden, computer-like drudge work in the unconscious recesses of the brain”.  634

How far, then, is the leap to Kurzweilian becoming digital, to DCF? 

 It’s a question whose formulation further intersects with the idea of “digital 

creativity”, though in an oblique way. Bolter and Grusin note that the desire for immediacy 

(perceived erasure of medium allowing for direct access to the represented) which pervades 

our media culture dates back to the Renaissance. The video games and  computer “windows” 

of the 1990s owe their conceptualization and execution to the development of “linear 

perspective”.  The precondition for linear perspective was the mathematization of physical 635

space.  That the linear, fixed perspective became the mode of representation par excellence 636

demonstrates a historical continuity for developments in the sciences being assimilated as 

ideal paradigms for cultural creation. This in turn can be understood to be in a feedback loop

—a shared genealogy—with further developments in science and philosophy. Culture 

codifies the value of the linear perspective; linear perspective itself provides immediacy, an 

experience of disembodiment, with the subject now transported within rather than merely 

looking at the scene. Two media thus vanish: the canvas, and the human body. The 
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codification of immediacy is the codification of the disembodiment and remediation of the 

subject. 

 Photography further removed the human body as medium between real and 

represented. The body no longer creates the perspective, and thus a non-biologically mediated 

projection of the cogito into the virtual space occurs. The body vanishes, projected into a 

mechanistically-created visual “non-space”. The process continues: in the 1970s and 1980s, it 

became increasingly difficult to distinguish between images which were “real” (photos which 

had not been doctored) and which were not (photos which were doctored or fabricated 

entirely by means of computer-assisted manipulation).  Special effects in 1999, when Bolter 637

and Grusin were writing, were astonishing within their historical context; by 2022, the 

advance is emphatic: that which we see on screen is not rendered by hand and is not “real”, 

being created by a computer to produce visual verisimilitude. The subject is projected into 

pure digitality: the images on the screen are created by the manipulation of data; furthermore, 

the use of celluloid film itself is declining, and that which is presented to the cinema audience 

is captured and stored as data streams. The codification of a positive valuation of the 

disembodiment and remediation of the subject within the digital, as in so many other 

examples in this thesis, may be argued to codify the desire for and research goal of residing 

entirely in data. 

 Thus culminates five centuries of artistic and scientific endeavor. Painting could never 

achieve a mathematically linear perspective, despite being the means and ends of linear 

perspective. Computer-generated images, on the other hand, can achieve such perfection. 

Bolter and Grusin comment: “So, as with perspective painting, when computer graphics lays 

claim to the real or natural, it seems to be appealing to the Cartesian or Galilean proposition 

that mathematics is appropriate for describing nature”.  CGI fulfills the Platonic ideal which 638

humans could never achieve alone. We are inferior by this criterion, also, then; the history of 

linear perspective does not let us dismiss this deficiency lightly. 
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The Computer as Teacher 

Before concluding this chapter, a final point regarding the computer’s status as a figure of 

authority should be considered. During the 1980s and 1990s, there was a sharp rise in the 

number of computers in schools and universities. “Computer literacy” was being taught to 

children and our youth, not without controversy. One criticism of the rise of “computer 

literacy” efforts and the newfound urgency (and funding available) for computers in the 

classroom was that it implied a certain tradeoff: money spent on computers was money that 

could be put towards teacher salaries and school supplies.  The symbolic consequence is 639

another figure of Human authority decentered: the authority of the human educator is 

diminished in favor of the authority of the computer.  

 There is something amusing, given how virulently cultural critics protested the 

presence of computers in classrooms, in Roger Schank’s (1984) suggestion that we go all in 

and develop AI to replace educators: “Schools needn’t teach children about computers—

educators should program computers to teach children”.  Children eventually learn the 640

ways of adulthood, in large part by looking to their superiors, be they familial or institutional, 

as with their schoolteachers; in this proposition, the computer becomes an always obscure 

master in addition to embodying characteristics of which it is the paragon and aspiration of 

the onetime student.  

 The tide was against the detractors. The WarGames controversy had provoked 

governmental initiatives and support for moving computers into the classrooms. The rationale 

was that such a move could assimilate the threat of the hacker youth, by teaching “computer 

ethics” and redirecting possible antisocial behavior toward creative thinking which would be 

for the benefit of the republic’s digital future. Further, the initiative could normalize 

computers and ensure safe usage thereof, such efforts had been undertaken with the 

automobile. The comparison is drawn in the Congressional hearings called in the wake of 

WarGames: computers, like cars, will become wholly quotidian, ubiquitous. 

 This comparison to the automobile actually undersold the consequences of global 

digitalization. Congressman Don Fuqua, Chairman of the Committee on Science in 

Technology, stated in 1983: 
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You only have to visit your local shopping mall or school to see that today’s 
youngsters are a computer generation. They have the same kind of passion for 
computers that their parents had for cars when they were growing up. So, it doesn’t 
take much of a projection to forecast the day when we will be completely comfortable 
with computers as an integral part of our daily lives—just as the automobile is 
today.  641

The difference, however, is categorical: the automobile never had the potential for authority 

in the ways which the computer was already beginning to demonstrate. The formulation of a 

paradigm shift is legitimate, but this sort of naivety was a greenlight to Silicon Valley and the 

hackers of the world, who were able to design the future mostly unfettered. (Today, living in 

the world as it was subsequently designed, the government of the United States and a 

growing number of citizens begin to express a desire—and recognize an inability—to impose 

restrictions upon the techno-elite.) 

 Quoted in Schulte (2008), p. 510.641
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Chapter 6: Media Situations 

In Chapter Four it was argued that the cultural currency of DCF-IST is a contingency of a 

cultural and scientific vacuum of authority or consensus regarding the relevant technologies 

Essential to the incoherence described in Chapter Four is the role of public relations and news 

coverage regarding relevant neuro-media developments. This chapter will discuss at further 

length that which I refer to as the “media situation.” This phrasing borrows from the popular 

American usage of the phrase “media”, which refers to news organizations; I define the 

media situation as when when an event  and its potential consequences are reported on with a 

heightened degree of fervor and frequency to the extent that the coverage itself affects 

cultural priorities and thus perpetuates the same fervor and frequency of coverage, if only for 

a limited period of time. this chapter will analyze those media situations linked to those 

fantasies which gain credence consequently. 

 The media situation is fluid in its valuation of what is “real” and what is not “real”, 

and in maintaining distinctions thereof. Some in the 1990s espoused a sense that we were 

approaching “the end of science”. The developments of the 20th century had discovered the 

outer limits of science, it was suggested, and all that was left to do was to improve those 

discoveries and explore the “both real and also not real” quality of string theory or quantum 

physics.  Everything had become “both real and also not”: one had to take anything on 642

faith.  I would suggest that, further, techno-scientific myths of the 1980s and 1990s were 643

popular in part because they were myths which could be “legitimately” speculated upon —644

we need not wait for divine revelation, as with prior faiths, for we can design media which 

can disclose the “truth” of our cultural myths. This was evinced in contemporary news 

coverage. Waldrop (1992) acknowledges: 

[How] can we ever hope to reproduce [subjectivity], whatever it is, with a pile of 
silicon and software? That question has been the source of endless debate since the 
rise of AI, a debate made all the hotter by the fact that people aren’t arguing science. 

 John Horgan. “The Twilight of Science” in Technology Review Vol. 99 Is. 5 (1996), p. 50-61642

 See Chomsky (2002), p. 215-221.643

 Ibid.644
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They’re arguing philosophical ideology—their personal beliefs about what the true 
theory of the mind will be like when we find it.  645

The salience of a discovery and subsequent debate, is not the apprehension of what is, but 

what our preconceptions are, and to what extent these concepts are malleable to change. 

 American philosopher and AI skeptic John Searle understood this, commenting upon 

the responses to his famous “Chinese room” argument:  whether his argument was valid or 646

not had become irrelevant, as what was being debated in response was ideology, rather than 

science or logic. Thus, depending upon one’s ideological perspective, a non-starter could 

appear to be the Holy Grail, and vice-versa. Waldrop noted the bluff: “The computationalists 

… remain convinced that they are succeeding where philosophers have failed for 3,000 years

—that they are producing a real scientific theory of intelligence and consciousness. But they 

can’t prove it. Not yet, anyway.”  We are still working within the zero, lacking a fixed 647

point. Ideology glosses over this and acribes value nonetheless: audiences are dazzled by the 

production of “artificial intelligences” or brain-scans “showing” human thought in real time 

and their supposed ontologies; a rejection on the grounds that these ontologies are neither 

valid nor invalid dazzles not. The media situation reifies the perceived “reality” of what is 

merely implied, conjectural, or aspirational at the expense of accurate understandings of the 

state of the art. Material developments, as exemplified by the response to WarGames, can 

follow from these divergences. 

 Such ideological arguments often proceed from the supposition of imminent and 

inexorable singularities which are unfalsifiable by definition. in nature and in terms of 

timeline. The sense of precipice which is part and parcel of the contemporary neuro-media 

discourse locates DCF-IST on the horizon and is a function of publicity. New York Times 

science-writer James Gleick, covering the unexpected popular successes of Douglas 

Hoftstadter (1983), described how: 

 Waldrop (1992), p. 63.645

 In short, Searle argues that the correct matching of input to output does not obtain for meaning. A 646

man locked in a room and fed cards with Chinese symbols on them will never speak or understand 
Chinese, no matter how well he becomes at matching one card to the next in order to execute 
commands.

 Waldrop (1992), p. 66.647
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Indeed, until quite recently, “soul” has been something of a dirty word in philosophy, 
and even now it suggests a reactionary throwback to mind-body dualism of a 
Cartesian sort. It suggests something mysterious and unapproachable. … Synapses 
and soul are hard to reconcile. But for many philosophers, and perhaps for the many 
nonspecialists drawn to Hoftstadter’s writing, the outline of a bridge from one to the 
other is emerging.  648

The operative phrases here are “nonspecialists” and “outline”. The outline is a fantasy which 

cannot be accurately assessed as such without specialist knowledge. Hoftstadter’s book hit 

the bestseller lists and, as such, it was read by many non-specialist. In effect, Gleick reifies a 

fantasy of reducibility which is compatible with DCF and in turn IST. What remains to be 

achieved is the shift from this reification at the level of discourse to the level of the empirical. 

 A certain dissonance also inversely indicates the positive presence of the sense of 

precipice. For many in the mid-1980s, computers remained firmly “stupid”. “This state of 

affairs is about to change, however,” wrote the New York Times (1985), “if one is to believe 

the industry savants. Artificial intelligence, or A.I., is on the way. Quintessential “yuppie” 

companies like Lotus”  and GE were pumping funds into AI, and “[the] Japanese have 649

proclaimed as their goal the production of a machine possessed of artificial intelligence by 

the year 1992”.  The author of that particular piece was skeptical, noting that this hype was 650

nothing new—human history is rife with examples of attributing intelligence to that which is 

without mind, be it the automaton, the weather, the cosmos—but a perpetual state of almost-

there is the aspirational tenor of AI discourse in news coverage. Turing’s original prophecy of 

“the use of words and general educated opinion [being] altered so much that one will be able 

to speak of machines thinking without expecting to be contradicted”  supposed a 651

singularity, a precipice within less than half a century. Less than a decade after that, three 

researchers at RAND Corporation  publish the General Problem Solver, an early AI, in 652

1957. Kurzweil writes that “[the] program’s name reflected the enthusiasm, romanticism, and 

immodesty of the early AI field, an optimistic orientation that eventually earned the field 

 Gleick (1983).648

 Erik Sandberg-Diment. “Personal Computer; In Search of the Thinking Machine—Still” in New York 649

Times (10/9/1985).
 Ibid.650

 Quoted in Hardison (1989), p. 319.651

 U.S. think tank which provides research and analysis for the U.S. military.652
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considerable criticism”.  The consequence of that immodesty was cultural—which mattered 653

more than anything the GPS could actually do, for the overselling of its potential was 

indicated in its very name. The overhyping of its capabilities is a crucial part of the 

development of the technology itself, for the popular culture began to expect that the gap 

between the dream and the reality could be closed. Funding initiatives followed, as did 

coverage of the subsequent developments. 

 Science-fictional technologies—of which we may count GPS, if only in its rhetoric 

have never since ceased to be announced. Four decades and at least one major shift in the 

preoccupations of science-fiction later, New York Times ran the headline “Neuromancing; 

Could This Be the First Step to a Plug-In Brain?” (1995). One might be forgiven for taking 

for granted that computer-brain interfaces were on the verge of a breakthrough if such was 

being pondered in one of the world’s leading newspapers; the dream or nightmare of William 

Gibson’s Neuromancer must be near at hand.  

The article itself reports: 

Last week a research team at the Max Planck Institute of Biochemistry [in Germany] 
… announced they had developed technology that permits leech neurons to exchange 
information with silicon chips. They created a signaling channel between the nerve 
cell, which has a diameter half the width of a human hair, and a single device on the 
silicon chip, which is about six times narrower.  654

This may be the answer to the metaphysical roadblock presented by Perry’s Dialogue—a 

more subtle, gradual transfer to silicon subjectivity than the blunt measures of brain 

transplant or “downloading” of consciousness: if the body’s automatic regeneration of cells is 

circumvented and artificial, “improved” cells replace those ready for replacement, it may be 

possible that the subject’s surety of personal identity remains intact while also granting the 

subject an improved and extended lifespan. The subject also becomes Theseus’ ship, but this 

is already true by means of cellular regeneration (this will be discussed further in the final 

chapter of this thesis). For his own part, John Markoff, the article’s author, acknowledges that 

there is a ways to go before the hyperbole of such announcements aligns with material 

instantiation. The media situation continued anyways, as material developments require. Bill 

 Kurzweil (1992), p. 135.653

 John Markoff. “Neuromancing; Could This Be the First Step to a Plug-In Brain?” in New York 654

Times, (27/8/1995).
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Gates was quoted later in the same year as suggesting “without even a hint of irony, [that 

soon] we may even plug our central nervous systems into the Internet, the way the cyber-

cowboys did in William Gibson’s [Neuromancer]”.  (The proclamation reverts to cultural 655

fantasy for another twenty years, before being resurrected in earnest by Elon Musk’s 

Neuralink venture.) 

 The rejoinder to the sense of precipice regarding all of these fantasies is that the 

history of science and technology reminds us that we have been in the same perpetual 

anticipation since at least the 1940s. The disciples of cybernetics have contended that a 

“mind-like computer” would be here by the 1960s, the 1970s, the 1980s —each successive 656

decade brings developments which seem to bring this and other singularities closer to reality, 

a sense our popularizers, reporters, and advertisers and public relations agencies  actively 

foment. The feedback loop of culture and science continues, and this sense of precipice 

makes demands upon the culture and the individual to reassess their notions of self and of 

body, of what is possible and what is not. 

Points of Contact 

While the sense of precipice permeates and is perpetuated by discourse at the level of popular 

culture, and thus is unquantifiable at this level , there are empirical points of contact between 

the machinations of publicity and the nonspecialist individual. The banality of some of these 

points of contact—news headlines, book and magazine covers, blurbs—sometimes seems 

hardly worth stating, but that very banality may belie its importance. Earlier in this thesis it 

was argued that news headlines aim to forcefully and compellingly summarize the content of 

the article; the result is that the inattentive reader gains a superficial, “bite-size” 

encapsulation of developments. This is a difficult-to-assess but not insignificant point of 

transmission for the presence of scientific/technological knowledge in nonspecialist 

epistemologies. The same may hold true for things like book and magazine covers, book 

summaries, and blurbs, for the same reason: these are attempts to encapsulate and convey the 

article or book’s content, calculated to varying degrees of meticulousness to have an optimal 

chance of catching and holding the consumer’s attention.  

 Rothstein (1995).655

 See Rose (1992), p. 86.656

220



Superficial knowledge is gleaned by the inattentive reader/viewer; these banal points 

of contact have been turning the present to science-fiction since at least the 1940s. Given that 

the examples span decades, we will be limited to just a few which arose during research for 

this thesis. In the 1950s, “magazine covers were predicting that superhuman electronic brains 

were just around the corner”.  Arthur C. Clarke would later blurb Howard Rheingold’s 657

Virtual Reality (a 1991 account of the history and state of the art of VR), stating that VR had 

seemed a technology “a billion years in the future”  as he wrote about it in the 1950s, and 658

yet here it was, already upon us, with potential to soon be more immersive than “real life” 

itself. The dustcover itself states that VR will soon provide “potentially addictive sensory 

experiences that could make reality seem pale by comparison” and describes “out-of-body 

experience[s]” as in development and thus almost upon us. This advances a sense of where 

technology is, and regardless of whether one has read William Gibson, his imagery was now 

the lingua franca for desribing the state of the art. This is significant for its presence in a 

discourse whose reading strategies are fundamentally different from the science-fiction it 

mirrors.  

One discovers the following blurb, from the American scholar Mike Davis, on the 

dust jacket of Margaret Wertheim’s History of Space from Dante to the Internet: “The digital 

re-enchantment of the world [regarding cyberspace]—as Wertheim points out in this brilliant 

and troubling book—could as easily be the path to hell as the portal to paradise.”  Where 659

the portal leads is irrelevant—what matters is the sense that there is an ontology to this 

potential portal; his statement, rhetorical intent notwithstanding, takes this for granted. The 

question is begged: why has it not occurred to an even greater extent that cyberspace 

becomes the receptacle for our fantasies of a non-physical realm (the topic of Wertheim’s 

book)? Why has this paradigm shift not been more consequential than those consequences 

enumerated in this thesis? (Conversely, perhaps it has been—one cannot see the entirety of 

the mountain range from any single peak.) 

We have also already discussed the relevance of advertising to contextualizing and 

advancing the relevant cultural fantasies. The cyberpunk fantasies of the 1980s developed in 

 Kurzweil (1992), p. 190.657

 Quoted on flap of Howard Rheingold. Virtual Reality. (New York: Summit Books, 1991).658

 Dust jacket of Margaret Wertheim. The Pearly Gates of Cyberspace: A History of Space from 659

Dante to the Internet. (New York; London: Norton, 1999).
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tandem with media situations mirroring the concerns of cyberpunk: ad campaigns stressed the 

need for private citizens to own personal computers, invoking a computer-centric future was 

a self-fulfilling prophecy, manifested as it was in no small part due to such publicity efforts: 

one must become computer-literate or be left behind.  The contemporary advertising was 660

pervasive, with potential buyers “inundated by articles in magazines and images on 

televisions telling them that they need a personal computer. And they believe it, even if they 

don’t know why”.  It will suffice here to note these advertisements played no small role in 661

making the cultural status of computer ownership both urgent and banal; the computer’s role 

in the cultural landscape (which includes DCF-IST) is not an accident of history to be 

unearthed by genealogical inquiry or cultural archaelogy, but can be located in large part in 

empirical moneyed interests whose machinations are well-documented.  662

Also relevant, of course, is popular-science itself, on which we have already spent 

much time. Indeed, the cultural role popular-science is a primary concern of this thesis. What 

might be added here is that between cultural fantasies and the science-writing itself are 

publishing trends, which exists in a feedback loop with media situations. From the 

early-1980s on, popular-science became an increasingly profitable and popular publishing 

venture. This has been credited to the significant efforts of science-writer and literary agent 

John Brockman, who brokered deals for many of the leading contemporary popularizers. 

Brockman’s business acumen meant unprecedented advances released by publishers for his 

writers. Press releases became more emphatic and hype-generating efforts inflated.   663

A spiritual or religious element to DCF-IST has been noted previously. This might be 

further contextualized by understanding these publishing trends and the marketing (and 

writing) strategies of popular-science. The American 1970s had been a decade of “new” 

religious movements and returns to spirituality.  By the 1990s, it was noted that the hype 664

around the scientific-engineering developments of the 1980s had often been characterized by 

“attempt[s] to define scientific work in the terms of frenzied spirituality”.  Scientists 665

working across disciplines—physicists, astrophysicists, chemists, biologists—availed of the 

 See Schank (1984), p. 3; Turkle (1984), p. 184; Schulte (2008), p. 291.660
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 See Chomsky (2002), passim.662

 Gorman (1997).663

 See Schulman (2001).664

 Samuel C. Florman. “Cosmic Promises” in Technology Review Vol. 94 No. 1 (1991), p. 73.665

222



hype-generating apparatus to portray a turn from questions of pragmatics (i.e., how to best 

approach and understand the state of the art) to questions of “ultimate truth”  (how their 666

research might uncover universal a prioris). A Technology Review writer described the 

consequence of this turn as having advanced a “quasi-religious”  inflection to cultural 667

apprehensions of the state of the art in a number of disciplines (popular discussion of AI, he 

writes, “verges on the supernatural” ). There is a cultural continuity from the narcissistic 668

spirituality of the 1970s to the techno-spirituality of the 1980s; the meta-languages of science 

and engineering are inscrutable, so in order for the nonspecialist to understand the 

significance of one’s findings one has to place it within a cultural continuum, to find a 

metaphor and hyperbolize about what is happening and what the implications are, what is 

going to happen next.  

News Coverage 

News coverage is inarguably the most prominent point of contact between public relations 

hype and the public itself. Because of its accessibility, and the ease of ascertaining date and 

outlet, the primary focus here will be newspapers and magazines, rather than television.  669

This thesis abounds with positively evinced examples of print news’ role in the development 

of a discourse upon which the passage of DCF-IST from science-fiction to empirical research 

goal is contingent. Warranted is a brief discussion of the negatively-defined role of media 

situations in relation to this discourse. 

 It is notable that this means focusing on mostly digital media rather than the 

neurosciences. While it is true that the neurosciences were characterized by sectarianism 

throughout the 1980s and 1990s, the hype any single sub-discipline received was not 

contested in the way digital media were in the popular press. The advances of neuroscience 

certainly provoked or reified many cultural myths, but these were not (and still are not) 

perceived as threatening or as provoking anxieties; digital media certainly were. In 1984, 

Roger Schank noted that the public is “told, even if only implicitly, that computers are 

 Ibid.666

 Ibid.667

 Ibid.668
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frightening devices bound to control our lives unless we learn how to program them”.  This 670

appeared on the first page of Schank’s The Cognitive Computer, a book marketed to owners 

or potential owners of personal computers. Such hyperbole is a significant part of the 

zeitgeist or discourse which precedes such texts as Neuromancer and cyberpunk generally, 

and which they in turn perpetuate, crystallizing the cultural myths therein. It is noteworthy 

that the fear Schank describes was contemporaneous with cultural fantasies of technological 

utopia. Engineer Samuel C. Florman recounts his experience in the late 1970s being invited 

to speak at a symposium titled “Technology and Pessimism”, hosted among similarly-themed 

events and his surprise at the widespread coverage they received, a surprise at the widespread 

cultural dismay over the trajectory of technology in the 20th century. He stated: “Apparently 

the seriousness with which The New York Times regarded the symposium on “Technology and 

Pessimism” was both effect and cause, a symptom of the nation’s growing concern as well as 

a source of new anxiety".  671

 A similar tack was taken by physicist H.W. Lewis, in his 1990 Technological Risk. 

Lewis acknowledges his intent to counter the widespread cultural anxiety regarding science 

and technology.  The content of Technological Risk is mostly for specialists—Lewis studied 672

under Oppenheimer—but it evidently had a wider reception than the content suggests. It 

landed on New York Times’ best-of list for 1990, despite being quite evidently written less for 

an anxious popular audience than for those in high level business and industry positions, or 

for those in politics and public policy. The title itself and the wide release it received 

indicated a cynical marketing move with is common to tech-anxiety publications: even if it 

not the author’s intent (indeed, it is the opposite of Lewis’s intent), the marketing of such 

books reflects and amplifies popular cultural anxieties and negative desires surrounding 

science and technology. They exploit and affirm these desires and anxieties, and, like all 

commodities and commodity markets, thus increase the demand for further commodities. The 

discourse of technology is inextricable from the capitalist logic of publishing trends 

themselves. Despite Lewis’ measured sobriety, he is marketed along with the technologically-

cynical. This scenario belongs to the media situation. 

 Schank (1984), p. 3.670

 Florman (1981), p. 8.671

 Lewis (1990), p. ix.672
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 Lewis himself comments on this state of affairs—on the media situation occluding the 

reality of the state of the art. Our judgement is clouded, Lewis contends: it becomes almost 

impossible to know when a risk regarding science or technology might be worth it, and thus 

strong contradictions in our relationship to technology remain unresolved. News coverage 

makes us believe we both need technology and should fear technology.  Profit follows from 673

utopian and dystopian ideals of technology, and all points between.. 

  As noted, expensive tech flops in both the U.S. and Japan in the 1980s had resulted in 

ostensible defunding by the decade’s end. More sober tones resonated consequently. Henry 

Fuchs, computer scientist and “legendary figure in the computer graphics world”,  went on 674

record in the early 1990s to rue the media hype. The media situation oversells the promise 

and undersell the labor, Fuchs thinks, and he takes “a dim view of the people who pop up in 

the popular press as the “promoters” of VR, and who portray it as … destined to change the 

world before the next television season”.  Numerous critics similarly dismissed the AI 675

promises of the 1980s. Cold War R&D budgets had meant a windfall for AI research from the 

1960s on. Technology Review reported in 1994: 

[These] first tentative forays into duplicating human intelligence were often blown out 
of proportion. Feeding on the gullibility of military funders and members of the 
popular press, many AI pioneers touted even minor achievements as harbingers of a 
brave new world. In 1970 for example, “Shakey,” a simple “hand-eye robot” 
assembled at Stanford that could stack wooden blocks, was hailed by Life as “the first 
electronic person.”  676

Tech forecasters, AI researchers, and the media situation in general were nigh accused of 

charlatanism for their rhetoric —a perpetual promising of the material development being 677

just around the corner, with only the next book deal and several billion dollars in research 

grants between here and there. 

 The over-estimation of 1980s AI hype was described as particularly disappointing 

with regard to replicationg the function and mechanisms of the human brain. The analogy of 
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AI to brain function was meant to be perfected,  and the divergence between rhetoric and 678

reality was becoming pronounced; some felt it imperative to note that “the computer-as-brain/

mind/memory … analogy, while of potent fascination to many, has always been suspect 

amongst biologically grounded neuroscientists, on both structural and organizational 

grounds”.  Once more we might ask: why has it not mattered? Why does what is said at the 679

level of cultural discourse, regarding neurophysiology and its supposed resemblance with the 

computer, and regarding the relation between mind and body—why do such myths persist in 

spite of expert rejoinders of the dissonance between reality and the state of the art? The 

perhaps-most direct answer relates to the financial imperative which is the purpose of public 

relations, advertising, hype-generating. That this is a circular explanation is perhaps 

unavoidable; what scientists or engineers actually discover (or fail to discover) does not make 

its way into the popular cultural discourse without analogizing and hyperbolizing , and this 

reductive process created dissonance between discourse and the state of the art itself. Myths 

are a contingency of this dissonance. It may be a non-starter to suggest a popular cultural 

discourse which obtains for an accurate, informed perspective on the state of the art in 

science, engineering, mathematics. The incremental progress of the scientific method is 

incompatible with the multi-directional attention and heterogenous priorities which  

characterizes a popular culture. The discourse of a popular culture, its “common sense,” as 

discussed at the head of Chapter Two, is not one of any specialized knowledge or 

knowledges, but rather a sort of emotional consensus, its objects of attention diffracted, 

constellated by the flotsam and jetsam of the information which is chosen for dissemination 

through the dominant media (the operative word is chosen: these media are not autonomous, 

and information disseminated does not have any value a priori). 

 It follows then, for the purposes of this thesis, to devote significant attention to news 

outlets with wide distribution and readership. A criticism of science-reporting for such 

publications is worth stating here, as it provides further contextualization. It’s something 

almost intuitive in our media culture—sobriety sells less than a frenzy. Neuroscientist and 

psychologist Elliot Valenstein noted the problem in 1986 thus: 

 Ibid.678
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Indeed, while increased popular interest in sciences and medicine has led to even 
broader and more rapid coverage by the media, the quality of the reporting has, for the 
most part, not improved over the years. 
 Professional science writers are … under constant pressure to make their 
stories “newsworthy.” Even writers affiliated with the prestigious news organizations 
report that they have to “tiptoe along the boundary of truth” in order to demonstrate to 
their editors that their subjects are “ground breaking” and of “vital importance.” As a 
result, the implications of the most preliminary findings are frequently exaggerated.  680

A decade later, the same calls for correction sounded. In 1998, Tech Review called for more 

scrupulous standards for tech and science journalism. Science reporters were still tending to 

blur the line between reporting material developments and of speculation on the implications 

thereof. The concern was that the speculative takes precedence in the reader’s imagination; 

this precedence is inappropriate, given how often that which is announced does not come to 

fruition. And it is scarcely reported that a development did not come to fruition. That would 

hardly be “newsworthy”. 

 (Another consequence of the publicity hype’s role in the popular culture is the 

misdirection of funds. But it’s something of a “good problem”—a necessary part of the 

feedback loop of hype and research funding. Researchers have to convince government or 

industry or both (often a false distinction) to release funding for there to be any progress at 

all. Business journals and the like are always looking for the hot news item; they interview 

Engineer X about the most recent development, lend him an air of authority, credential to his 

aspirations. Investors pick up on this and pump some money into it. That it sometimes goes 

bust is a condition of the game. What matters, in the grand scheme of things, is that it goes. 

Meanwhile, though, older technologies are being steadily developed still. The distorting 

 Valenstein (1986), p. 292.680
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effect of this process leads to investment in new technologies which sometimes are not 

improvements on older tech, or at least do not fit within the current cultural conditions. ) 681

Sculte, in her discussion of the cultural and political panic provoked by WarGames, argues 

that while one can’t attribute too much to a SF, policy decisions are a good gauge for cultural 

anxieties, as policy makers are material actors responding to often hypothetical realities.  682

The role of news media is somewhere in between: it responds to what might be mirage, but it 

also perpetuates that which is mirage, and can have a strong influence in both directions: 

cultural production and governmental policy, R&D, etc. 

 This thesis has cited numerous examples of relevant news reports already, and will  do 

so in subsequent chapters; a handful of anecdotes will have to suffice here, in service of 

magnifying the relation between such news coverage, public relations hype-generation, and 

the fiscal concerns of scientists and engineers—the money games and media situations which 

contextualize the production of fantasies such as DCF-IST and their perceived feasibility. 

 Media situations are often inextricable from the developments they cover. The panic 

around WarGames provoked Congressional action; however, without that media situation 

itself, it is a dubious proposition that any such need for action would have been perceived in 

such rarified airs. Aforementioned “computer literacy” efforts were a media situation, and 

one which remained so into the 1990s. Computers were moving into classrooms at each level 

of education, and by the 1990s, computers were in most U.S. public schools.  There was 683

significant criticism of this trend,  advancing a sense that it was imperative to develop an 684

opinion on the matter (subtext: more attention directed towards digital media). Rosenberg and 

 Brody and Stabler (1991) comment: “In another misreading of consumers’ appetites, high hopes 681
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 R. Rosenberg and S.W. Comport. “Debunking Computer Literacy” in Technology Review Vol. 94 683

Is. 1 (1991), p. 58-65.
 See also Postman (1993).684
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Comport, writing in Technology Review (1991), argued that this development was a result of 

a media situation, that it was based on distortion in the press, on faulty premises. Tech PR, 

advertising, and news coverage created the sense in the popular cultural discourse that one 

would be left behind if you didn’t become “computer-literate” yesterday—the sense that it 

would make you a better, more informed and thoughtful citizen, that it would make you a 

more viable commodity on the job market. “Technology often monopolizes educators’ 

attention”,  Rosenberg and Comport argued: parents like the look of computers in the 685

classroom, and teachers see that funding is available for computers where it is not for other 

necessities. Uses for such devices were sought out—there’s no money for copiers, but there 

sure is money for computers, so we can go ahead and print our schedules and memos and 

assignments from the computer instead. The training of students to use the computers by 

teachers otherwise uninterested was simply part of the deal. 

It was argued that “computer literacy” as it was being taught (at each level) was so 

superficial as to be essentially and functionally useless.  Cultural attitudes towards 686

computers, the myths they spawned and the myriad ways they shifted the popular cultural 

discourse, was henceforth based to a large extent on superficial understanding. Fittingly, the 

same held true for one of the seminal acts of computer myth-making: William Gibson 

himself, author of the book which accidentally “[redefined] the consensus of what the future 

will be like”,  famously did not know anything about computers himself.  Gibson 687 688

pondered his Walkman  and the affect of youth at the arcades he frequented with his 689

children and came up with cyberspace.  

This is mentioned because critics at the time were almost unanimous in describing 

Neuromancer as what one critic dubbed “literary MTV” — the whole thing was pure 690

 Rosenberg and Comport (1991).685

 Ibid.686

 Gardner Dozois quoted in Albert Kim. “The First Man into Cyberspace” in Entertainment Weekly Is. 687

237/238 (26/8/1994), p. 106.
 This detail is cited in what must, in my estimation, amount to as much as 50% of essays and 688

articles devoted to Gibson and Neuromancer.
 Bruce Headlam. “Origins; Walkman Sounded Bell for Cyberspace” in New York Times (27/9/1999). 689

Accessed 22/1/2021: <https://www.nytimes.com/1999/07/29/technology/origins-walkman-sounded-
bell-for-cyberspace.html>

 George Slusser. “Literary MTV” in Storming the Reality Studio: A Casebook of Cyberpunk and 690

Postmodern Fiction. Ed. Larry McCaffery. (Durham & London: Duke University Press, 1991), p. 334.
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surface, a perfect representation of postmodern loss of depth —people were amazed by 691

computers, and the public did not understand how they actually worked. They did not need 

to. This is as true in 2022 as it was in 1983, when WarGames was released, in 1984, when 

Neuromancer was published, or in the 1990s, when critics pushed back against the “computer 

literate” world summoned forth from these texts. Reference books for communications 

media, popular a century earlier for encoding and cutting costs on telegram messages, 

reemerged in the 1980s  to meet the demand for modifying and maximizing the utility of 692

personal computers. Such writers flourished by reducing specialist knowledge into shallow, 

surface-level knowledge: one can learn how to input certain commands to produce the 

desired output, but does not gain a comprehensive understand of the system itself. In this 

sense, the user becomes the man in John Searle’s “Chinese room”: speaking the right code, 

but not obtaining the content of what one speaks, only the consequence. 

Those who argued that the language employed by both computer specialists and their 

news-report translators was “quasi-religious”  were on to something. It can be argued that, 693

like certain prominent religions, the sense that it is imperative that one engages with the 

matter—be it the godhead or digital media—coupled with an only-superficial understanding 

of such, produces an opaqueness, a non-self-conscious reverence; this attitude ingrains itself 

in the cultural discourse precisely because the popular culture doesn’t understand it—and 

thus also opaque is the distinction between what is possible and what is not possible, so ideas 

that we are or are like computers may gain cultural currency.  Myths such as DCF-IST are 

received with credulity because the public does not possess the knowledge to be incredulous. 

And, as mentioned previously, this in the interest of the computer-translator, who can 

continue to receive work doing the translating; the superficiality this produces is inextricable 

from the news context of which it is a contingency. 

We return to a key figure in the contemporary digital media discourse, Roger Schank. 

Schank’s 1984 Cognitive Computer provided readers commonsense explanations of what 

they need and don’t need when purchasing a personal computer. It was also a vehicle for the 

 Fredric Jameson also famously referred to cyberpunk as “the supreme literary expression if not of 691

postmodernism, then of late capitalism itself” (Jameson 1995), p. 419.
 See Gleick (2012).692

 Christopher Winks. “Confidential Correspondences” in Bad Attitude: The Processed World 693

Anthology. Ed. Chris Carlsson and Mark Leger. (New York: Verso, 1990), p. 48; see also Florman 
(1991).
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sort of rhetoric we’re concerned with in this thesis. The book opens by stating: “In this 

computer age, questions about what computers can do ought to be considered in parallel with 

questions about what people can do”.  Schank was a major researcher in and mainstay 694

commentator on AI in the 1980s. His book thus evinces what can be spoken of now, 

regarding the human and computer—and what will become possible to speak of. Schank 

reports “[wanting] to get far away from the concerns of everyday man”, but alas, he has been 

drafted: these days, he reports, “[what] I say and do is printed quite regularly in the 

media”.  The discourse had shifted since he became a part of AI research, and he has played 695

a role both in shifting that discourse and in perpetuating that paradigm shift and in 

perpetuating the necessity of his opinion, to the enrichment of himself and his field. It’s not 

scandalous: who better for AI popularizer and mouthpiece than the leading AI researcher 

himself? One begets the other, and both have clear profit incentives. The popular myths and 

misunderstandings are, from this perspective, the side-effects of this process (albeit necessary 

side-effects, as noted continually above). 

Schank was portrayed and portrayed himself as an expert on the mind, both human 

and artificial, in television appearances and countless articles on AI—he had the the hottest, 

most recent, most informed takes on AI. He worked towards putting them on the agenda, and 

the profit incentive needed not be spoken of in polite company. But in the spirit of disclosure, 

Schank acknowledges in the preface to Cognitive Computer that he heads a company “in the 

business of selling AI programs”.  Throughout the book, the rhetoric employed serves to 696

reinforce a sense of urgency to AI research, thus clearing the check not only for his next book 

(three would be released within a decade of the former’s publication), but grant money for his 

lab and also for his next consultation in his own private AI company. No value judgement is 

intended here; rather, the construction of this sense of urgency is vital to understanding the 

cultural context of this thesis. 

A sense of urgency would soon become apparently imperative. With the dissolution of 

the Soviet Union, federal R&D grants were no longer a sure thing, and there was a sentiment 

among scientists and engineers that it was time to find a voice in politics. Historically they 

had lacked a political presence, on account of being generally dispersed among the workforce 

 Schank (1984), p. ix.694

 Ibid., p. xi.695

 Ibid.696
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and often operating out of offices located within unrelated organizations. And there had never 

been a need for political representation in the postwar United States. The pretense of Eastern/

Western bloc competition had meant relative carte blanche for research funding.  There was 697

also talk of the Clinton administration creating a federal department dedicated specifically to 

science and engineering, an idea which had been debated since the middle years of Reagan’s 

presidency. It is perhaps surprising to those of us who are not scientists or engineers, but this 

idea was generally unpopular within the scientific community, for fear of ceding the 

autonomy of many prosperous if isolated institutions, consolidating as federal oversight 

would the disperse nature of R&D funding.  698

The route many chose, to secure funding, is that which we have been discussing: find 

a voice in the press, avail of as much publicity as possible, create a sense of urgency for your 

research. The fantasies of this thesis are inextricable from these empirical developments and 

processes, these profit incentives and research grant applications, and the broader media 

situations within which they are situated. 

 George E. Brown, Jr. “Scientists and Engineers as Political Advocates” in Technology Review Vol. 697

98 Is. 8 (1995), p. 40-41.
 Robert M. White. “Rekindling the Flame” in Technology Review Vol. 98 Is. 4 (1995), p. 69.698
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Chapter 7: Mirroring of the Brain and Computer in Cultural and Scientific Discourse 

The foregoing chapters developed context for the cultural currency of DCF-IST. The 

remaining chapters analyse the content of these fantasies themselves. It will be demonstrated 

that, in the 1980s-1990s, cultural discourses of neurophysiology and of digital media 

mirrored one another, and that their content was essentially the same. Further, the tensions 

within these discourses further had their mirror in the dichotomous metaphysics of materialist 

philosophy and Cartesian dualism. This intersection of philosophy, neuroscience, and digital 

engineering consequently altered popular understandings of personal identity, its 

contingencies, and its limits.  

Expanding upon Chapter 2’s discussion of media theory is necessary. The content of 

the key fantasies transgresses divisions between perspectives of the brain as a medium for the 

subject, and the subject as the result of the data-processing of the brain itself.  These reflect 699

the dualist position (mind and body are closely-related but distinct entities) and the 

materialist position (the conscious subject is reducible to the material composition of the 

body which instantiates it); in turn, the fractal relationship between neurophysiology and 

time-space which characterizes DCF-IST reappears: is time-space the program, or is it the 

computer? After analyzing these ideas further, we will turn to an analysis of two key vehicles 

for these ideas—the subject who is downloaded or otherwise becomes pure data, and 

cyberspace—as they relate to the framework of Cartesian dualism/materialism and neuro/

media. 

The likening of the human/brain/subject and the computer/hardware/software has 

become pervasive to the extent that the subject and personal identity is secularly understood 

only with regard to our digital media; if this has always been the case with our dominant 

media, the sophistication of the technologies themselves increased so rapidly in the 20th 

century that by the 1980s-1990s the challenges they posed for personal identity and self-

conception had reached an unprecedented level of urgency. Digital computers, AI, and 

neuroscience had made it imperative, perhaps for the first time in human history, that one 

 It may be telling that initially this chapter had been planned as being divided between two 699

concerns: popular discourse of digital media and popular discourse of neuroscience; the distinction, 
however, was untenable.
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seriously might ask, What am I?; the technologies themselves, it seemed, might actually 

provide an answer which was more real than anything previous. 

Henceforth, the subject was only to be understood in relation to digital media. Charles 

Babbage observed in 1864 that the operations carried out by his Difference Engine, a device 

anticipating the digital computer, “bears some slight analogy to the operation of the faculty of 

memory.”   Of the aforementioned 1957 AI, General Problem Solver, Pamela McCorduck 700

notes that it was “the first [program] … ever developed as a detailed simulation of human 

symbolic behaviour; as such it clarified … a handful of procedures human beings had been 

using all along for solving problems”.  This is a pervasive theme in the history of computer 701

science: an advance in computer technology often seems to evince an advance in 

understanding the mind. That the General Problem Solver simulated “human symbolic 

behaviour” suggests how tantalizingly close to simulating human intelligence or 

consciousness computers seemed to be even at this early date—and how tantalizingly close to 

digital media the conscious subject seemed to be. 

Neuroscience closes the gap between the two. Whereas we once availed of 

psychoanalysis, by the 1990s the afflicted and ill-at-ease would turn instead to neuroscience. 

Neuroscience answers for what has gone wrong not in subjective terms of inner life but in 

objective terms of neurophysiology. A shift occurs thus: theories of mind will henceforth 

proceed from developments in neuroscientific research, which increasingly were contingent 

upon digital media for imagining, research, diagnosis. This is the next step from Freud’s 

destabilization of the rational, autonomous subject capable of transparent self-knowledge: not 

only is Man not rational, he is not even “him-Self”: one is one’s brain and the chemicals 

inundating that brain at any given moment; one is the data this status is reducible to. There 

are henceforth no theories of sexuality, etc.—just data. 

But the subject remained slippery, impossible to discard of even in discussions 

advancing neuro-materialisms. An example appeared in the New York Times in 1995 under 

the headline: “MEN AND WOMEN USE BRAIN DIFFERENTLY, STUDY 

DISCOVERS”.  The body-as-medium perspective could hardly be more succinct. Men and 702

 Quoted in Gleck (2012), p. 101.700

 Quoted in Hardison (1989), p. 301.701

 Gina Kolata. “Men and Women Use Brain Differently, Study Discovers” in New York Times 702

(16/2/1995).
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women share an essence, but utilize the medium of neurophysiology differently. Whether the 

subject is or is mediated by his or her body, the terms of the debate were framed by media 

culture. 

Further, consider Roger Schank, whose statements advance the symbiosis between AI 

and the “human”. The epidermal has always informed one’s perception of intelligence and 

identity—is one’s interlocutor brilliant full-stop, or is the interlocutor “a brilliant woman”, “a 

very smart person of color”, “a lifelike AI”? A comment from a backwater cousin may be 

perceived as unenlightened by one’s cosmopolitan standards, but were it from an interaction 

with a self-organizing series of ones and zeroes, the same comment may well be received as 

astonishing in its sophistication. The problem is that my roughneck cousin knows that he’s 

there and that I’m here, despite our contrasting social codes; the AI doesn’t know it’s there 

and it doesn’t know I’m here. The distinctions are permeable, though: 

In some sense, intelligence is in the eye of the beholder, and most beholders are very 
prejudiced by skin. If the skin of the teller of the story is fleshy and humanlike, we are 
likely to consider the algorithm that produced the story to be an intelligent one, except 
perhaps in the case of the grandfather who we would agree was intelligent but is now 
telling the same story too often. But if the skin is plastic and we suspect that a 
computer is inside we are likely to claim that the algorithm being used to produce the 
same story were somehow just unintelligent retrieval methods.  703

It begins to make a certain sense that we come into this world as do neural networks,  and 704

grow to become wildly diverse information processors, which happen to harbour delusions of 

freedom, of agency. But as we decline in old age, we decreasingly seem like a well-written 

program and more like a hack algorithm. We’re born as hyper-advanced programs and die as 

rudimentary ones. 

 Antonio Damasio, Portuguese neuroscientist and populariser of neuroscience, 

received frequent popular coverage in the 1990s. A passage from a 1994 New York Times 

article describes Damasio’s research in similarly cybernetic terms:  705

[The brain] receives a barrage of signals from the body, describing how the body has 
changed. … In this view, a brain has no mind until it can display images internally 

 Schank (1990), p. 16.703

 Powers (1995) presents a novelistic demonstration of this idea. 704

 See Hayles (1999) on Humberto Maturana and second-wave cybernetics.705
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and manipulate those images in a process called thought … Thought eventually 
influences behaviour by helping to predict the future, to plan and choose the next 
action. … To explain why people have emotions and feelings in the absence of strong 
stimuli, [Damasio] proposes the idea that the brain can generate signals internally 
from the amygdala and prefrontal cortex and can send them directly to the 
somatosensory cortex, in a kind of “as if” emotional loop. Such emotional responses 
and feelings are less vivid than externally generated ones, … but they can drive 
behaviour.  706

The subtext of such cutting-edge neuroscientific research is that man is digital media, the 

subject a cybernetic process. The transformation from subject as an autonomous agent, to the 

subject as by-product of an input-output scenario, is right there on the page. One speaks of 

brains and computers not merely in comparison but simultaneously. Unified. 

 This unity was evinced not only in the discourse of neuroscience. In the post-digital 

world, one found palaeontologist and populariser of biology Stephen Jay Gould referring to 

the brain as a super-advanced computer  and George C. Williams, preeminent evolutionary 707

biologist and hardcore Darwinist, one who set the tone for the mainstream in the latter half of 

the 20th century,  explicitly invoking Marshall McLuhan’s famous aphorism (“the medium 708

is the message”) in explaining the distinctions which must be understood regarding DNA and 

genetics. The subtext, if it can still be called such, is that the evolutionary process gains 

clarity through the discourse of media theory. The gene, Williams says, is to be understood as 

a “package of information, not an object”.  Everything becomes digital, cybernetic, 709

informational—and in describing a firm distinction between matter and information, 

Williams gives further credence, this time from the discipline of evolutionary biology, to the 

possibility of digital transfer or duplication of the human subject. Some followed suit, quite 

literally: in 1994, University of Southern California computer scientist Leonard Adelman 

published a paper demonstrating that “DNA, the biological material, could be used as a 

computer, solving a math problem with a laboratory experiment. … He wanted to translate a 

mathematical problem into the language of biology and then exploit the incredible efficiency 

and speed of biological reactions to it”.  Biology itself, which substrates “higher level” 710

 Blakeslee (1994).706
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 See Brockman (1995), p. 35, 38-50.708
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subjecting processes, functions as a computer, then, literally. Transfer, the leaving behind of 

the material while the informational-subject is preserved, from one to the next is implied.  

 Entire disciplines formed based on the mirror image of brain-computer in the 1970s 

and 1980s. Cognitive science  takes this likeness as a precept and point of departure for 711

understanding the human mind. Functionalism is a philosophy of mind which presumes that 

the function of both computer and mind are the same—both have lower-level hardware 

(material) supporting the emergent qualities of the higher-level software (mind). Advocates of 

functionalism “do not deny that the brain is a machine”, nor that “that the mind is uniquely 

human”; they rely upon the computer analogy for conceptual “clarity”.  A feedback loop is 712

apparent: a philosophy of mind-body, allowed for by the development of digital media, which 

in turn applies the parameters of digital media to mind-body. A shared essence is assumed, 

and while this would seem to indicate a digital-materialism, Davies notes the trickiness of 

such a position, which seems to transgress the binary of putatively outdated Cartesian 

dualism and mainstream materialism: 

It is hard to reconcile that viewpoint [functionalism] with the traditional notion of 
God endowing man with a soul. On the other hand, by liberating mind from the 
confines of the human body, it leaves open the question of immortality. The software 
description of the mind does not logically require neurons … it allows for the 
existence of disembodied minds.  713

We run into the same trap laid in Perry’s Dialogue on Personal Identity and Immortality. We 

subjects have thus far, as Hayles reminds us,  only been embodied subjects. Proceeding 714

from a supposed symmetry of neural network and human mind may be methodologically 

productive. But supposing that a likeness of function necessitates a shared essence—which 

allows for the disembodiment, duplication, or remediation of the subject with personal 

identity inviolate—is misguided. Yet such suppositions retain their currency and lend 

ostensibly empirical validity to such fantasies. The apparent evidence that we are reducible to 

data became pervasive in the 1980s-1990s. New irreducibilities emerged “naturally”. The 

children Turkle talked to in the 1980s described distinctions between thinking and emotion, 

 Michie and Johnston (1985), p. 87.711
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237



with the latter being the proof of an entity’s vitality. If cognition was the sole the mark of 

consciousness, they would have already been well beyond this by the 1980s. It is significant 

that a decade later Damasio, in his highly successful popular-science book Descartes’ Error, 

contends that the irreducibility of the subject as not being thought, or self-evidence, as 

Descartes had it, but rather emotion (more specifically, Damasio argues that cogitation cannot 

be separated from emotion). 

The content of Damasio’s research aside, this is a clever move, philosophically and 

fiscally. Damasio, being Portuguese, understands fully the feeling of saudade (an emotion 

which is untranslatable and obtains only for native Portuguese-speakers) and given that I, a 

native Anglophone, never will; this emotional irreducibility will be harder to pin down in the 

neurosciences (wherein reductionism is the rule), and harder to provide proof of simulation in 

the computer sciences. Outright confrontation with the post-Human paradigm (implied by the 

digital obtaining of consciousness in the same way humans are conscious) is deferred, and 

further funding is assured in pursuit of this new irreducibility. 

Damasio maintained a high public profile in the 1990s. His materialist aligning of 

body and mind, emotion and cognition, was firmly in the intellectual mainstream; yet it was 

clear also that Descartes still loomed over all neurological, biological, and philosophical 

attempts to understand the mind and what exactly allows for obtaining subjectivity. No one 

needed embarrass themselves by stepping out in defense of Cartesian dualism for Descartes’ 

legacy to be affirmed by any inquiry into such matters. Descartes put Western intellectual life 

into a tail-spin; before we can figure out what mind is and how it works, we have to move 

into a truly post-Human episteme, have to eradicate the traces of Descartes from our research 

goals and methodologies, overturn his legacy and erase his influence from our perspective 

entirely. This is a cultural project, not an empirical project. Cultural conditions would have to 

change. (That, or we simply concede Descartes. This is not likely. Everyone wants to be the 

smartest person in the room.) 

So long as we are only able to access our concepts of self and mind through the prism 

of Descartes and those who followed Descartes—even if we reject outright Descartes’ 

philosophical writings—we will be at a strong disadvantage for discovering new perspectives 

on how to apply the scientific method to the study of the human mind. Developments in 

science and technology may challenge what are seemingly a priori theses, but the reverse is 
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true as well: our research goals and methodologies are a contingency of non-scientific  

discourse on the nature of mind and self.  A dissonance is becoming apparent, however, 715

characterized by a hybridization of Cartesian dualism and materialism and a diminishing of 

the dichotomies therein, and this mutation itself has become the dominant paradigm of the 

post-digital era. Further evidence and analysis of this development follows. 

The Collapse of Materialist/Dualist Distinctions in Digital Media and Neuroscience 

Western intellectual culture since Descartes has been a response to Descartes. Definitive 

refutations of Descartes do not cease, nor do they cease to announce their aspirations as such. 

The most relevant cultural fantasies derive from science-fictions wherein the subject is 

disembodies, reappears within the data streams of cyberspace, and then returns to one’s body. 

It is anti-materialist in this sense: there is an irreducible subject, which technological 

developments have made transitory or remediable. Inversely, the same fantasy can be slotted 

into the neuro-materialist camp: if the subject can enter the computer, be within data streams, 

then a shared essence is implied; analog man and digital computer are of a kind. The essence 

of the subject in relation to his body is analogous to the computer program which can be 

written onto a disc and then run on numerous media. 

 A binary then is untenable. Questioning along lines of dualism/materialism is 

necessary and also no longer sufficient. It is necessary because it is through the dualism/

materialism binary that one necessarily perceives the aforementioned cultural mutation. The 

question of what happens in these fantasies (or for their real life counterparts, the 

innumerable who are both in a chair and on the screen) can no longer be simply considered as 

being either compatible with this dualism or that materialism.  We have entered a paradigm 716

not of either/or, but rather both or neither. We either discard of both dualist and materialist 

conceptions of subject and consciousness, which is not likely, or we acknowledge that we 

must consider both, not simply in alternating, incoherently held beliefs, but practically and 

actively: we must acknowledge and attempt to address in earnest the mutation which has 

 See Vidal and Ortega (2017).715

 George Johnson, in a 1991 NYT piece on the feasibility of unified theories of mind-brain, 716
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admit mind as a separate substance operating outside the laws of physics” (Johnson 1991). Neither 
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occurred in our post-digital culture, a mutation wherein our digital media make such 

questions appear more urgent. It is significant that this question can be so clearly framed in 

terms of science-fiction, because it was by no means limited to genre fare, but became part of 

the discourses of digital media and neuroscience. Examples are numerous; several follow. 

Foremost, what consciousness is is not agreed upon; we return to the cultural logic of 

remediation, for the question also arises of what consciousness does. These are major 

problems for scientific inquiry into mind,  not simply language games, semantics. The 717

facile, “commonsense” answer to the above is: what consciousness does is produce thought. 

But a questions analogous to Bolter and Grusin’s theory of remediation arises: what does 

thought do? What is thought? These questions may not be even meaningful, but rather 

philosophically meaningless contingencies of a media culture such as our own—only if 

mind-brain is a medium among media, a discrete and knowable quantity among other discrete 

and knowable quantities, do such questions become legible. Davies evinces such a 

perspective, asking of the relation between soul and consciousness: “[Brain] surgery can 

produce major alterations of personality. All this makes us reluctant to clothe the soul with 

too many trappings of the personality. On the other hand, if all emotions are removed, what is 

left?”  Stated otherwise: if the brain is medium and emotion is the interface, what is being 718

mediated, what is being interfaced with? This is a question which is not strictly philosophical, 

as in the aforementioned controversy surrounding the “cure” for autism.  Those who seek a 719

“cure” for autism implicitly regard the brain as an interface which is not functioning properly, 

and as such is in need of an adjustment (this can mean correction for extant subject or 

preventive measures for potential subjects—the unborn). This can be extended to any 

measure which  adjusts one’s psychological status—psychoactive pharmaceuticals or 

psychosurgeries both alter one’s interface. The materialist rejoinder to such a position is that 

autism is identity rather than illness, that the interface is identity—that the medium is the 

message. In either case, these are media questions, and their fractal relationship with certain 

science-fictional fantasies, and this strange position wherein both sides of the argument are 

insufficient—the state of being medium and also not—is apparent. 

 Gorman (1997a).717
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Consider also psychosurgery’s return to public attention in the 1990s. Four decades 

after William Beecher Scoville famously operated on “H.M.” and cured the patient’s epilepsy 

at the cost of his short-term memory,  psychosurgery is performed to cure the same ailment. 720

Once more, a puzzling side-effect: post-procedure, the patient can no longer write. The 

neuroscientific community is puzzled; ambiguities abound. A New York Times article on the 

controversy noted that “[the] standard theory has been that language evolved around 100,000 

years ago … Reading and writing arose less than 10,000 years ago … the predominant idea 

has been that reading and writing were laid on top of speech in the left hemisphere, tightly 

interconnected”.  Again, it is implied that the brain is medium; that writing and language 721

are technologies which are incorporated into other media. We’ve become “hard-wired” for 

this technology, we cannot conceive of our biology without it. The psychosurgery carried out 

in the 1990s to cure epilepsy messed with the hardware and damaged a vital part of the 

interface. That we might consider the “literalness” of this rhetoric is telling; culture 

oftentimes proceeds as if it is truth. 

Recall the earlier (p. 126) discussion of Timothy Leary’s comment that the digital 

computer is “the LSD of the 1990s”.  Inverse from taking LSD, which is to say adding 722

psychoactive chemicals to the body, one may reduce certain chemicals’ presence in the body 

with the result being pain or disorientation—the subject vanishes, and cannot be 

meaningfully spoken of as being present in the same way as the subject is when his or her 

body is well-fed, well-rested, of optimal physique and in a comfortable position. It appears to 

be both true that the body is medium for the mind, as well as that the body is working very 

hard to produce the conditions by which subjectivity may occur—and because it does occur 

rather than simply exist, there is nothing to mediate. 

And there is a marked cultural shift, regarding the subject/interface discussion, from 

the paranoia of the 1970s to the ecstasy of cyberspace and digital media culture of the 1990s. 

Valenstein’s analysis of Mark and Ervin, whose 1970 Violence and the Brain provoked  

controversy regarding the potential for psychosurgery to correct society’s ills, notes: 

 Winson (1985), p. 10.720
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York Times (26/11/1996).
 Elmer-Dewitt and Jackson (1993).722

241



Harvard’s professor of neurosurgery William Sweet wrote, in his foreword to the 
book, that “knowledge gained about emotional brain function in violent persons with 
brain disease can be applied to combat violence triggering mechanisms in the brains 
of the nondiseased.” Regardless of how it was intended, this statement was interpreted 
by many readers as suggesting a pacification program with frightening political 
ramifications.  723

With the urban race riots of recent vintage so prevalent in the contemporary discourse, one 

fear going into the 1970s was that neuroscience would advance to a level of sophistication 

whereby the public would be compelled by neuroscientific means to remain docile. The irony 

is that there had been by the 1990s a reversal in cultural attitudes towards the potential 

consequences of the neurosciences; heading into the 2020s, when the research for this thesis 

was undertaken, it had become a mainstream popular cultural desire for the neurosciences to 

advance to such a point by which the public may become docile willingly—a life free of 

discomfort and conflict by neuroscientific means. In other words: the fear shifts from being 

forced to take the edge off, to a desire for something just to take the edge off (the impact of 

the global COVID-19 pandemic may reasonably be expected to accelerate the urgency of this 

cultural tendency). Central to both perspectives is the manipulation of the brain as interface 

for or simply as the subject. 

 There is a danger in writing this thesis of over-reliance on anecdotal evidence at the 

expense of theory or a more linear, teleological account of scientific, intellectual, and cultural 

developments. What I am after, however, are resonances between cultural fantasies and 

empirical developments. The popular cultural fantasies of body-as-medium and body-as-

information/identity are both rooted in empirical research, but the opposite is also true; for 

every time it may seem that the literalizing of these fantasies is more rhetoric or public-

relations hyperbole, there seems to be an empirical development which undermines this 

rejoinder. Considers the research of Jonathan Wolpaw, who in 1994 was reported  to be 724

developing a brain-computer interface under the aegis of the New York Department of 

Health. Wolpaw employed electroencephalographic (EEG) monitoring (described as 

“electrodes placed on the scalp [which] permit the monitoring of a person’s brainwaves” ) 725

 Valenstein (1986), p. 286.723

 In distinctly science-fictional terms. The Technology Review article cited here begins by noting the 724

brain-computer interface’s “enduring” presence in SF.
 Whitaker (1994).725
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to monitor the mu rhythm, “a pattern of electrical activity produced by the part of the brain 

that controls sensory and motor functions”.  The EEG allowed the test subject to move a 726

cursor up and down, left and right; these movements corresponding to what the subject was 

instructed to think about. The research itself wasn’t anything like a breakthrough, and it 

hardly follows to say that Wolpaw’s brain-to-computer interface (which is the brain-as-

medium paradigm plus an auxiliary interface) particularly raised the cultural currency of the 

brain-as-medium fantasy—nonetheless, the relationship between the two can be read in such 

research. 

 On the other end of the mind-body philosophical spectrum, Wolpaw’s research leads 

to consideration of the earlier research of Benjamin Libet, who in a 1983 paper established 

that brain scans were capable of detecting intention before the subject is consciously aware of 

such intention.  (To be fair, this is indicative rather than proven. The link between detected 727

brain activity and the event in question are not causally linked as of yet.) The likeness of the 

human subject to the avatar he controls in his computer games overlaps remarkably on this 

point: if a technology can reveal our decisions before we know we are going to make them, 

how might we retain our sense of ourselves as agential beings, irreducible beyond our Self, 

our thoughts, our memories? Nothing is mediated, at any level: the subject is not mediated 

through physiology, the player is not mediated through the PlayStation; events simply occur. 

But we feel, we perceive nonetheless—why might we not be reduced, which appears plainly 

feasible, and have our feelings, perceptions, memories, all those things which we tie to our 

evidently mistaken sense of Self stored in a more comfortable or permanent vessel? 

 Mortal yearning aside, the threat was posed, that neuromedia might reveal the human 

to be cybernetic machine after all, not in control of our Self/s, no irreducible subject, no pilot 

at the helm—just pure input and output of data. In the mid-1990s, American writer Tom 

Wolfe addressed this potential paradigm shift in an essay titled “Sorry, but Your Soul Just 

Died”. Wolfe appeared on television to promote the essay and express his amazement at the 

advances in the neurosciences. Wolfe’s conclusion: “there is no Self”, the brain is an “analog-

chemical computer”, and “cyberspace is gonna look like nothing, absolutely nothing, next to 

 Ibid.726
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brain-imaging, which is just getting off the ground”.  If the hyperbole aligns with the state 728

of the art in the neurosciences, we have arrived at the next great step after Darwin: not only is 

there no distinction between man and animal, there is no Self—consciousness, selfhood, is 

simply biology. This presents an event horizon, not least of all with regards to Western 

culture.  

The trend has continued in this direction since the millennium. Neuroscientific 

research proceeds from the assumption that subjectivity is not isolatable as a product of or 

within the brain, but rather is something which is distributed throughout the human nervous 

system, and as such the obtaining of subjectivity is something which is the cumulative total 

of activity throughout the human nervous system;  the nervous system, of course, does not 729

“know” anything on its own—the brain does not “know” anything on its own. The medium is 

the message; the brain must be an information-processor. This cultural truth might well then 

reasonably align us with what Turkle referred to as “[our new] nearest neighbours”;  the 730

anxieties provoked by that likeness in turn mirrored the anxieties provoked by the materialist 

conception of man as vessel sans pilot. This anxiety is pervasive in contemporary writing 

about AI, be it in affirmation, refutation, or simple acknowledgement of that anxiety, and this 

in turn exists in a feedback loop with anxieties regarding the human body. In a dialogue by 

Douglas Hofstadter (originally published in 1981), one interlocutor, refers to this anxiety: ‘To 

be told you’re a machine is, in a way, to be told that you’re nothing more than your physical 

parts, and it brings you face to face with your own vulnerability, destructibility, and, 

ultimately, your mortality”  and to acknowledge that one is nothing more than a composite 731

of mechanical “lifelike activities”.  Stated otherwise, there is no “you” to be re/mediated; 732

but once again the fantasy of being disembodied, duplicated, remediated is nonetheless still 

affirmed—as it seems to me, there is an inverse hidden in this paradigm: the revelation of 

being machine sans ghost, means that one may become immortal after all, because there is no 

irreducible “you” to concern yourself with preserving—just distributed mechanisms to 

maintain or repair indefinitely, granting a tentative permanence. The unspoken content of 

 These quotations are from an appearance on Charlie Rose’s program. Accessed 28/1/2022. 728
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neuro-materialisms,  then, may be demonstrated to advance science-fictional cultural 733

fantasies of permanence or immortality, aspirations which they putatively discard of. Even if 

we do not approach the reduction and remediation of the subject, the information-processing 

which constitutes body and subject can continue indefinitely. 

We might read these concerns in the case of Phineas Gage, and the research 

conducted to understand his condition a century-and-a-half after his famous accident. Gage 

was a construction foreman who, in 1848, had an iron rod blown clean through his skull in a 

construction accident. Gage did not perish, recovering without motor-function impairment or 

becoming insensate. That alone would have made Gage famous, but it puzzled physicians and 

neuroscientists evermore that Gage had lost his ability for ethical decision-making. Gage’s 

physician suspected that the apparent loss of ethical behaviour was result of a brain injury 

sustained during the accident. It is telling that this hypothesis was disregarded by both the 

medical community, as well as the public aware of the hypothesis; we will return to this point 

in a moment—that the attribution of such an aspect of personhood to neurophysiology was 

dismissed out of hand. 

By the late 20th century, the perspective of Gage’s physician was espoused by the 

neuroscientific mainstream. In the 1980s and 1990s, the prolific spousal duo of Doctors 

Antonio and Hanna Damasio conducted several high-profile inquiries into the nature of 

Gage’s condition. The Damasios worked with patients who had suffered similar head trauma, 

with similar behavioural and self-reported intentional consequences. Their hypothesis, as  

related through news outlets: ethical decision-making has a neurophysiological geography; 

ethics is a biological function. There was also, of course, the digital end of the inquiry; New 

York Times reported that “evidence for this hypothesis stems from a tour de force brain 

imaging carried out by Dr. Hanna Damasio. Using detailed photographs of Mr. Gage’s skull, 

she was able to reconstruct on a computer his three-dimensional brain and the focal points of 

his injuries”.  The article continues to paraphrase Damasio to the effect that “[at] the time 734

[of Gage’s accident], no one could comprehend what had happened to Mr. Gage’s brain”.  735

Two relevant assumptions are evident. First, the former quote exemplifies Rozenblit and 

 I refer here to the scientific-philosophical mainstream, excluding consideration of those self-733

identified transhumanists, who invoke materialisms for the specific purpose of advancing and 
materializing science-fictional fantasies.
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Keil’s framework for the “illusion of explanatory depth”: the Damasios’ hypothesis is 

contingent upon that which cannot be seen (ethics has a physical basis within the brain), but 

which becomes potentially “real” for the public through the representational mimesis of 

brain-imaging. Second, the latter quote skews historical perspective in service of what Vidal 

and Ortega refer to as “brainhood ideology”. How blunt-force trauma might damage one’s 

irreducible Christian soul might have befuddled Gage’s peers and doctors alike, but at the 

time, no one apart from Gage’s physician was trying to comprehend what had happened to 

Gage’s brain. Both points refer back to this dual sense of body-as-medium and body-as-

unknowing-information-processor: it is presumed that what happened to Gage is equivalent 

to what happened to Gage’s brain, and thus maintenance of personhood is equivalent to 

maintenance of those mechanisms by which personhood occurs. 

The extreme outer limit of such ideas is not exclusive to science-fiction. In 1998, New 

York Times ran an astonishing article titled “From Science Fiction to Science: ‘The Whole 

Body Transplant’”. The public was disturbed by a recent news report which had shown “a 

rhesus monkey’s severed head, connected by tubes and sutures to the trunk of another 

monkey, and showing unmistakable signs of consciousness”.  Several points should be 736

made here. First, the article does not enumerate what those signs are; their “unmistakability” 

is assumed to be taken for granted by the reader. There are cultural assumptions about mind-

body which upon closer inspection appear rather tenuous. This is not to discredit the point 

which Malcolm W. Browne, the article’s author, is making. Browne reports that many 

viewers were quite disconcerted having viewed the resurrection of the rhesus monkey in 

question, as the signs of the monkey’s return to consciousness were perceived as being 

credulous. It is alive because of its signs of consciousness, because it is unclear whether its 

behaviour is intentional in nature or is a simulacrum; the Turing test is assimilated to the 

point of application of higher primates. 

Second, the article states that “[the] demonstration was an unsettling reminder that an 

organism, human included, … can be made to survive as disembodied entities”.  The 737

operative phrase, “disembodied”, seems erroneous, unless one grants that the cranium and its 

contents and epidermis are not part of the human body. Regardless, what is demonstrated 

 Malcolm W. Browne. “From Science Fiction to Science: ‘The Whole Body Transplant’” in New York 736
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when such a procedure and such an interpretation are accepted as credulous is that the 

preservation of the subject need not be over-complicated by questions of reduction. One need 

only preserve and repair the mechanisms by which subjectivity occurs—just stick one’s head 

on another body. 

Third, the article resonates with Perry’s Dialogue, a text vital to a sober understanding 

of cultural myths of DCF-IST. The article cites “Dr Robert J White, a 72-year-old professor 

of neurosurgery at the Case Western Reserve University School of Medicine in Cleveland … 

[who] calls [the procedure] a “whole body transplant.””  Consider the point which Perry’s 738

interlocutor Gretchen makes regarding the uncertainty which could not but follow from 

transplanting X’s brain into Y’s body. Gretchen argues convincingly that there would be no 

way to establish whether one had received a new body, or whether the body one’s brain is 

planted in rather receives a radically altered psychology and set of memories, etc; and 

because there would be no way to be certain, without a true and unquestionable 

epistemology, the verdict would be contingent upon consensus, which can of course change 

over time. Brain transplant, then, offers no sure preservation of the subject. One either 

survives or one does not, but, despite the apparent validity of applying logic of Theseus’ ship 

to mind-body—simply maintain and replace the mechanisms which bring subjectivity into 

being, piecemeal and indefinitely—the fantasy of preservation (and this could mean the 

reduction of the subject to data, for the issue is the same: how does one know one has 

persevered, or if one is simply a subjectively conscious set of self-organizing data which 

perfectly duplicates the personal identity of the original subject but is distinct from the 

original?) apparently is now refuted by that same logic. Simple death may be preferable to 

this never-knowing, as Angier, the magician in Christopher Nolan’s 2006 film The Prestige, 

discovers: Angier has bested his rival magicians and become famous for a trick which utilizes 

a machine which either creates a perfect duplicate of Angier at either point A or point B; but 

as the trick demands that Angier move instantaneously from point A to point B, the person 

who stands at point A is surrounded in a flash of smoke and dropped below the stage into a 

barrel of water, which locks upon entry and drowns him. Angier is haunted, knowing he 

cannot know whether he is the original self (in which case the duplicate is always created at 

point A, and the original Angier is always transported to point B) or a copy many times over 
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(in which case the duplicate is always created at point B, and the original died in the first 

experiment). His eventual murder at the hands of a long-time rival comes as something of a 

relief, for his deal with the devil has concluded. 

Fourth, Browne notes that White, a self-acknowledged advocate of the perspective 

that the subject is the subject’s brain,  

[believes] the time is ripe for similar body transplants on humans. … [A] person (or 
rather, a head) who acquired a new body in this way would be paralyzed and 
insensible from the neck down. But the brain would retain its memory, its intellect, its 
perception of sight and sound, and its sense of self.  739

This sends out a complicated message. First, you are your brain, as per the parenthetical 

comment. Second, you are not “you,” as per the final sentence. To the extent that you are 

anything at all, you are your brain. The purpose of preservation, be it whole-body transplant 

or reduction to and remediation within data streams, becomes dubious. We speak not of 

preserving people, merely preserving functioning brains, brains which do certain things to 

make it seem like you are “you.” But you are not “you,” in this perspective. There is no 

“you.” There is, however, a brain associated with your sense of self, memory, intellect, 

perception. If we have veered into excessive navel-gazing in a thesis predicated on navel-

gazing, the takeaway is this: these arduous conceptual intersections occur and appear 

irresolvable because the certainties or “truths” of our cultural myths—proceeding variously 

from dualist, materialist, or the mutation-hybrid of the two—are never quite so; proceeding 

from any particular angle—be it questions of materialist/dualist philosophical binaries, the 

nature of self and personal identity, digital media, AI, or those fantasies of DCF-IST which 

have preoccupied science-fiction writers since the 1980s—one intersects with each of the 

others. Each rabbit hole leads to the same Wonderland. Yet these myths persist; in the 

concluding chapter of this thesis I will submit my own interpretation of this persistence. 

Behaviourism as a Precondition for DCF-IST; Explaining Mind as Biological Computer 

The cultural legacy of Pavlov’s dog plays a significant role in setting the cultural conditions 

by which, in the digital era, fantasies aligning analog man with digital computer gain popular 

 Ibid.739
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credulity. In behaviourism the mind, subject, or consciousness is irrelevant. The message of 

behaviourism, and of Pavlov’s dogs is that one is not in control of oneself, not in control of 

one’s intentions or actions, to an extent which accords significantly less agency than did the 

lay understanding of Freudian psychoanalysis and the subconscious present in the popular 

culture. Pavlov is a precondition of the ascent of the cultural understanding of the human as 

cybernetic machine, pure input/output. A precondition then, furthermore, for man as one of a 

kind with the digital computer, and thus a precondition for the (fantasy of) reduction of mind 

to data. For though the computer evinces behaviour, there is no dynamic interaction among 

the alternating ones and zeroes, no obtaining of meaning within the computer itself; though 

behaviourism, does not always deny an inner life, deny that a dynamic interaction among 

neurons results in the emergent sense of consciousness, this obtaining of subjectivity is 

simply not relevant,  and therefore functionally treats man the same as computer. 740

 Behaviourism’s heyday spanned between around 1920 and 1970, and its cultural 

effects were noted, disavowing as it did the inquiry into how the mind works, or what the 

mind is:  

This disesteem of the human mind has had numerous parallels elsewhere in American 
life—in the behaviour therapies that treat patients by methods not unlike those of 
animal trainers; in the doctrine of certain animal-behaviour specialists that we are 
only naked apes, ruled more by primitive neural structures than by the thinking 
forebrain, and in those many movements that celebrate feeling and mystical 
experience while denigrating the intellect and reasoning.  741

A cultural shift, then, towards framing self-conception in terms of input/output. In practice, 

behaviourism is independent of disciplines involving digital media, and predates the 

development of the digital technologies of the 1940s and 1950s, and predates the truly digital 

era which might be considered to beginning around the mid-to-late-1970s.  But in the 742

feedback loop understanding of the operations of a popular cultural discourse, behaviourism 

can be understood as setting the pretext for understanding mind-body as contingent upon the 

 My understanding of behaviourism derives from Kim (2011).740
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same mechanisms as of our digital media. As such, something like cognitive science may be 

in turn understood as updating this paradigm, while maintaining as a core tenant that man and 

media share both essence and function. 

 Cognitive science began to gain traction as a discipline in the early 1980s, drawing 

from a range on disciplines, notably psychology and computer science, to develop new 

methodologies and research goals. The precept of cognitive science is to return to the mind as 

an object of inquiry, to understand and explain the how and why of the mind qua mind. 

Cognitive science may disregard with concepts of immaterial selfhood, this being 

unfalsifiable—the subject in cognitive science is billions of neuronal events—but this does 

not mean discarding with the salience of subjective thought; the cogito “is now [being] given 

serious consideration by cognitive scientists, at least at the level of hypothesis if not 

experiment”.  This does not quite amount to a materialist counterpart to the Cartesian cogito743

—rather, the maxim seems to be that if we are to understand man, methodologically we 

cannot discard of the fact that he is a thinking thing, with something which feels like the 

homunculus within his material body. In this it is radical: mind had become anathema in the 

sciences; so this is the return of the subject, but not the Cartesian subject—a subject within a 

material, objective context. The aforementioned collapse of distinctions between 

philosophical poles becomes apparent. 

 There is a certain irony in this perspective. One of the preconditions for cognitive 

science was a recognition that the purely input/output paradigm of behaviourism had grown 

outdated. But as Hunt notes, in his 1982 text on the subject: 

[While] the mind’s processes cannot be directly observed … cognitive scientists 
deduce the nature of the mind’s machinery from what happens to information fed into 
it. … [Before] a word can be understood it must be carried from the retina to a part of 
the brain where it is briefly retained while we look up its meaning in our memory 
bank of words. If one word of a pair is shown to us first, we should be able to look it 
up before the second one comes along … We “process” incoming information step by 
step.  744

We are functionally aligned with computers in either perspective, behaviourism or cognitive 

science. We are already computers. In behaviourism, the body was that which reacted or 
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failed to react to a given stimuli; its resemblance to the one/zero binary is clear. In cognitive 

science, the body is no less of a digital technology, but the focus has shifted so that the mind 

becomes the object of input/output stimulation and “observation”. The conditions by which 

mind-body and computer are of the same essence are present in both behaviourism and 

cognitive science. Further, it is significant that only in the latter is mind allowed for, and that 

the emergence of this new discipline coincided with the appearance of narratives of the 

digitally-disembodied or digitally-duplicated Geist moving from one corpus or medium to 

another. 

 Precepts and aspirations of cognitive science aligned further and more explicitly with 

contemporary science-fictions: 

The subject, to be sure, voices only conscious thoughts—a small part of what is going 
on—but from these traces the analyst conjectures what was going on in the subject’s 
unconscious … [Following cognitive science experimentation, the] subject’s total set 
of operating procedures can then be written out in the form of a computer program 
and actually run on a machine [for further analysis.]  745

Read against Kittler’s contention that in Freudian psychoanalysis the analyst became a media 

technology,  one can understand this as part of the same media-cultural continuum. The 746

analysand spoke, and the analyst was meant to receive the content of the analysand’s psyche 

for the purpose of further analysis and correction; in cognitive science, this relationship is 

maintained, but the analyst is silicon rather than carbon. What should foregrounded is that the 

authority on the subject’s mind moves from the subject, to the analyst in Freud, then to the 

data in cognitive science; furthermore, there is an explicit sense that the subject and psyche 

are informational, and the subject and psyche may be reduced to the information it is 

comprised of, and run on a computer. Furthermore, Hunt repeats an idea which seems to have 

since become ingrained in the popular cultural imagination when he refers to theoretical 

approximations for the exact “information capacity”  of the human brain—in 1982, it was  747

100,000,000,000 bits—and notes that this number is “at least 500 times as much information 

as the entire Encyclopaedia Britannica”.  There’s a felicity to Hunt’s writing which 748

 Ibid.745

 Kittler (1999), p. 33.746

 Hunt (1982).747

 Ibid.748

251



indicates that his intended reader is the non-specialist in either digital engineering or 

neuroscience; as such the reader may take these figures at face value, they may begin to 

permeate the reader’s commonsense ideas of Self and technology. 

 Decades of quantitative research had bolstered these metaphors, of course. Johnson 

(1991) noted that the development of the McCulloch-Pitts neuron in was a major step 

towards understanding the interactions between neurons as analogous to the functioning of 

the binary digits. The idea that the reducibility to bits of the Encyclopaedia Britannica might 

be spoken of as a reference point for the reducibility to bits of the human brain follows also 

from this development. The McCulloch-Pitts neuron was itself an outdated understanding of 

the subject matter by the 1990s,  but its effect was felt more than ever, as endeavours to 749

understand the mind through means of or in parallel with computer programming were 

reaching fever pitch. At the intersection of cybernetics, behaviourism, and cynical materialist-

determinism emerged the idea that the human subject was programmed by his or her 

physiology, in the same way a computer is programmed to execute commends and instantiate 

behaviour. Wolfe, on the aforementioned television appearance, stated it quite clearly. The 

findings of neuroscience, Wolfe contended, “need to be received with caution. And they’re 

not, now. The message that’s going out [is that] we’re genetically hardwired, there’s nothing 

we can do about it. Therefore people treat their children that way, [saying,] Oh you know, my 

poor son or daughter is hardwired [to be such and such] and [thus is not and will not be] not 

very bright.”  750

 Though he does not name him, Wolfe’s remarks correspond almost exactly to the 

perspective advocated by of neuropsychologist Michael Gazzaniga. In 1992, Gazzaniga 

published Nature’s Mind: How Mind and Brain Interact to Create Our Conscious Lives. The 

book opens with a discussion of “nature versus nurture,” presents Gazzaniga interprets as a 

binary of deterministic neuro-materialism  against a dualism which allows for free will. 751

Gazzaniga follows the former to an extreme, arguing that as the consequence of our nature as 

determined neurophysiologies, “no matter how hard we try to alter our behaviour and 
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emotional life through therapy or self-improvement, we cannot succeed because our 

behaviour and emotions are governed by brain organization”.  This seems generally to be 752

bad news, and Gazzaniga is not simply the messenger, but identifies himself as a selectionist, 

whose work it is to interpret neuroscientific and psychological research to promote such a 

dogma. 

 The phrase might well be “programmist”: Gazzaniga’s is a discourse of neurobiology 

framed by computer science. When Gazzaniga cites Phaedo to clarify his position, Plato’s 

work begins to sound like computer science, like programming principles. Gazzaniga states: 

For the selectionist, the absolute truth is that all we do in life is discover what is 
already built into our brains. While the environment may shape the way in which any 
given organism develops, it shapes only as far as preexisting capacities in that 
organism allow. Thus, the environment selects from the built-in options; it does not 
modify them. … In other words, could most examples of learning be illusionary? Do 
our decisions and actions result from our discovering what is already in our brains? Is 
it … that Socrates had it right and poor John Locke had it all wrong?  753

This resembles the autopoiesis paradigm developed by influential Chilean cybernetician and 

biologist Humberto Maturana decades prior.  It is fitting, that a feedback loop is evinced 754

here as well. Maturanian autopoiesis, which already might be described as cybernetic 

biology, is the lens through which Greek philosophy is read; in turn, Greek philosophy is the 

lens through which the intersection of biology and cybernetics is interpreted. In Phaedo, 

Socrates contends that there is something like what we would today call the soul, which 

exists prior and subsequent to its animation of the human body, and that what is understood 

as learning in this human body is rather the recollection of that which the soul already knows 

prior to its time animating the human body. No one “learns” anything; we only remember that 

which we knew before birth.  Selectionism shifts this onus from the intangible world of 755

ideas to the wrinkles of the human brain—this same process which Plato’s Socrates describes 

is now a function of human anatomy rather than something which precedes and transcends 

human anatomy. (Functionally, the perspectives are the same.) All possible phenomological 

 Gazzaniga (1992), p. 2.752

 Ibid.753

 See “The Second Wave of Cybernetics: From Reflexivity to Self-Organization”, Chapter Six in 754

Hayles (1999).
755

253



experiences are already “written” into the brain, as all possible operations would already be 

“written” into a computer in order for computer to carry out those operations. 

 There is a persistent tendency in the neurosciences to level human mind and body 

with our dominant media. A skeptical analysis of Gazzaniga is useful. To be fair, it’s worth 

considering the nature of Gazzaniga’s project itself. Because while he certainly blurs 

disciplinary lines and produces distorted readings to advance his perspective, it must be 

recalled that Nature’s Mind, while on the more arduous end of the popular-science spectrum, 

is popular-science nonetheless, and as such it falls to the writer of popular-science to find 

cultural-historical point of reference through which to make their own research intelligible to 

the non-specialist. 

 In turn, it must be noted that Gazzaniga is an interested party. As such, this blurring of 

disciplinary lines and the consequent distortions in his reading of the Greeks is open to 

charges of being ideologically motivated. For example 

Locke, the consummate instructionist, saw the brain as a piece of blank paper upon 
which experience is written. He would have held that the mind is unspecified and void 
of all prior structure. Socrates and the Greek sophists, on other hand, took a dimmer 
view of the environment’s influence. As [Nobel laurate immunologist Niels Jerne] 
points out, “Socrates concluded that all learning consists of being reminded of what is 
preexisting in the brain.”  756

These conflations between brain and mind misrepresent the history to which Gazzaniga and 

Jerne refer. It’s unclear whether Gazzaniga thinks that Locke understood the brain and mind 

as being non-dualistic, but the interchangeability with which he refers to mind and brain 

indicates that Gazzaniga himself does indeed consider them to be one and the same. And of 

course Socrates did not conclude that learning is being reminded of what already exists in the 

brain. Such a misreading, however, creates the pretext and cultural continuity for further 

research funding, and thus further popularizations of the results of that research.  

Gazzaniga is an exemplary case in this regard, beyond the content of the text itself. To 

make his scientific research intelligible to the reader, Gazzaniga appeals to philosophy of 

self, a discipline which remains by definition purview of the humanities. Such an endeavour 

necessitates the writer establish not simply a scientific continuity for the proceeding text, but 
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also a cultural continuity for the proceeding text. The latter is more important for such texts. 

Science and technology alone cannot elucidate the nature of Self or thought or memory. 

Science and technology alone, furthermore, cannot elucidate science and technology 

themselves. Culture assigns meaning to these developments; it is through a cultural prism 

which both our fictions of the present and the future—our science-fictions—and our non-

fictions of the present and the future—our popular-science—must share entry into the larger 

popular discourse.  

 Gazzaniga is at an extreme end of popular neuroscientific discourse. Early in Nature’s 

Mind, he contends: “The deceptively simple notion of applying biological constructs to 

psychological processes challenges our whole philosophy of life—including the importance 

we place on personal achievement, intelligence, and acquired belief”.  Gazzaniga stops 757

short of saying that there is no philosophy of life, subsequent to the application of biology to 

psychology. There is no possibility of philosophy full-stop. Gazzaniga is unrelenting in his 

ideological drive to strip the meaning out of every subjectively experienced moment in life. 

From this perspective, the human body and mind are nothing more than advanced (or, as per 

the argument in Chapter 4, rather primitive) computers. What is written in our code is all we 

ever access. Deterministic materialisms are hardly controversial among popular expositors of 

science and philosophy, but there is something pathologically pessimistic in Gazzaniga. He 

writes: 

It is my hope that you [reader] shall discover, as I have, that all the ways that human 
societies try to change minds and to change how we humans truly interact with the 
environment are doomed to fail. Indeed, societies fail when they preach at their 
populations. They tend to success when they allow each individual to discover what 
millions of years of evolution have already bestowed upon mind and body.  758

Gazzaniga tells his readers not to worry about being bad parents, because the child will 

choose those biologically-determined options which make him who he is, no matter parental 

intervention. The environment does not matter much at all.  To bolster his point, Gazzaniga 759

invokes a comparison between American and Chinese hospitals. Data collected on the 
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personalities of their respective staffing is interpreted to indicate that their respective cultural 

differences do not bear upon staff dynamics—each career within a hospital demonstrates a 

distinct personality type, regardless of origin, and the dynamics between doctors, nurses, 

radiologists, and so on, remain unchanged. Gazzaniga makes this explicit: “In short, there 

seems to be something about the speciality per se that selects the people that go into it”.  760

 It follows then that neurobiological explanations for culture are proposed. These are 

so far removed from the actual continuum of Western culture that their potential misuse for 

ideological ends seems irresponsible. Gazzaniga writes as if there was no potential for this 

rhetoric to be abused to advance sexist, racist, or eugenic perspectives and programs. It is 

significant, however, that it is so legibly contextualized within our neuro-digital culture, 

wherein the brain and the digital computer are said to mirror one another so exactly. “What 

looks to be learning”, says Gazzaniga of the brain, “is in fact the organism searching through 

its library of circuits and accompanying strategies that will best allow it to respond to 

challenges”.  This means that there is a concept already in our brains, physically manifest 761

by future media, which enables total peace and cooperation among humans. It also means 

that there is, physically locatable in our brains, responses to myriad events which have not yet 

occurred. These neural events, then, are thus finite in their possible permutations. 

 The likeness of function to the programmable computer is clear, but these are nigh-

meaningless statements, practically-speaking, and they land us back in the realm of science-

fiction and fantasy. In Borges’ short story “The Zahir”,  Borges glances upon a stray coin 762

and find he cannot stop thinking about it. Before it occupies his mind’s eye at the expense of 

all else, essentially bringing his inner life to an entropic terminus, he learns that there have 

been other such cases throughout history. Read through a neurological lens, the stimulus 

corresponds to a particular neural pathway, the activation of which diminishes the subject’s 

cogitative autonomy until no subject remains. “The Zahir” is updated directly into neuro-

digital terms in Neal Stephenson’s 1992 science-fiction novel Snow Crash. In that novel, it is 

proposed that learning extensive coding procedures has altered the physical structure of the 

human brain, thus rendering the hacker elite vulnerable to viewing compounded coding 
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which triggers neural mechanisms which destroy the rest of the brain. The psychosurgeries of 

the mid-20th century, Gazzaniga’s interpretations of Greek philosophy, and such science-

fictions all overlap on the idea that the body is media and the only way the subject might be 

altered is through physical alteration of the physiology associated with that subject. Tweaking 

the interface. 

 Another popular-science exploration of the biological and the psychological worth 

considering is neuroscientist Jonathan Winson’s 1985 Brain and Psyche: The Biology of the 

Unconscious. Winson argues that Freud’s hypotheses regarding the unconscious may yet be 

explainable within a framework of evolutionary biology. Winson’s defense of this thesis 

renders the human as of a kind with the digital computer. Winson argues that 

neuroanatomical research indicates that the unconscious is a biological mechanism which is 

continuous with the conscious mind and which is tasked with the processing of information; 

the relevant neuroanatomical regions which fulfil this task in lower mammals has been 

observed to be isolatable, and it appears that this function was retained throughout evolution 

into homo sapiens. The self-recursive quality of human consciousness is such that the 

conscious mind notices the mysterious processes and evidences of the unconscious, whereas 

lower mammals were simply not able to concern themselves with such questions. 

 Within a framework of evolutionary biology, we understand man to have evolved into 

a self-conscious information processor. It is ironic that this paradigm itself creates a new 

dualism within a firmly materialist framework. The unconscious is, and is continuous with 

consciousness;  it perceives and “thinks,” in ways which are only sometimes made apparent 763

or understood as motivating factors to the conscious part of the subject. Winson contends that 

the part of the brain which makes dreams apparent does not use abstraction or other 

mechanisms proposed by Freud; rather, this is simply the other part of the mind, which 

operates mostly unbeknownst to the subject.  Thus are the conscious subject/unconscious 764

subject united “in” and contingent upon the material of the body. The mind is, contrary to 

eliminative materialisms, but it is also a biological process both transparent to the subject and 

also not transparent to the subject. This is a dualism contrary to Descartes, but one which 

furthers the sense that the mind may be divisible. Implicit in either facet of this dualism is 
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their reducibility, and as argued earlier, any perspective which proposes that mind may be 

reduced to discrete units advances to varying extends the perspective that reduction may thus 

be made manifest elsewhere; the resonance here has been made clear, which is doubly so 

given that, as neural networking was gaining steam again in the 1980s, Winson was 

suggesting an evolutionary biological paradigm of man as having evolved to be a self-

conscious information processor. 

 Winson is fairly self-conscious himself, about his use of the computer metaphor to 

explain his research, and it would be a mistake to suggest that he himself believes or would 

advocate for a perspective in which man and computer are of the same essence. For a 

researcher working in the mid-1980s, it was likely not yet clear that there would be such 

cultural consequences to using the computer metaphor; several decades later, however, we 

can see that such language created conditions by which certain science-fiction fantasies 

became so ingrained in the cultural imagination that their fantastical or mythical status is 

forgotten and they appear to be real possibilities, which in time informs the research goals 

and methodologies of those in the sciences and engineering (not least of all self-identified 

transhumanists).  765

Digital Media and the “Bodiless Mind” of AI 

The bodiless mind is one such research goal. Neuroscience, computer science, philosophy, 

and not least of all science-fiction intersect to bring this into the popular imagination. In a 

philosophical dialogue pubished in the early 1980s, Hofstadter has his philosopher 

interlocutor proceed from the perspective that the brain is a medium for thought.  The 766

argument he provides is fairly persuasive passage from mind as irreducible essence to mind 

as pattern, as software-program. He uses the analogy of a simulated hurricane. His 

philosopher argues that a simulated hurricane, within a computer program, can still be 

referred to as a hurricane without qualification as “simulated”, because it follows the same 

patterns as real hurricanes which whip water and cause property damage. A simulated 

thought, therefore, can still be referred to as thought, given that it follows the same patterns 
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as actual thought/brain activity. It can thus be instantiated in any number of media, as it is 

literally already is, being obtained for by billions of human brains across the globe. 

Patterns can be discerned, simulated, duplicated. The transfer or continuity from one 

medium to another does not necessarily follow—the simulation of a particular hurricane's 

patterns does not mean that the hurricane has been remediated from time-space to data 

streams, and a simulation of a subject's thoughts and thinking processes does not mean that 

the subject has passed from substrated within the brain to now existing within data streams—

but the potential for such a mirroring effect here, between the brain and the computer, the 

mind and the digital pattern, is important. Furthermore significant is that dualisms persist.  767

In the same time, it was reported that neural networks were being developed with the "hope 

that by reducing neural function to its essence their networks can be used to better understand 

the interplay between brain and mind".  There is no easy approach to a metaphysics of 768

digital media, neuroscience, or the intersection between the two. The reducibility of the 

digital pattern had the effect of allowing new dualisms to be spoken: the Self as instantiated 

pattern rather than thinking thing, but no less independent of its substrate or medium.   769

Neurobiologist Steven Rose expresses a disdain for [title of Boden] Joseph E. Boden's 

"ludicrous aphorism [that] 'you don't need brains to be brainy'",  which is to say that there 770

might be mind without brain so long as one has enough computing power and the correct 

mathematical formulae. Expert disdain did not preclude the popular imagination. These 

dualisms were intuitive, as Turkle's research with children indicates: 

Laura begins her play session calmly. She quickly checks out the [digital] toys and 
has definite opinions. The toys have "minds," says Laura, but they are not alive, 
because "they don't have a brain—they know how to do things with minds." Laura 
says this in a tone that suggests disbelief that anyone could think otherwise.  771

This does not return outright to the dualism Descartes proposed, but neither does it remain 

firmly within a materialist framework. This is the mutation between the two poles, the weird 

 John Searle makes a similar point. See “Minds, Brains, and Programs” in The Mind’s I: Fantasies 767
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state of the digital dualism: there is certainly a difference being drawn here, at the level of 

popular intuition, between psyche and soma—through the prism of digital media we begin to 

perceive the possibilities of thought without brain. 

The question of “level confusion” is relevant here. Davies, in his popular-science 

work, has argued that mind-body dualism is simply what is referred to as "level confusion": 

"Mind and body are not two components of a duality, but two entirely different concepts 

drawn from different levels in a hierarchy of description".  Your brain may need to fire 772

neurons x in order for thought or feeling y to occur (thus reflecting lower/higher levels, 

respectively), but this does not mean that the higher level is either not occurring or 

meaningless, or is intangible and immortal (thus eliminative materialist/dualist perspectives, 

respectively). Rather, the higher is dependent upon the lower, and the lower does not need the 

higher to function. (For example: the literal brain-dead,  or pre-cognizant children.) The 773

hierarchy of matter over mind (or rather, as befits a substrate, under) becomes clear, though it 

also becomes clear that the two levels are categorically different, operating in different, non-

competitive ways which are mutually inaccessible to one another. Material cannot think, and 

thought cannot be material. 

It's almost attractive to simply maintain a classically Cartesian perspective on mind 

and body, and it is not difficult to understand why this perspective persists in other guises. 

Because while the concept of level confusion may restore individual sense of dignity or 

autonomy to the human mind, it also raises questions which appear irresolvable. First, in this 

hierarchy of description, the lower level—the level of neuronal activity and brain chemistry

—is understood as working to produce the higher level of subjectivity and qualia. But it's a 

paradigm which is mechanistic as to beg the question: what is the higher level working 

towards? Self-evidence? An open question. 

Second, the idea that the lower level can function without the production of higher-

level subjectivity, as in the case of the brain-dead, the comatose, or even perhaps the sleeping

—the idea that the two are distinct from one another leads to the idea that the two are in some 

sense isolatable. This leaves open the potential for designing higher levels which function as 

pure agency without the necessity of neural substration. Granting ontology to the higher level 
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creates a new dualism, and the possibility of pure agency as an isolatable entity. This is what 

occurs in Richard Powers' 1995 novel Galatea 2.2. The neural network “Helen” is dependent 

upon countless bits or hardware and software, none of which can be meaningfully understood 

to be conscious or sentient, to produce the appearance of her bodiless consciousness. The 

production of such “conscious” artificial intelligences follows from this logic of mind/

material hierarchy, and advances the sense that the essence of the subject is distinct from the 

individual's biology. And thus the potential for disembodied consciousness or the 

resubstration of consciousness outside of the individual's biology, away from the lower level, 

is simply a question of computing power, a material rather than a philosophical or conceptual 

challenge.  

It thus then becomes a media question. Davies sends the point home: 

All these fields of inquiry [relating to high/low-level functioning of the brain] are 
concerned with systems that process information in one way or another, whether man 
or machine. The development of concepts and language associated with computers, 
such as the distinction between hardware and software, has opened up new 
perspectives on the nature of thought and consciousness. It has forced scientists to 
think more clearly than ever about the mind.  774

The operative phrase here is “clearly”. In other words, it'll become common sense before 

long, that man and computer are two of a kind; man as information processor is the most 

empirically valid theory, the closest to the truth that man has ever come in terms of 

understanding his mind and body. 

 In the early 1990s, then, the state of the art in the neurosciences maintained a 

perspective of which it was reported that neurons "talk" to each other through inter-

neurons.  The brain's status as communication technology is clear, but how this produces 775

consciousness was still up in the air. The question itself—what philosophers refer to as the 

binding problem: how do non-conscious agents cohere to produce consciousness?—was 

conveyed in terms mirroring the digital computer. Blakeslee reports that "[a] still baffling 

question for scientists is, how does the brain bind these fragmented pieces of information into 
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a single coherent image?"  Blakeslee quotes Dr. Rodolfo Llinas, professor of neuroscience 776

at NYU, who states that the cortex is "where advanced information processing occurs".  777

This language is problematic. As we have seen, there was neurobiological research which 

supports the metaphor.  Conversely, language such as this advances the idea that 778

information is something out there, to be processed or not processed by information 

technologies—which we categorically have become—something not essentially embodied.  779

With proper qualifying of the metaphor, it is indeed suited to its object,  but it is vital that 780

the metaphor is transparent to the reader, lest the conceptual slippage not only unconsciously 

allow for but also perpetuate emergent commonsense ideas of information is immaterial and 

the human brain as information processor. We must remember and be reminded that the 

metaphoric likeness of mind with computer is metaphor, and it is a fitting one, but it is not 

necessarily the only or even the most perfect metaphor—and even a “perfect” metaphor 

necessitate or manifest a material correspondence. 

 An example from Kittler is illustrative. In Gramophone, Film, Typewriter, Kittler 

inserts a lengthy section from 19th-century philosopher-poet Jean-Marie Guyau. (Recall the 

discussion of Guyau at the start of Chapter Five.) Guyau in 1880 commented upon the value 

of "reasoning by analogy"  in the sciences, as well as the weakness of all analogies for mind 781

until the development of the phonograph. The phonograph, Guyau felt, had satisfied the 

"need of a comparative term",  previously absent, regarding storage and retrieval—because 782

the mind and brain function without a fixity of position, constantly in a dynamic flux, 

comparisons to mind/brain are inherently vacuous or insufficient. However, Guyau 

postulates, because the grooves of the phonographic recording reflect the grooves of the 

brain, we might be making progress in terms of function and in material likeness. 
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 Guyau's comment, that "[it] is quite probable that in analogous ways, invisible lines 

are incessantly carved into the brain cells, which provide a channel for nerve streams"  is 783

prescient, in terms of both the science-fictions (Snow Crash, “The Zahir”, Max Headroom) 

and the state of the art in the neurosciences a century later. Guyau's speculation is barely 

removed from the rhetoric of the late-20th century. This is not a sign of pending resolution, 

between likeness and essence, but rather the opposite: a century had passed between Guyau's 

speculation and the period this thesis focuses upon. The popular culture may have the 

precipice in sight, but it is a perpetual precipice. In Galatea 2.2, Powers' narrator describes 

his dwindling rapture after first logging onto the World Wide Web: 

For a while, I felt a low-grade thrill at being alive in the moment when this 
unprecedented thing congealed. But after weeks of jetsetting around the hypermap, I 
began to see the web as just the latest term in an ancient polynomial expansion. Each 
nick on the time line spit out some fitful precursor. Everyone who ever lived had lived 
at a moment of equal astonishment.  784

 The material and philosophical hurdles, between the cultural dream of DCF-IST and 

its material manifestation, are inextricable. Whether or not these hurdles are surmountable is 

unknown. The path toward  manifestation is unclear. There is reason to believe that there will 

be no manifestation, based upon the brain-computer likeness; history seems to indicate that 

the advance of our technologies will cause a shift in the nature of those fantasies themselves. 

It is instructive to recall Guyau, a man standing beside his phonograph and declaring that 

they are two of a kind. Fast-forward from the 1880s to the 1980s, and the same occurs 

between man and his computer. The essence of the mind will only "be" information, the brain 

a computer, for as long as it can be reasonably written that such is true, and as long as 

research methodologies proceeding from this presumption produce results sufficiently 

impressive to their benefactors. Should this change, it stands to reason that mind-brain/

program-computer will come to seem as plausible as Guyau and his phonograph reads today. 

This paradigm has, however, carried over into the 21st-century, emboldened as it was by the 

research and reporting of the 1980s and 1990s. Schank's computer-scientist approach to 
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describing subjective reality in a mass-mediated culture cast the body as computer, stating 

that the "mind depends upon data in order to give it something to reflect upon. Where is this 

data to come from? Of course, movies, books, newspapers, and television provide much of 

this data."  The human body is foremost a biological information technology, and the real is 785

data streams. It is an anti-Cartesian dualism, because it recognizes that there is no cogitation 

without external stimulation. But, once more, we don't land firmly at the materialist pole of 

the spectrum, either. Rose makes a distinction between information and meaning which is 

vital to a sober analysis of rhetoric such as Schank's: 

[Meaning] is not synonymous with information. Meaning implies a dynamic of 
interaction between myself and the digits; meaning is a process which is not reducible 
to a number of bits of information. ... [Brains] do not work with information in the 
computer sense, but with meaning. And meaning is a historically [sic] and 
developmentally shaped process, expressed by individuals in interaction with their 
natural and social environment.  786

 This comes to bear upon everything which we are able to think about with regard to 

the possibility of digital personhood, be it AI or the embodied subject who becomes data 

streams. The mysterious process of meaning-making is something which is both a 

precondition for and a perpetual function of subjectivity, of personal identity. Artificial 

intelligence is, at its irreducibility, a series of ones and zeroes. This is known. There has to be 

a subject to interact with the stimuli it is presented, and, contrary to Norbert Wiener's seminal 

observation that the interactions of neurons are exactly like those of the binary digits of a 

computer,  the digits of digital media do not literally interact. They are binary rather than 787

dynamic—they're just there. 

 It appears, then, that subjectivity/personal identity and information are necessarily 

incompatible, and fantasies of their shared essence or likeness are predicated upon a category 

error. The fantasy of being disembodied and re-substrated within the data streams of digital 

technologies are a non-starter, because that which precedes and constitutes subjectivity—the 

dynamic process of interaction between stimuli and subject—vanishes when the subject is 

dis-embodied and "becomes" pure data. Even speaking of this "becoming" is meaningless 
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from this perspective, because there is nothing approaching even a clear conceptual 

framework through which one might pass from embodied existence to digital existence. 

Arguments and language which presume this passage's potential are, in a very real sense, an 

iteration of seeking physical transcendence through incantation. 

 Rose posits that the difficulty of designing AI translators illustrates of this dissonance 

between meaning and information. The challenge of translation is obtaining the meaning of 

the source text. The arrangement of the characters themselves does not obtain for meaning, 

no more than does the simple existence of billions of neurons arranged just so obtain for 

subjectivity. An AI translator would need to be able to obtain for the meaning of the source 

text in order to be useful. (Anyone in the 21st-century who has used a translation app or 

Google Translate knows this to be true.) This is clearly not possible, because its translation is 

not the product of a dynamic interaction between subject and object—there is no subject 

involved in a series of ones and zeroes ad nauseum. There is an argument to be made, then, 

that a true Turing test should not focus on simply evincing human behaviour, but on being 

able to translate a source text into another language and retain and communicate the nuances 

and subtleties of the original—communicate its meaning. Accepting this improved thought 

experiment only throws into relief its impossibility. For in order for it to function, there 

would have to be a consensus on meaning. We land again in an irresolvable tension: without 

some sort of religious text to provide the foundation for a dogmatic understanding of all the 

products of humankind, contention over meaning necessarily continues. 

 Meaning, in these terms, did not much factor in the contemporary discourse. In 1994, 

the New York Times reported that "neural circuits ... are now being described in 

unprecedented detail by a handful of neuroscientists who say the biological nature of 

emotions and feelings can at last be described".  Depending on how we define cognition, it 788

may make sense to describe cognition without emotion colouring that cognition,  but it is 789

rather dubious to speak of human subjectivity sans feeling and emotion. Even granting this, 

to whom does it fall to tell us what this knowledge means? Furthermore, how can meaning 

ever be obtained for in such a paradigm, wherein all can be reduced to biology and thus to 

data? A metaphysics is unobtainable here. For while meaning-making is rendered a biological 
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function and thus isolated from fantasies of its existence within data streams, its very 

biological nature seems to render the production of meaning a non-starter, and thus the non-

thinking, either on-or-off, either here-or-not-here nature of neurophysiology, biology, being 

within timespace at large, begins to again resonate more strongly with the image of the 

program, software, computer. The two perspectives exist in an irresolvable negation of the 

other. 

 The aforementioned article continues to report: 

[Researchers] have come to realize that emotional brain circuits are just as tangible as 
circuits for seeing, hearing and touching. In this view, emotions and feelings are not, 
as poets and philosophers say, ephemeral reflections of the human soul. Rather, 
emotions are largely the brain's interpretation of our visceral reaction to the world at 
large.  790

But is it the brain or is it the subject which interprets external stimuli? Such language seems 

to imply that data flows into the medium (brain), which is translated through the "emotional 

brain circuits" and flows back into the medium, at some point becoming perceptible by the 

emergent quality of subjectivity. That's all fine, but again we must note that these are 

distinctly digital-computer terms; the idea that emotion is an isolatable circuitry which could 

be "uninstalled" in the same way as optical circuitry casts the subject as a collection of 

mechanisms and media. Furthermore, the making-discrete of any facet of subjective 

experience is preceded by and allows for further hypothetical reduction. 

fMRI and its Challenges to Philosophy of Mind 

It is significant in and of itself that Turing's famous test so closely mirrored the behaviourist 

criterium for psychology: pure input-output. The development of fMRI in the 1990s seemed 

to challenge both, insofar as it seemed to answer for the problem of other minds. For 

example, if I enter the fMRI, my brain and brain function (which we might well call mind) 

appear on the screen. If you enter the fMRI, the same holds true for you. The existence of my 

mind is disclosed to me by virtue of the fMRI; the existence of your mind is disclosed to me 

by virtue of the fMRI. Several comments follow. 
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 The distinction between carbon-based and silicon-based thinking becomes much more 

problematic, because behaviourism or the Turing test are no longer sufficient indicators of 

psychological activity. As Hayles notes, one effect of the Turing test was that existence 

became a question of language skills, of discourse, which can be obtained by a computer 

screen, as well as the human body. Because other minds could not be obtained for, entering 

into a Turing test reveals that the essence of the embodied subject and the digital technology 

are one and the same. If language skills are the mark of consciousness, then of course the 

latter can be reduced to the former. 

 Contrary to what one might reasonably expect, fMRI is anything but an Ockham's 

razor for this problem. Because while language skills—observable behaviour—may no 

longer be the irreducibility (in a methodological sense) of consciousness, when consciousness 

is evinced through and upon digital media, consciousness thus becomes even further 

symbolically reducible to a one and a zero, as it was in the earlier paradigms of Turing or 

behaviourism. The mind is reducible to information, which may be observed upon the 

computer monitor in real time. Mind and computer as of the same essence increases its 

cultural currency, advances by much-publicized material development. 

 Even if this fantasy is discarded, fMRI still does not solve for the problem of other 

minds, but rather forces us to understand ourselves in a way which approaches the paradigm 

of Nagel's bats. Seeing the reduction of the brain in increasingly sophisticated, detailed 

quantities of information seemingly should diminish the sense that the brain is consciousness 

or is subjectivity, because that information does not at all resonate with subjective 

experience.  Edelman writes: 791

Without an understanding of how the mind is based in matter, we will be left with a 
vast chasm between scientific knowledge and knowledge of ourselves. This chasm is 
not unbridgeable. But biology and psychology teach us that the bridge is made of 
many parts. The solution to the problem of how we know, feel, and are aware is not 
contained in a philosophical sentence, however profound. It must emerge from an 
understanding of how biological systems and relationships evolved in the physical 
world.  792
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This is uncontroversial. Edelman, however, actually describes the unbridgeable nature of it 

all. The dichotomy between subjectivity and objective inquiry, the scientific method, means 

that positing such a reconciliation is category error. Science cannot "answer for" mind 

because I can still only describe myself to myself among others in nebulous qualitive terms 

rather than rigid quantitative terms. (It might be further worth stating that the premise that 

consciousness is a problem to be solved is one which does not arise without philosophical 

introspection, without a cultural continuity, and furthermore it may not be declared "solved" 

without the same. Cultural conditions set the premises from which scientific inquiry 

proceed.) 

 The superiority of the computer over its human counterpart is further relevant here. 

Michie and Johnston, in their 1985 Knowledge Machine, state: 

In fact, real calculating prodigies are not particularly good at calculating. Their skill 
lies in the ability to assemble rapidly in their heads a calculating plan that trivializes 
the arithmetic needed. Their strategies are totally different from those of computers, 
which is hardly surprising considering that the human's calculating device is made of 
jelly rather than silicon. Let us take a look at some performance parameters of the 
brain, viewed as an information processing device. The calculating and memory 
capacities shown [of the brain] in Figure 18 are so low by present-day electronic 
standards as to be embarrassing.  793

The rhetoric implies that the standard for intelligence is not the process of cognition, but the 

result of cognition. (As such, it is distinctly anti-human.) Michie and Johnston further 

contend: "Knowledge is a special form in which information can be packaged so that it can 

be stored, retrieved, and understood by the human brain".  This is not necessarily incorrect, 794

but it does seem ideologically-motivated to so level the playing field between the human 

brain, which is only by metaphor is an information processor, and the computer, which is 

literally an information processor by design. 

 George Johnson, a decade later, reports in the New York Times about the reduction of 

complexity of mind to complexity of brain. The latter being, "naturally," taken to be an 

information technology: 

 Michie and Johnston (1985), p. 87.793
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Scientists have calculated that the total amount of information, measured in bits, 
contained in the entire genetic program is not even a fraction of that needed to wire up 
a single brain. ... [The] brain is designed to change with experience, molding and 
remolding itself to the outside world. ... Detecting regularities amid the confusion, the 
brain connects neuron to neuron forming circuitry that somehow corresponds to 
patterns in the outside world. And then it finds patterns among the patterns.  795

This is hyperbole—mind as biological computer, computer as silicon mind—but it is a 

relentless hyperbole and it both reflects and perpetuates a shift in the cultural understanding 

of the self, and the relationship between mind and body. Things become ahistoric, once more: 

just as Newtonian physics were true prior to Newton, it is perceived now that the nature of 

reality is cybernetic. Johnson is aware of this. He acknowledges that despite the leaps and 

bounds of the preceding decades, the vast majority of those working in the neurosciences 

would never dare "claim to be close to saying how brains secrete thought in the way that 

livers secrete bile".  This is one of the great epistemological contradictions of our time, an 796

open secret: we all know that we don't know very much about the brain and about the mind; 

at the same time, there are plenty of things we think we know about the brain and mind, the 

commonsense things, the neuro-myths of our time. The neuroscientific community's belief  

"that the mind is what the brain does"  remains belief rather than certainty. There is no first 797

principle. The myth of this certainty and the knowledge of its uncertainty characterize the 

contemporary understanding of the brain, the mind, and the computer. (In short, anything 

goes.) 

Neurobiologist Steven Rose begins his 1992 The Making of Memory with a question 

fundamental to both neuroscience and AI: 

How can the subtleties of our day-to-day experiences, the joys and humiliations of 
childhood, the trivia of last night’s supper or the random digits of a passing car's 
numberplate become represented within the mix of molecules, of ions, proteins and 
lipids that make up the ten billion nerve cells of our brains?  798

 George Johnson. “Learning Just How Little is Known About the Brain” in New York Times 795

(23/11/1194).
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Such consideration bears upon Minsky’s "society of mind" metaphor, which had gained in 

traction throughout the 1980s. There's a real out there, which has to be represented, or 

remediated, to the subject. Throughout the book, Rose expresses a skepticism towards the 

dominant contemporary metaphors of mind and biology; while he does not go after Minsky 

outright at such an early juncture, the isolated repetition of such a question points to a critique 

of the assumption inherent within such a question. Repeating this question within the context 

of Minsky's society of mind and Rose's scepticism of such metaphors allows a perspective 

wherein the idea of society of mind—consciousness arising from nonconscious agents—

appears absurd. Taken as truth or aspiration rather than metaphor, the dominant metaphors, 

existing as they do at the intersection of biology and technology, the objective and the 

subjective, lead not to empirical manifestations of those aspirations but rather a bogging 

down of clear thinking and the perpetuation of confused ideas about mind and body. Even if 

we do not allow that the real is “remediated” to the subject, that we must speak in terms of 

being “representable” still locates us on historically determined ground and as such must be 

regarded as a contingent rather than absolute or essential criterion for “consciousness.” 

 Rose continues to ask: 

Can we be at peace with ourselves if we recognize that our deepest, most sacred 
feelings ... are at the same time represented inside our own heads by patterns of 
connections between nerve cells and the electrical flux between them, the synthesis of 
particular proteins and the breakdown of others?  799

This is a self-cancelling  proposition. It should end there. In practice, however, it does not: 

this knowledge about our brains became ingrained in the popular cultural discourse; the 

individual knows things about his or her brain, and thus knows that that knowledge is 

obtained by processes which they have no control over. In the abstract, these are mutually 

exclusive knowledges; in practice, they are coexistent components of a sense of personal 

identity. Neither our emotions nor our neuroscientific knowledge are discarded by virtue of 

the other. We do not follow neuromaterialism through to its potential consequences for who 

we are and how we conceive of ourselves as subjectivities. No one really makes the leap 

Rose's rhetorical question proposes. It may not even be possible to do so. Patricia Churchland 

 Ibid., p. 7.799
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can have her cake but she cannot eat it: even if she or the neurosciences she aligns herself 

with proves beyond a shadow of doubt that Self can be reduced to neurophysiology with a 

perfect correspondence or causaility, there is no clear way for this knowledge the correspond 

to practice.  

Humans, as Nietzsche recognized, seem inctinctively self-driven; they perceive 

themselves incontrovertivly as agents possed of will—to paraphrase Nietzsche, man would 

rather will nothingness than not will. This seems particularly relevant here. In Alan Moore’s 

Swamp Thing, the Swamp Thing learns he is not a man transformed into a plant but  plant 

who has the delusion he is a man. The Swamp Thing subsequently becomes catatonic, 

reverting to a literally vegatitive state as a result of such psychological trauma. But Nietzsche 

is right: neuroscience knowledge is analogous to that disclosed to the Swamp Thing about the 

nature of subjectivity; yet we still will. We cannot not will. Human physiology will not allow 

it.  

So the meaning of such neuroscientific knowledge remains unclear, which is to ask: 

how would one act differently? Would one's politics or sense of self change? Perhaps. But 

meaning is not dictated by the scientific method but rather by cultural convention, which is to 

say by the subject itself. For whatever the subject might be reduced to, what remains 

irreducible is this privilege of meaning-making. Discarding all irreducibility of the subject, 

then, is a meaningless proposition, and yet one notes that the tension between the irreducible 

subject and these empirical or rhetorical aspirations towards an eliminative materialism 

seems to strengthen a sense of the aligning of the mind-body with our digital media: the true 

triumph of such an empirical endeavour, one which truly eliminates the subject from 

consideration, would be one wherein no thought occurs, but rather all exists irreducibly as a 

series of ones and zeroes blinking on and off, ad infinitum.also, this tension indicates this 

may be achieved and yet the subject may yet be preserved. 

 Rose falls into a bit of the aforementioned trap himself, stating: "I believe we have to 

learn how to integrate these separate knowledges and feelings if we are to achieve the 

potential that our very humanity, our own evolved brains and societies, offer us".  Rose is 800

even-handed as popularizers go, his interests and perspective are self-disclosing—but it's a 

trap which talking about brains and consciousness seemed to have come to demand, in the 

 Ibid.800
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realm of popular-science and popular culture. Half of that separate knowledge, that which can 

be reduced to data about neurobiology, is in its essence literally meaning-less: it is simply 

data. It is incompatible with the other half of that separate knowledge, which is self-

knowledge or subjectivity. A thought experiment, following from Nagel's famous "What is it 

like to be a bat?" may be useful. Say Patient X visits his local neurobiologist, who shows him 

his latest gadget: a device which can provide the entirety of data about Patient X's 

neurobiological status over the course of five minutes. Patient X gets strapped into the 

gadget, and is instructed to let his mind wander for a few minutes. Patient X complies. The 

data collected is displayed upon a monitor. The neurobiologist scrolls through it, then reads 

off to Patient X an itemized list of what Patient X spent his five minutes thinking about and 

exactly how he felt about each of those things and the connections between them. Patient X 

confirms that this is exactly correct. The neurobiologist grins. Patient X is unim[pressed: he 

already knew he was having those thoughts and how he felt about them; he already knew he 

was a conscious subjectivity. The data gathered by the neurobiologist's gadget contributed 

literally nothing to his understanding of himself or the neurobiologist's understanding of 

Patient X's subjectivity. There is no integration between these categorically distinct 

knowledges. 

 Furthermore, it may be argued even that there are no "separate knowledges" here, or 

at least that one of the two is functionally irrelevant. There's Patient X's thoughts, and there's 

a record of Patient X's thoughts. (Set aside for now the difficulty in defining what a thought is

—assume that issue has been settled; what a thought is is what you think a thought is.) If 

Patient X went to his neurobiologist and was informed that Patient X has mycotoxin sacs 

slowly dissolving in his bloodstream which will prevent Patient X from using the internet 

should they fully dissolve, and that the only way the doctor will fix this is if Patient X assists 

in committing a series of crimes against humanity—these would be separate knowledges. 

Patient X can walk around fine, understanding nothing as being different so long as he is 

unaware of the trouble with the mycotoxin sacs. His self-evident knowledge of subjectivity 

counts as one of two knowledges here. The medical knowledge Rose suggests as separate 

would be in this case represented by the obtaining of data which indicates that there is 

something in Patient X's corporeality which will cause him great harm and thus this 

knowledge cause him to act differently despite not being perceivable in phenomological 
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experience. The integration of separate knowledges, then, or a discussion of such separate 

knowledges, is contingent upon a meaningful change in one's behaviour. Patient X has a 

choice to make: commit crimes for this dirty doctor, or risk never using the internet again. 

Meaningful change can be imagined here, whereas in the former example of neuro-

knowledge, meaningful change could not be imagined. This is not strictly navel-gazing: 

sociological research has indicated that individuals do not often report change in their 

concept of selfhood when confronted with data about their own neurophysiology. Whether 

the data coalesces or contradicts the subject's existing sense of Self-understanding, the result 

is more often indifference; in neither case does this information significantly alter the 

individual's self-conception.  801

Eliminative Materialism 

Given Paul and Patricia Churchland’s prominence within the consciousness studies boom of 

the 1980s-1990s, and further the aforementioned proposition that their eliminative 

materialism is contingent upon and further contingency for the cultural fantasy of man's 

likeness to the digital computer, several commented are warranted. Rose, a neurobiologist 

himself, acknowledged in 1992 that Patricia Churchland's 1986 Neurophilosophy represents 

one of the more influential recent books among neurobiologists, who are not given to 
reading philosophy ... Churchland's strategy in the book is to review long-standing 
problems in the philosophy of mind, match these with a competent review of 
contemporary neurobiological findings, and to conclude that reductionism rules, 
OK.  802

The endeavour is admirable—to develop an expertise in philosophy of mind as well as a 

"competent" understanding of the hard sciences, and to find correspondence between the two

—but the very premise can be argued to remain dubious: the problems of philosophical 

introspection are not the problems of neuroscientific inquiry, for if the former is assimilated 

within the latter, they can be proven empirically "true," and such issues are thus no longer to 

be argued, but rather explained; philosophy is no longer philosophy but rather fact. This is an 
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odd position to be in, and that the contradictions in its premises are so easily demonstrated 

leaves it open to accusations of being an ideological endeavour. Rose argues: 

The neurobiologists' enthusiasm stems, however, I believe, from the fact that, rather 
than challenging our assumptions, she shows us in a rather uncritical respect. Her 
book thus serves, in a way unusual for a philosophy text, as a rather flattering 
reflecting mirror held up for us to shine in.  803

The Churchlands' success is indicative of the broader intellectual culture of the 1980s-1990s, 

particularly the intersection of philosophy and the hard sciences. The Churchlands crossed 

disciplinary lines in a way which few had in the era of increasing specialisation, being invited 

to conferences among the world's top neuroscientists and computer scientists. "The fact that 

philosophers, [AI] modellers and neurobiologists are actually listening to one another”  was 804

a novel and remarkable development for each respective specialisation. Such an 

interdisciplinary coalition indicates and advances the broader bleeding-out effect between 

disciplines and into the feedback loop of popular culture. The role of cultural creation is not 

insignificant in this feedback loop; as McCaffery contends,  science-fiction and postmodern 805

fiction alike have demonstrated a desire to take seriously the developments of the hard 

sciences and assimilate the philosophical and cultural challenges they pose into a cultural 

form. This work, as it has already been discussed in this thesis, further influences the 

direction of the sciences, insofar as it is read by scientists and engineers and insofar as this 

very cultural osmosis. 

 Another of the key propositions of the Churchlands' eliminative materialism project 

relates to what they refer to as "folk psychology". Their perspective regarding folk 

psychology takes the very idea of subjective beliefs, desires, emotions, and so on, to be not 

only irrelevant to inquiry into the nature of mind but outright false. The argument invokes 

earlier folk beliefs and their eventual undoing by scientific endeavour, to support the idea that 

our cultural ideas about human consciousness are similarly folk beliefs, and in time the 

advances of neuroscience will reveal them all to be as false as belief in witches or demonic 
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possession. The takeaway from all this is a simple, radical proposition: human beings do not 

have minds. 

Whether they “believe” this is irrelevant. Any way of talking about mind as distinct 

from brain or from material, however intended, does leave open the door to dualisms.  If 806

the goal is to eliminate dualisms as a possibility altogether, one cannot make any distinction 

between mind and brain, and thus one must discard of consciousness altogether in order to 

develop a sensible methodology to proceed from. By seeking to eliminate everything from an 

understanding of mind which cannot be explained without recourse to the mind, it 

acknowledges the role which philosophy and psychology have historically played in guiding 

the research goals and methodologies of the neurosciences and biology. To eliminate all 

which can be eliminated, then, is to endeavour to produce a clean slate, to reset the point 

from which neuroscience and biology should depart—because if they must have some sort of 

philosophical or psychological starting point, it may well be one which is clear of all red 

herrings, irrelevancies, and fuzzy conceptual clusters. This is very much an admirable goal 

and may be a rather necessary step for the relevant disciplines to take. But there are still no 

easy resolutions here: eliminative materialism still may be open to charges of ideology (as 

has earlier been, and does not get us any closer to understanding that which is discarded. The 

subject's self-evidence continues to speak from the rubbish bin.  

 As discussed earlier (p. 170), one may discern this ideology in Minsky, whose 

conceptual games are certainly clever, but upon further consideration seem to be closer to 

non-statements. One might consider what the purpose of such ideological efforts are. It is not 

transhumanism, it is not to have the equation of human to silicon mind taken seriously, nor 

fantasies of transfer between the two. But these efforts occur in a feedback loop: the science-

fiction fantasies are in place for Minsky's rhetoric to depart from, and his rhetoric furthers the 

cultural currency of those fantasies, which in some quarters pass from being perceived as 

fantasy to rather possible near-futures. This still is not anything like the goal: the goal is to 

provide a cultural context, by way of such rhetoric and public relations hype, for the 

continued or increased funding of AI and computer-science research. I mean neither to be 

cynical nor to pass value judgement upon Minsky's work or the realities of research funding, 

 See Searle (2000).806
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but rather to think through the implications, within those texts and within the broader cultural 

continuity, of those texts relevant to the present analyses. 

To conclude this section, I would like to return to several points. Turkle, in her research on 

the young people of the 1980s and their computers, notes that several generations of children 

have absorbed the language of psychoanalysis from their parents, teachers, and popular 

cultural sources. They use this language without self-consciousness, and Turkle infers that 

“we can say with confidence that the culture that grows up around computational objects 

embeds the machines in a discourse about psychology”.  A key feature of that which is 807

human, is being described in psychological language, and children were observed to be 

applying this language to their digital toys and devices.  If children absorb Freudian 808

language and concepts, they already at least partially understand themselves as being 

feedback mechanism, programmed themselves.  

 In Hofstadter’s “Coffeehouse Dialogue about AI”, it is argued that question “Can 

computers think?” can only come up in the positive in some future wherein the question does 

not conjure beyond “an air-conditioned room with cold rectangular boxes in it”.  An overlap 809

with an earlier point about media culture, and the cultural contingency of certain ontologies 

(the disembodied or duplicated subject, for example), is evoked: Hofstadter’s interlocutor 

recognizes that she has to shift her friends’ subconscious associations of machines, then 

acknowledges that the existence of some things (AI foremost, but extendable to the 

contemporary paradigm of DCF-IST) will be contingent upon a shift in discourse. This puts 

Turing’s famous prediction, that “the use of words and general educated opinion will have 

altered so much that one will be able to speak of machines thinking without expecting to be 

contradicted”,  into a more sober light: such a development is predicated not upon the 810

material, but upon a shift in discourse. But that which is sayable is not necessarily so. 

 Let’s consider, then, the end of that century. The first annual Turing Test competition 

was held in Boston in 1991. There is a cash prize of $100,000, whose benefactor was quoted 

 Turkle (1984), p. 50.807
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as saying: “I’m in favor of 100 percent unemployment. I’ve always wanted computers to do 

all the work”.  Joseph Weizenbaum, developer of ELIZA, is present, as is Daniel Dennett, 811

the philosopher most closely associated with AI studies. Each Turing Test competed against 

ten people chosen at random on the street. Joseph Weintraub’s test beats 5 out of the 10. The 

New York Times reported that the debate around the reduction of “mind” to data was 

ongoing.  Markoff reports that, despite a pretty solid win for Weintraub, “the deeper 812

question of whether computers will ever be able to convincingly mimic human beings and 

what it will mean for the human spirit if they can, remain tantalizingly distant”.  813

Disharmonies abound. Neural networking developments were advancing rapidly; computer 

science, philosophy, and the neurosciences were developing hand in hand.  Less than a year 814

later Patricia Churchland was quoted as declaring that dualist conceptions of human identity 

have “come to a grinding halt”.  The popular cultural discourse was such that sentient AI 815

was perceived as being both imminent and somehow impossible; the human brain and mind 

as being the most complex thing in the universe, an inquiry defined by sheer mystification, 

and also something we can literally be seen and of whose workings we are on the precipice of 

full understanding; and Cartesian dualism, the human spirit or soul, as a thing of the 

superstitious past as well as a bias seemingly hardwired into the popular psyche of the 

West.  A materialist understanding of self is ascendant and its dualist counterpart declines, 816

but the absence of either is an event horizon. Just how possible sentient AI of any stripe is, is 

in a very real sense unknowable, within the limits of human subjectivity. Sentient AI can have 

no ontological status other than that which is granted to it by cultural convention. It’s here 

today if we agree upon its status as such and gone tomorrow if we reject its status as sentient; 

it “exists” only partially, in a seemingly irresolvable tension.  

 John Markoff. “Can Machines Think? Humans Match Wits” in New York Times (9/11/1991a).811
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Chapter 8: Mind and Meaning in the Datasphere  

Following from the previous chapter's analysis of the mirroring of brain and media 

technology, this chapter will analyse the "digital subject."  The digital subject is the central 

myth of DCF-IST. The digital subject assumes two forms in cultural discourse: as artificial 

intelligence, the self-organizing data stream which evinces cogitation or emotion in ways 

which appear human; and as the more aspirational "downloaded self," the capture of all 

information about the subject which then is "brought to life," so to speak, insofar as the data 

which it comprises self-organizes to evince responses and behaviour which are congruent 

with the subject themselves. A key facet of both digital subjects: the AI and the downloaded 

self obtain for subjectivity. All of the foregoing considerations cast into strong relief the 

perspective that either form of the digital subject as obtaining subjectivity is a myth or 

fantasy, despite scientific discoveries and discursive paradigm shifts which make this 

obtaining of subjectivity appear more possible, and less caught in purely philosophical rather 

than empirical quagmire than they actually are. Analysis will be divided, roughly, into two 

sections: one, focused on the relevant myths of perfect storage, perfect capture, perfect 

quantification, and another, focused on the attendant myths of cyberspace.  

Several points might be raised first. First, consider the alliance of anaesthesiologist  

Dr Stuart Hameroff and 2020 Nobel laurate in physics Sir Roger Penrose, who appeared on 

PBS  in the 1990s  to pitch the thesis that within mere decades, quantum physics and 817 818

expanding "knowledge of structure within the brain"  will dovetail to reconcile the 819

metaphysical with the physical and provide a "reconciliation of spirituality and science that's 

never been experienced before".  Hameroff and Penrose's position was and is highly 820

contested,  but the proposition that the categorically distinct philosophical and physical 821

challenges of personhood might be soon collapsed into a single category is lent significant 

 PBS is the Public Broadcasting Service, the closest U.S. counterpart to the BBC or RTE.817
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credibility by virtue not only of Hameroff and Penrose's respective credentials, but also by its 

appearance on PBS.  

Such statements belie ideology. Edelman, writing in 1992, comments that: 

One of the temptations of having a mind is to try using it to solve the mystery of its 
own nature. Philosophers have attempted this since time immemorial. Psychologists 
fall back on it, as do we all from time to time. But as a general method to explore the 
matter of the mind, it just won't do.  822

Only the mind itself is subjective; all else in time-space is unproblematically valid for 

objective investigation. So the ideology is that philosophy solves for nothing, and that the 

scientific method and inquiry will solve for everything; it is characterized by the essential 

belief that meaning will be assigned, as well as explained, by science. Matters become 

involuted further when we consider that this is a belief and ideology which necessitates using 

our own mortal means to validate, to make empirical, that ideology. 

 The drive of such an ideology is a forced perspective which ignores the incoherence 

of a statements such as Edelman's or Hameroff's: as Rose notes,  meaning is the dynamic 823

process between subject and object, mind and the data. Technology and scientific observation 

produce data about the mind which philosophical investigation cannot, but that data itself 

does not "do" or "mean" anything on its own, without interpretation. In short: the mind 

remains the exclusive means by which we may endeavour to understand the mind, whether 

methodologically philosophical or scientific. (Without interpretation,  data does not mean 

anything.) Collapsing the distinction, as Hameroff proposes, no longer makes sense. If this 

seems peripheral or tangential to the stated purpose of this chapter, the point is this: such 

expert statements serve to shift the locus of identity from subjectivity to data.  

 Further on the subject of physics, it is worth noting that the more mainstream 20th-

century physics also contextualizes fantasies of the digital subject on one end and the 

informational universe on the other. There is something perhaps objectionable or absurd 

about the idea of subjectivity emerging from data streams, as well as the idea of a material 

realm emerging from the non-material (i.e., the material yet intangible realm of cyberspace) 

of data streams—yet such proposition are both, in a sense, an updating of the discoveries of 
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20th-century physics to match the discourse of digital media. William Clifford and Albert 

Einstein both found themselves driven to produce a theory by which matter itself might be 

the by-product of multi-dimensional, non-material space.  Fantasies like DCF-IST, almost 824

seem to be supported by the sublime incomprehensibility of such propositions. 

 As regards AI, non-expert explanations and understandings (which my own must be) 

of the technical aspect of AI bolstered the sense that the digital subject is possible. There 

were brain specialists who scoffed at the idea of neural networks as having anything to do 

with the workings of the brain but for terminology. This is easily apprehended. Even 

accepting the terminology, it can be explained clearly that the processes of the neural 

network, or any computer program for that matter, are in essence an entirely linear sequence 

of binary digits, whereas the functioning of the human brain is immensely parallel and the 

concept of linearity is, at a certain level, irrelevant. Conversely, we begin to understand both 

human brains and neural networks as being based upon an interconnected, simultaneous 

intake of information and the subsequent automatic adjustment in state. The neural network is 

a weighting system which "learns from its mistakes",  much the same as the embodied 825

subject. These digital processes are easily assimilated into what the Churchlands call folk 

psychology. 

Expert systems, on the other hand, are AI whose processes are based on memorization 

rather than the intuitive quality of the human mind or the neural network; expert systems 

codify expert knowledge into a process based upon if/then. Yet this too seems, given the blunt 

force and/or insensate nature which had always characterized machines, remarkably close to 

the human mind: humans, too, often learn, recite, and behave by memorization; so too do we 

engage, so relentlessly that it becomes mostly invisible, in a process of if/then to arrive at our 

decisions.  The experts themselves, using expert systems of the 1980s, were taken with the 

programs: "Among commercially successful expert systems are Dendral for chemists, 

Macsyma for mathematicians, Prospector for geologists, and Mycin and Internist for 

physicians. According to users, these systems can seem to exhibit almost human 

understanding".  And even hyperlinks, which by 2022 are as banal as any aspect of our 826
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digital media, were, around the start of the 1990s, being described in terms of massive 

interconnectivity, rather than the linear, sequential order of internet use prior to 

hyperlinks.  Thus the internet itself likewise comes to resemble the human mind rather 827828

than the invisible series of ones and zeroes which is the essence of digital computer software. 

 On this point, we return to the fractal perspective, wherein all of the concerns of this 

thesis seem to be iterations of each other at different scale or emphasis or discourse. Dennett 

suggests a paradigm from which scientists, philosophers, and engineers in the post-digital era 

must proceed, describing how "on occasion, a purely physical system can be so complex, and 

yet so organized, that we find it convenient, explanatory, pragmatically necessary for 

prediction, to treat it as if it has beliefs and desires and was rational".  A familiar tact: 829

neurobiologist Steven Rose notes, of Man and computer: "Because biological systems are so 

complex, they are above all analogized to the most complex, the highest, forms of current 

technology".  It was once the potter, he who moulds men. For Cicero it was the wax tablet. 830

Later it was the tabula rasa. Around the time of Descartes, who haunts discussions of digital 

media and the neurosciences, it was clockwork or hydraulic systems. But not until the digital 

computer did the level of complexity reach a threshold where it became "convenient, 

explanatory [...] to treat it as if it has beliefs and desires and was rational" —in other words, 831

when it would become possible to think beyond metaphor, to imagine that our most complex 

technology is one of a kind with us. This technology possesses the potential to exceed us and 

become our superiors, but as the white-light transformative power of digital media in such 

texts as Neuromancer or The Singularity is Near reveals, there is also present in cultural 

discourse a sentiment that if we are of the same essence as the computer,  and we have seen 832

the limitless "thought power" of computers, then of course this likeness must be the key to 

our salvation and into that white light we must march post-haste. 
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 At a different scaling in this fractal relationship is Turkle's observation that, in the 

early days of computer hobbyism and personal computer ownership, "[images] of 

computational transparency were used to suggest political worlds where relations of power 

would not be veiled, where people might control their destinies, where work would facilitate 

a rich intellectual life".  This did not come to pass. Programmers began getting burnt out as 833

soon as the consumer and industrial market for digital media began to heat up in earnest. 

Software design and engineering grew too complex for any one programmer to design or 

work on any program in its entirety, so the industry standard became to designate piecemeal 

work only. This was felt in a time when the political process and indeed the entire world, 

increasingly globalized as it was becoming, seemed to be rapidly growing so complex as 

make those processes appear opaque. (Stated otherwise: the machinations incessantly became 

more and more invisible.) 

 Turkle notes how adults and children alike were drawn to the computer because it 

provided a binary: you either win or you lose, the program runs or it does not, yes/no, on/off, 

one/zero. The program itself then becomes simultaneously both opaque and invisible to not 

only the programmer, but also to the user, as with brain function and subjectivity. Given that 

the trend was towards all knowledge needing to become storable and transferable by means 

of digital media, one's entire worldview becomes contingent upon one's apprehension of 

digital media. Given the resemblance of such a formulation to the global economic and 

political order, we might state the conclusion in science-fictional terms, which are 

surprisingly less hyperbolic than they first appear: one begins to understand the world and 

indeed reality as being a program run on a computer. And if we take seriously some of the 

things we say and think about the present we occupy, we find that analysis of their 

implications would quickly unfold into the realm of science-fiction; a genealogy (or feedback 

loop) is evinced. And if we take seriously the fantasies of science-fiction, especially DCF-

IST, we confront a singularity, a massive destabilization in our epistemologies of Self. The 

neurosciences evince an apocalyptic fervour in this direction, yet the destabilization did not 

occur, or not fully, or not in ways yet perceptible, during the 1980s-1990s.  

 Turkle (1984), p. 174.833
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The ideal of perfect storage as research goal and cultural fantasy 

If we are of a kind with computers, obtaining for perfect storage is a sensible research goal. 

Human neurophysiology is only a temporary, and rather limited, medium for our infinite 

cognitive capacity; the downloaded self is a much more desirable state. This desire is perhaps 

most clearly represented  by the "Dixie Flatline" in William Gibson's Neuromancer. The 834

Dixie Flatline is the moniker of a computer hacker whose finesse with counter-invasive 

software is such that he is contacted by one of the corporate conglomerates which have 

replaced nation-states; the conglomerate pays the Flatline an enormous sum of money in 

exchange for his agreeing to be "downloaded": through means which Gibson is wise enough 

not to detail, every possible bit of information about the Flatline, his psychology and his 

behaviour, is collected and stored in a hard drive. The hard drive contains a program which 

processes this information such that a "duplicate" of the Flatline can be accessed: one fires up 

the program, and for all intents and purposes may as well be communicating with the original 

Flatline himself, for all his knowledge and beliefs and predispositions and even his southern 

twang are present, though without a "body" to speak of. It can converse and perform hacking 

manoeuvres as exactly as the original, embodied Flatline. The "construct," as this digital 

persona is referred to within the text, is the archetypal "digital subject" and "downloaded 

self" for our purposes. It has achieved perfect storage; if one resets the program, it reverts to 

the state at which it began; its new memories could continue on forever, yet it can also be 

"rewound," reverted to any particular point along its trajectory subsequent to the program's 

activation. 

 Gibson's 1993 Agrippa: A Book of the Dead  provides an interesting counterpoint to 

the Dixie Flatline. Agrippa was released in a limited run in an unusual format: it was a metal 

box with a disc in it, costing $2,000 USD. Upon inserting the disc into one's personal 

computer, "the words of the story begin scrolling up the screen at a preset speed as if the 

computer and not the reader were scanning the text".  Upon conclusion, the disc renders 835

itself inoperable. Gerald Jonas of the New York Times takes this to be an ironic riff on the idea 

of a post-digital return to analog memory, or, perhaps, oral memory.  It is also an interesting 836

 Albeit ambivalently.834

 Jonas (1993a).835

 Ibid.836
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reversal of the contemporary trend towards the digitalization of all, insofar as Agrippa is 

downloaded with imperfect fidelity from digital to analog, i.e. memory or neurophysiology, 

however one wishes to phrase it, but it then cannot be reproduced without further loss in 

fidelity.  It is particularly significant in this regard as it teases out the significance of the 837

Flatline's manifestation: a near-perfect media technology. All of our media have sought 

perfect storage, perfect reproduction of experience. The Dixie Flatline is literally a perfect 

externalization of the subject and his memory. The fantasy of perfect storage, of the 

downloaded self, the digital subject, cannot be extricated from our media conditions. 

 In the years between the publication of Neuromancer and the writing of this thesis, 

this fantasy has been increasingly discussed as increasingly plausible, as a possibility towards 

which research funding should be directed. Joel Achenbach, writing in the New York Times in 

1997 about the popular culture's newfound clone-anxiety, following the February 1996 birth 

of Dolly the Sheep, expresses a scepticism regarding the identity of clones, at one point 

noting: "Twins raised together have a height correlation of .94, but when they're raised apart 

(as a clone would be, obviously), the correlation drops to .86. There are yet lower correlations 

for intelligence (about .70) and for personality (.50)".  Nebulous as it may be here 838

presented, the idea that intelligence, or even "personality," is something which may be 

quantified, reduced to numbers as is the genetic code, has taken hold in the popular cultural 

discourse. The terminus of this kind of thinking may be something like the Flatline Dixie; a 

resonance is evoked. The article ends with a comment from Tufts University Distinguished 

Professor of Arts and Sciences Daniel Dennett, who was emphatic that one could not 

duplicate experience or duplicate Self. Achenbach's final word is comically snarky, but 

indicative of the tensions relevant to the present analyses: "At least that's what the experts say 

now".  839

 In Richard Powers' meticulously researched Galatea 2.2, Philip Lentz, a tenured 

computer scientist specializing in neural networking is motivated by a desire to provide 

something like a "backup" for one's memories and experiences, one's cognitive state, in case 

of one's cognitive failure, as is the case with Lentz's wife, who is confined to an assisted-

 This is the conceit, at least. Agrippa was of course reproduced numerous times prior to its release.837
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living facility after suffering brain damage as the result of a stroke. The idea follows from the 

preceding: one might download one's experience and have it uploaded, into a computer or 

back into oneself. (As noted at the end of the preceding section of this chapter, this possibility 

implies a massive destabilization of individual and cultural epistemologies of Self: would one 

still be oneself if "restored" to an earlier state, wiping all memories which were formed in the 

interim?) In a 2020 interview, Elon Musk spoke on the development of his brain-computer 

interface venture, Neuralink. The immediate applications of the technology as it had 

developed since the company's 2017 founding, Musk said, were relatively modest: restoring 

sight to the blind, restoring motor function to the paralyzed, and so on. Among Musk's long-

term ambitions for Neuralink, however, he described in terms explicitly similar to the 

foregoing: to be able to "download" one's present state and return to it later, which Musk 

likened to saving one's progress in a video game. 

Analysing digital subjectivity 

Above and throughout this thesis the digital subject, capable of perfect storage and 

transmission, capable of being downloaded from the analog of human physiology to the 

digital, has been contextualized and this chapter has outlined several forms it takes. Analysis 

of the fantasy of the digital subject itself, its possibility and implications, follow. Throughout 

this thesis attention has been drawn to the questions of materialism/dualism which are 

provoked by our digital media and their contingent fantasies. The myth of perfect storage is, 

from one angle, a myth predicated upon a materialist perspective: it is contingent upon the 

reducibility of all to matter; given that our digital media are, after all (and despite the 

rhetoric, sometimes strategically utilized in this thesis, of the intangibility of digital 

processes), materially instantiated, the reduction of the subject to matter to data may follow. 

Conversely, John Searle has noted that the project of strong AI as it developed up to the 

1980s harboured a distinct dualism, insofar as strong AI claims "the appropriately 

programmed computer really is a mind, in the sense that computers given the right programs 

can be literally said to understand and have other cognitive states"  and therefore "[unless] 840

 John Searle. “Minds, Brains, and Programs” in The Mind’s I: Fantasies and Reflections on Self and 840

Soul. Eds. Douglas R. Hofstadter and Daniel C. Dennett. (New York: Basic Books, 2000), p. 353.
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you believe that the mind is separable from the brain conceptually and empirically—dualism 

in a strong form—you cannot hope to reproduce the mental by writing and running programs 

since programs must be independent of brains or any other particular forms of 

instantiation".  Further, the brain-medium myth, discussed previously, seems to be anti-841

material in a similar sense. Both perspectives, however, allow for the transfer of the subject 

from analog to digital instantiation or "embodiment", problematizing the salience of 

philosophical binaries such as materialism/dualism. The distinction between materialism and 

dualism erodes. 

 We might also consider here some of the points which Marvin Minsky, in his 1986 

Society of the Mind, makes in his effort to undermined the concept of Self as it is bandied 

about in cultural discourse. "One function of the Self is to keep us from changing too rapidly", 

he writes.  "[Further, regarding the idea that "I make myself do x,] each new Self requires 842

yet another to do its job! The idea of a single, central Self doesn't explain anything. This is 

because a thing with no parts provides nothing we can use as pieces of explanation!"  Thus 843

the mind must be divided, divisible, in order to be understood. Minsky veers into weirdness, 

as far as materialism/dualism goes. Descartes insisted the mind was indivisible, not having 

extension in space. Descartes also more or less rebuked Elisabeth of Bohemia by way of non-

answer, when pressed on how exactly the non-material cogito interacts with the material 

pineal gland.  A non-answer makes a certain sense: without any parts to analyse, we cannot 844

begin to analyse this interaction. 

 But then we arrive at the possibility, in our 20th-century fictions and material 

developments alike, of divisible units organized so as to obtain for subjectivity. The subject, 

then, has no body. The meaning of "subject" shifts again—a new mutation arises, one which 

slots clearly into neither materialism nor dualism: the subjectivity which is self-evident to 

itself, but not a contingency of its medium, and unlike the Cartesian subject also can be 

clearly divided into discrete units and analysed, and duplicated, as such. 

 Ibid., p. 372.841

 Minsky (1986), p. 42.842

 Ibid., p. 50.843
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 Minsky provokes further problems for maintaining either a dualist/materialist 

perspective in the face of such developments. Minsky asks: "if we cannot recollect how 

things appeared to us before we learned to link new meanings to [x, y, or z,] what makes us 

think we can recollect how we ourselves appeared to us in previous times?"  This is a 845

question which neither a dualism nor materialism could answer for, but the question itself 

seems to be contingent less upon philosophy of personal identity than it is upon the 

development of media by which data storage and retrieval becomes possible. Prior to such 

media, the question is, empirically, a non-starter: it has no possible answer which is not 

contingent upon philosophy, which is to say that the answer is contingent upon language and 

thus does not strike us with the same force of "reality" as with which our data retrieval media. 

 A genealogy emerges, for exemplary answers to Minsky abound in the fictional 

corpus and in real life. In Neuromancer, there is the resettable Flatline construct; further, 

Case is duplicated and stored in the matrix, and his duplicate is able to "grow" emotionally/

mentally as does a biologically-substrated mind. The potential for retrieval of early 

"subjective" states is carried out at length in Galatea 2.2. Each successive implementation of 

the neural network which eventually becomes the hyper-advanced "Helen" is labelled 

alphabetically; by Implementation C, Lentz and Powers realize that they have to program 

Implementation B to be operating within, so to speak, Implementation C, in order for the 

latter to achieve something life self-reflection. But Implementation B is nonetheless only an 

earlier iteration of Implementation C. The implication, then, is that when Helen finally does 

emerge out of the primordial data, she is able to achieve that which no mind has ever been 

able to achieve: the ability to empirically access an earlier state, and reflect upon the present 

from both the present and from that earlier state. (We are again reminded of the computer’s 

cognitive superiority, that the computer is a more perfect mind than the human.) 

 The development of this particular concept in the discourse of science writing and in 

science-fiction resonates with the problem at the centre of Perry's Dialogue on Personal 

Identity and Immortality: how can I be sure I am "me," if I should again obtain subjectivity 

after the death of my body? The same problem arises if one restores an earlier subjective 

state: you are neither the person you were before the restoration, nor the person you were at 

 Minsky (1986), p. 54.845
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the time to which you are being restored, but rather now are an entirely new person, who 

simply happens to share some of your memories. The implication of such a technology is the 

destruction of personal identity as well. The digital subject, capable of perfect storage—the 

neural network, then, in reality or in Powers' novel, the digital duplicate of Case in Gibson's

—does not obtain for personal identity, not in the same sense as we. Maintenance of ideas of 

personal identity become ever more slippery in the digital era, but whatever the essence of 

personal identity, if it makes sense to speak of such, remains unchanged since the evolution 

of homo sapiens. 

Theseus’ Ship as passage beyond metaphysical dead-ends 

Yet the meaning of personal identity has changed, and remains in flux. The paradox of 

Theseus' ship seems, ironically, to be the only legitimate possibility for expanding the essence 

itself. The paradox is as follows: Theseus' ship sits docked, while workers replace bits of the 

ship, bits without which the vessel could not meaningfully be referred to or function as a 

ship. Every few years this process is repeated. Eventually, the material which composes 

Theseus' ship has been replaced in its entirety, several times over, from the material of which 

originally comprised it. Yet at no time was it completely disassembled, or any such process. 

Parts were only replaced, piecemeal. The question is: can this still be referred to as Theseus' 

ship, in the same way as the ship a decade ago was referred to as Theseus' ship? Which 

criteria might we appeal to, to solve this riddle? 

 Zeno could not have predicted this paradox would resemble brain function, and pose a 

problem as such. Kurzweil, writing in the late 1980s, notes: 

The design of mammalian brains appears to use a [...] methodology in which none of 
the components or connections are crucial; massive redundancy allows major portions 
of the process to fail with little or no effect on the final results.  [...] One estimate 846

puts at 50,000 the number of neurons that die each day in an adult human brain (and 
this process accelerates with age), yet our concepts and ideas do not necessarily 
deteriorate with the hardware.  847

 Kurzweil (1992), p. 234.846

 Ibid., p. 288.847
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We jettison the most recent essential iteration (if we take neurophysiology, at whichever 

level, to be the essence of subjectivity) of ourselves, automatically, relentlessly. University of 

Western Ontario psychologist Zenon Pylyshyn, responding to Searle's "Chinese Room" 

argument, has ironically suggested that Searle's argument implies that 

If more and more of the cells in your brain were to be replaced by integrated circuit 
chips, programmed in such a way as to keep the input-output function of each unit 
identical to that of the unit being replaced, you would in all likelihood eventually stop 
meaning anything by [your behaviour]. What we outside observers might take to be 
words would become for you just certain noises that circuits caused you to make.  848

The discovery of the relationship between neurons, and the massive redundancies of brain 

function, leads to a perspective wherein the overlap here between digital media and AI on the 

one hand, and neuroscience on the other, could hardly be more clear. Massively aspirational 

though it may be, this at first appears to be a genuinely plausible way out of the philosophical 

and empirical bind which the relationship between personal identity, subjectivity, and 

embodiment poses—a way out of the body. You can't leave your body, at least not right away; 

effective global replacement of one's neurons by intervention rather than by natural, 

biological process of regeneration might mean you don't have to die after all, don't have to 

stop being you. And once all of your neurons are replaced by integrated circuit chips, or 

whatever, you may meaningfully be spoken of as having become the digital subject: your 

facility and continuity of meaning-making remains intact, and yet your subjectivity is now 

essentially digital. 

 Yet for all this, the same fundamental problem persists: the subject who undergoes 

this process may continue functioning exactly as if all of the subject's "original" neurons were 

intact, yet no one but the subject could know if the subject survived the procedure. It would 

be an unfalsifiable proposition: if the subject survives with this new, silicon-based brain—

 Zenon Pylyshyn quoted in Douglas R. Hofstadter. “Reflections [on Searle’s “Minds, Brains, 848

Programs”] in The Mind’s I: Fantasies and Reflections on Self and Soul. Eds. Douglas R. Hofstadter 
and Daniel C. Dennett. (New York: Basic Books, 2000), p. 374.
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excellent; if the subject vanishes, however, there is no one to tell us that this vanishing has 

occurred. 

Borges’ “Funes” as the prototypical digital subject 

The philosophical challenges raised by myths of perfect storage, vis-a-vis the digital subject, 

are not yet exhausted. As it is with the concept of the digital subject, so too it was a century 

earlier. Recall Guyau's formulation of the conscious machine; Kittler notes: 

But consciousness, the quality that Guyau ascribes to the brain in order to celebrate 
the latter as an infinitely perfected phonograph, would result in an infinitely inferior 
one. Rather than hearing the random acoustic events forcing their way into the bell-
mouth in all their real-time entropy, Guyau's conscious phonograph would attempt to 
understand and thus corrupt them. Once again, alleged identities or meaning or even 
functions of consciousness would come into play. Phonographs do not think, therefore 
they are possible.  849

A conscious computer makes no sense, nor thus the digital subject, as it is comprised solely 

of information, and thus does not obtain for meaning. This is written on the stone tablets 

handed down from Claude Shannon. Consciousness is meaning-making. Meaning is 

discretionary, is the filtering out, loss, or distortion of sensory data streams between the 

subject and the real. Consciousness is not playback, but interpretation, recursive mediation. 

 Not that proving anything right or wrong is the aim here, but this analysis does pose a 

problem both information-substrate theory, as well as formulations of the digital subject, will 

have to grapple with. We are contingencies of our cognitive limitations, it still seems at this 

late date; it is a contingency of our digital media discourse that we are so enamoured of the 

potential for perfect storage and transmission, that we ironically begin to forget that 

forgetting is at least as important as remembering. A story by Borges anticipates this 

development. In "Funes, the Memorious", Borges' narrator learns that the titular Funes, a 

childhood friend, has suffered an accident with a bizarre consequence: he cannot forget 

 Kittler (1999), p. 33.849
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anything. Funes' self-recursion becomes so exhaustive and of such an order of magnitude that 

the discoveries he makes can no longer be said to be meaningful: on the order of everything, 

nothing means anything (each of the preceding four words should be emphasized 

individually); as in Borges' "Library of Babel", given enough redundancy, any thought or 

discrete system of information becomes identical to any other thought or discrete system of 

information: 

He told me that toward 1886 he had devised a new system of enumeration and that in 
a very few days he had gone beyond twenty-four thousand. He had not written it 
down, for what he once meditated would not be erased. The first stimulus to his work, 
I believe, had been his discontent with the fact that "thirty-three Uruguayans" required 
two symbols and three words, rather than a single word and a single symbol. Later he 
applied his extravagant principle to the other numbers. In the place of seven thousand 
thirteen, he would say (for example) Maximo Perez; in the place of seven thousand 
fourteen, The Train; other numbers were Luis Melian Lafinur, Olimar, Brimstone, 
Clubs, The Whale, Gas, The Caldron, Napoleon, Augustin de Vedia. In lieu of five 
hundred, he would say nine. Each word had a particular sign, a species of mark; the 
last very complicated. . . . I attempted to explain that this rhapsody of unconnected 
terms was precisely the contrary of a system of enumeration. I said that to say three 
hundred and sixty-face was to say three hundreds, six tens, five units: an analysis 
which does not exist in such numbers as The Negro Timoteo or The Flesh Blanket. 
Funes did not understand me, or did not wish to understand me.  850

Borges' conclusion: 

Without effort, he had learned English, French, Portuguese, Latin. I suspect, 
nevertheless, that he was not very capable of thought. To think is to forget a 
difference, to generalize, to abstract. In the overly replete world of Funes there were 
nothing but details, almost contiguous details.  851

  

At this late date, Funes may be read as a retort to the digital subject, a priori or a posteriori: to 

become information, to retain all, is to no longer be conscious in any meaningful way. To 

 Jorge Luis Borges. “Funes, the Memorious” in A Personal Anthology. Tr. Anthony Kerrigan. (New 850

York: Grove Press, 1967), p. 41.
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become pure data is to lose the dynamic between self and data (in the macrocosm of IST, if 

you were to become everything, you would effectively become nothing). A phonograph 

hearing itself would obtain for this dynamic and thus its raison d'etre vanishes. This is 

axiomatic of digital media, and all storage media. 

 On a similar note of infinitude is Frow’s (2002) analysis of Galatea 2.2 through the 

framework of the challenges of understanding the learning process, and of early-childhood 

language acquisition. "One of the problems for any rule-based learning process is that, 

beyond the level of formal systems, interpretation is contextual and contexts are almost 

infinitely extensible".  The neural network Helen has no context, being "bodiless," being 852

pure data; any explanation for a word or phrase necessitates being either shown physically, 

which is not an option for Helen, or by invocation of more words and phrases. This is a 

permutation of the problem of personal identity and perfect storage or memory. Set against 

the infinite, with no cognitive limitations, we all become Borges' Funes, and no longer be 

said to think meaningfully in the same way which humans obtain. The shift in cognitive 

function is deleterious for the preservation of personal identity or a sense of Self. 

 Helen demonstrates the impossibility of making sense of anything; being taught the 

meaning of one word is as impossible as being taught every possible utterance. The 

preservation of personal identity is a non-starter in this instance, as it cannot be supposed that 

personal identity may be constructed in the first place out of such infiniteness. Examples like 

Helen, who is data-becoming, or the Flatline Dixie (or, earlier, Funes), who is becoming-data, 

draw into focus a problem of human symbolic thought: the everything of the aforementioned 

infiniteness is equally valid restated as nothingness: words can mean anything and they also 

literally possess no meaning a priori. Frow notes that "whereas for humans conceptualization 

is rooted in bodily perception and precedes language, Helen must work back from words to 

the experience they convey".  Humans have it both ways, though it is anything but clear 853

how this works (otherwise we would have fully sentient AI which unquestionably obtain for 

subjectivity), the apparently endlessly renewing infinity of language and context, and the 

finitude of one's physical body.  

 Frow (2002), p. 624.852

 Frow (2002), p. 624.853
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This data/meaning distinction only becomes problematic for personal identity 

subsequent to the development of information theory and cybernetics in the 1940s and 1950s. 

Borges' pre-digital Funes demonstrated the same crises, but was but a metaphysical game, not 

something which might be perceived as a legitimate possibility and threat. 

Language as precondition of subject 

Before proceeding, I would like to touch on two complications in our understanding of the 

digital subject as discussed above: language and memory. To begin with the former, we might 

consider the recently-archaic malady of hysteria, a disease which was not physiological, yet 

produced material abnormalities. We might understand hysteria, then, as a contingency of 

discourse, a contingency which caused certain individuals' bodies to physically malfunction. 

Historically, the example of hysteria is not linked to the development of information theory or 

cybernetics, though I would suggest that it does evince a precedent for the turning of the body 

into discourse, into language, or of discourse into body,  and the discursive “programming” 854

of mind-body. It follows from this that the subject, reducible to a discrete set of symbols, can 

be thus translated or transferred; the subject, emerging out of such a discrete set of symbols, 

obtains for the subjective state as such. After all, as Winson notes, "hysteria behaves as if 

there were no such thing as anatomy of the brain".  855

 Media questions emerge. Language becomes a technology. Kittler poses the question 

thus: "If media are anthropological a prioris, then humans cannot have invented language; 

rather they must have evolved as its pets, victims, or subject. [...] [The] emergence 

particularly of nonverbal storage technologies around 1900 leads to a differentiation that 

establishes discourse as a medium among media".  Schank (1984) detailed the problem of 856

human understanding of language, and considers the difficulty in applying language-

acquisition to a computer.  It's another trap: it has been widely argued  and to a certain 857 858

extent accepted that there is not a pure cogitating subject anterior to language; language 

 See Hayles (1999).854
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rather is the necessary medium of thought, and as such without a medium anterior to 

language through which human consciousness can be analysed, creating human 

consciousness in a computer—as an actual research goal rather than rhetorical product of 

research-capitalism —is a non-starter. 859

 Yet from another angle, and here we are truly in no-man's-land, the validity of any 

one perspective falls into doubt again. Descartes' fall from grace among intellectuals is in part 

because of Freud: the irreducibility of thought no longer appeared valid. Evolutionary 

biologists and cognitive scientists of the 20th-century eventually both came to argue that 

there is evidence indicating Freud's formulation of the unconscious is part of the human mind

—and thus neurophysiology—in fact and not simply in theory. As such, the mind is not 

wholly transparent to itself.  Edelman notes two more oversights on Descartes' part, which 860

subsequent research has undermined: 

The first is the developmentally determined nature of higher-order consciousness. 
(Recall that French babies, even gifted ones, are unlikely to assert, "Je pense, donc je 
suis.") The second is that his linguistically based consciousness is not self-sufficient 
and beyond doubt. Given that it is linguistic, it is always in dialogue with some 
"other," even if that interlocutor is not present.  861

The overlap between human and AI on the question of linguistically-based subjectivity raises 

several issues. Any linguistic system could theoretically be reduced to symbols and thus 

reduced to the digital binaries of the computer. If my consciousness is linguistically-based, 

then there is no reason a computer cannot be conscious in the same way as I am; and there is 

no reason that which constitutes my subjectivity or consciousness cannot be transferred from 

body to body, or body to computer. Following from Edelman, if we proceed from the 

perspective that Descartes' linguistically-based consciousness is not the essence of the 

subject, then this linguistically-based consciousness hovers above a further reducibility. This 

is one of the great ironies of Descartes' legacy. Descartes did not foresee the development of 

 I thank Hans-Walter Schmidt-Hannisa for suggesting this term.859
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the algorithmic artificial intelligence which digital media allows for. Descartes had insisted 

that it was "impossible"  for a machine to become conscious in the way humans are 862

conscious; and yet read from the late-20th century, Descartes reveals himself to have spoken 

the preconditions for the digital subject by basing that moral impossibility in linguistic 

exclusivity in man. 

 But even before the question of linguistic capacity as the marker of consciousness can 

arise, there is trouble maintaining consciousness as the fundamental criterion of personhood. 

To wit, we might consider the comatose or brain-dead, or the more quotidian example of the 

sleeping, or (especially) the pre-cognizant. The problem with cognitive self-evidence being 

the criteria for personhood is that this criteria excludes human beings in their first years of 

life. An infant is of course a person, cultural convention tells us, and of course they are 

always thinking, cultural "knowledge" about neuroscience tells us; they simply have not 

acquired the language skills by which their existence would become meditatively self-

evident. The demand that one must obtain the capacity for a language in order to be aware of 

oneself, as a precondition for subjective existence collapses. Our understanding of 

personhood becomes is further problematized if we extend personhood to the pre-cognizant, 

or the sleeping, as these individuals are incapable of evincing their existence to themselves; 

yet being conscious and being a person are now dependent not upon reflexive self-evidence, 

but rather on the quality of simply being a thinking thing (which the pre-cognizant and the 

sleeping clearly are; the comatose prove another challenge altogether, insofar as their mind 

cannot be argued to exist, yet their bodies persist). We might ignore the fact that by this 

criteria dogs are now people too, but at the same time recall that Descartes argued that 

animals are "not conscious at all"  because they do not obtain  linguistic systems. Language 863

is a medium, or the brain is a medium; in either case, there is nothing outside the purview of 

media discourse. 

 This is a strange position. By the criteria outlined above, we can understand Powers' 

Helen and one's pre-cognizant child as being the same insofar as both are thinking, and both 

are unaware of that thinking. One is the inverse of the other: the infant is thinking without 

 René Descartes. Discourse on Method and Meditations on First Philosophy. Fourth ed. Tr. Donald 862

E. Cress. (Indianapolis/Cambridge: Hackett, 1998), p. 32.
 Daniel Dennett. Consciousness Explained. (New York: Back Bay Books, 1991), p. 447.863
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language, and is unaware of itself; the AI is thinking with language (symbol manipulation), 

and is unaware of itself. 

 The lines between the human and the digital, on the question of consciousness or 

subjectivity, thus appear as the M.C. Escher staircase. And in more than one sense: the 

distinction between the beginning and end of either becomes unclear; and, in the popular 

perception, this loss of firm distinction allows the perception that one leads into the other, and 

back into the former. 

 Consider the overlap of the excluded from linguistically-based consciousness: the 

comatose; the sleeping; the pre-cognizant. All demonstrate thought without self-awareness 

without Cogito ergo sum. So what is thought? Is it the capacity for language? If so, the circle 

expands to include our digital media, which has the capacity for language, symbol 

manipulation, which sees, speaks, moves, which has memory, retrieves symbols, sights, and 

sounds. And which is unaware of itself.  Such a negative unity of exclusion is reversed and 864

revealed to be a unity of inclusion with conscious personhood—simply in a different state of 

cognizance. Our AI and our digital media become of a kind with the human subject. 

 Neither language nor the state of being a thinking thing seems to separate us, 

essentially, from our digital media. As I stated previously, we are in no-man's-land: all of the 

arguments in the above analysis of the fantasy of perfect storage, to the effect that we must 

force ourselves to reckon with the lack of empirical evidence or even philosophical validity 

to suggest that the subject is not contingent upon embodiment, are undermined by the 

preceding discussion of linguistically-based consciousness; in turn, the preceding discussion 

of linguistically-based consciousness is undermined by the arguments towards the necessity 

of embodiment as a precondition for subjectivity. Given that infinitely-extensible symbolic 

manipulation, and the retrieval of any of those previous symbolic manipulations, is a key 

aspect of the fantasy of perfect storage, we might now focus upon the retrieval aspect, and  

problematize memory as a key criterion of the ontology of personhood. 

 Turkle (1984) and Kurzweil (1992) advance arguments that a paradigm shift may be upon us, 864

wherein the popular culture at large grants thought or cogitation to computers, but not (yet) feeling or 
consciousness.
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Memory as precondition of subject 

Neurobiologist Steven Rose describes it plainly: "You can lose a limb, have plastic surgery, a 

kidney transplant or a sex-change operation, yet you are still in an important sense 

recognizably yourself so long as your memories persist. [...] Lose your memory and you, as 

you, cease to exist".  This is the Lockean perspective on the perspective on the persistence 865

of memory as the basis for personhood. Rose's strategy in opening his 1992 popular-science 

The Making of Memory with such a reference is to develop a sense of cultural continuity into 

the "decade of the brain." In 1992, memory is still the basis for personhood, granted. But it 

slots clearly into neither a dualist or materialist perspective, with regard to understanding 

what it means for personhood to be identical with (in the sense that it is, rather than separate 

but exactly the same) memory. By the 1990s, it had been learned that memory formation is 

contingent upon a particular region of the brain; there didn’t seem to be anywhere for the 

ghost in the machine anymore. There goes dualism—for a moment. Because if personhood 

depends upon the persistence of memory over time, which is in turn dependent upon a 

functioning neuroanatomical region, then personhood is the state of possessing functioning 

homo sapiens neuroanatomy. My Self and my body are not separate; I am my body. But 

traumatic brain injury, etc., can strip me of my memories, while leaving my body functioning. 

In this instance, there is no I. I am not my brain may follow from this point. My ontological 

status has vanished, separated from my body to parts unknown, yet my body persists. (I wish 

to clarify this point specifically: I am simply attempting to illustrate a particular point of 

view, a line of reasoning; my own response to such a proposition would be that its proponent 

is at some crucial level confused in their formulation of selfhood, personal identity, 

subjectivity, what have you. While I would be reluctant to offer my own rejoinder, i.e. explain 

how personal identity and bodily identity are not separable, which is to say that it thus only 

makes sense to speak of bodily identity and that personal identity in this formulation is a non-

starter—a proposition I would also have a hard time getting behind—I am nonetheless 

inclined to reject the proposition that personal identity and bodily identity are distinct and 

separable entities, substances, etc.) Cartesian dualism is not quite recuperated—for how are 

we to understand this bizarre shift if the ontological status of an animating soul or spirit 

 Rose (1992), p. 1.865

297



remains inviolate?—and the relation of personhood to the persistence of memory is 

problematized. 

 Davies (1983) teases this idea out a bit further, stating: "In fact, it is not clear that 

someone with no memory can really be thought of as a person at all".  Yet one might ask: if 866

I lose my memory, would that person without memory still be someone, who is not me, and 

who is also not anyone else? No conceptual manoeuvring would seem to collapse the 

proposition that that person is still someone. From this particular cant, it further seems 

memory retention may not be the ultimate locus of personhood, whether or not one allows for 

the Cartesian soul. Memory retention is relevant, but not reducible-to. 

 The extension of personhood to bodies-without-minds or minds-without-bodies 

should be considered continuous with the above. We have to keep in mind that we have for 

the past several centuries been functioning with the Lockean model of personhood at the 

level of "common sense": if there is a continuity in my knowledge of myself from yesterday 

to today and into tomorrow, then I am the person I was yesterday, and tomorrow I will be the 

person I was yesterday and today. Memory equals personhood. But then in the 1950s John 

von Neumann created his programmable computer, and the definition of "memory" was 

expanded to include the storage capacity and retrieval of information within the digital 

computer.  This today is universally accepted usage. Because we so commonly take 867

Lockean personhood for granted, what it meant for personhood to equal memory thus shifted 

at the birth of the information revolution, and almost immediately the android, the AI became 

a popular cultural fixation. Turkle (1984) decades later aptly foresaw the technophilia and 

dependence upon digital media of the younger generation: computers are one's friends and 

allies since cognizance, if you are born after a certain year.  This was the first generation 868

which came to cognizance with the understanding that "human beings are not alone as aware 

 Davies (1983), p. 91. Emphasis my own.866

 See Rose (1992), p. 80: “From the very start, the relationship between computers and minds/867

brains was at the forefront of the thinking of its inventors and was apparent in their language. For 
instance, von Neumann’s digital computer […] storage unit [was] christened by its designers as 
memory […] implicit in the name given to the information store—the computer memory—is the claim 
that in some way what the computer is doing in holding and processing binary units of information is 
analogous to what we as humans do with our own memory.”

 Anthony Kenny. “Tackling the Big Qiestions [sic]” in New York Times (23/2/1986).868
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intelligence".  Common sense included the Lockean persistence of memory over time, as 869

well as the idea that both humans and computers possess the faculty of memory. 

 It's a short step, then, to a 1995 announcement that biologists have figured out how 

memory works and describe it as such: 

While you are keeping something in mind, just where exactly is it kept? 
Neuroscientists, after a long search, think they have the answer [...] The role of the 
brain's working memory seems similar to that of random access memory (RAM) 
computer chips, which hold data drawn from the long-term memory systems like a 
hard drive or a CD-rom.  870

Less than surprising, given the zeitgeist, wherein computer science and computer culture 

develop in tandem, are of a kind with the neurosciences and neuro-culture. The new wonder 

tech, the fMRI, perpetuates the mind as computer paradigm. We use a computer to discover 

that the mind is like a computer. Or: we use our minds to discover that a computer is like our 

minds. RAM is a particularly felicitous metaphor for memory: there is no fixed point of entry 

in random access memory, no start, middle, or ending. 

 This is the discursive consequence of memory expanding to include digital media. In 

the same announcement, Dr. Patricia Foldman-Rakic, neuroscientist at Yale Medical School, 

is quoted as saying that "[the] brain's capacity for storing information seems virtually 

unlimited".  It may seem splitting hairs to ask the distinction between unlimited and 871

"virtually unlimited," but it is a pertinent question. Saying that the human brain is infinite in 

its storage potential raises the problem of what to measure it against. It seems the only answer 

might be the computer, yet the computer is verifiably not infinite in its storage potential. If 

we take "virtually unlimited" to mean "functionally unhindered, insofar as there is no 

evidence to support the hypothesis that a certain volume of information would overload the 

human brain and cause it to crash, as with a computer," this is fine, but we must remain keen 

toward the fact that the language used is a contingency and not an a priori of the development 

 Johnson (1991).869

 Daniel Goleman. “Biologists Find Site of Working Memory” in New York Times (2/5/1995).870

 Ibid.871
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of our digital media culture. Recall Borges: "To think is to forget a difference, to generalize, 

to abstract".  Perfect, unlimited retention is less important to the obtaining of subjectivity, it 872

would seem, than is deletion, forgetting. (Further, this is a persistent problem of the 

materialist perspective: our thoughts cannot be unlimited; there must be some limit to the 

possibility of thought, if it is the manifestation of a physical process, because at a certain 

point within time-space all possible variations of that physical process would necessarily 

have to be exhausted—but this is at least somewhat a nonsensical proposition.) 

Digital art advances the fulfilment of the digital subject 

The demonstration by fMRI of the mind "on the screen," comprised of data streams fulfils, in 

a sense, the fantasy of the subject being downloaded, at the same time perpetuating it insofar 

as it indicates the near-possibility of the subject obtained-for digitally. Another relevant 

technological development of the 1980s-1990s was the development of computer art, which 

O.B. Hardison (1989) described as eroding the distinction between what is "real" and what is 

"artificial" in contemporary life.  Hayles (1999) describes how the migration of cybernetics 873

and information theory—insofar as the simplifications, reductions, misunderstandings, and 

mutations thereof—into popular culture allowed for the idea to ferment, that the digital 

computer and the human mind were of the same essence. It follows, then, that when the 

distinction between real and artificial blurred through engagement and productions of the 

computer, it blurs in us, and we understand ourselves and our digital media as being closer in 

essence than previously we had considered. 

Computer art is holistic in its simultaneous use of image, sounds, and text, and it is 
often kinetic. It moves and changes. It reaches out to surround and absorb the 
consumer, creating an artificial reality that forces the consumer to confront the 
increasing irrelevance in modern culture of the distinction between the real, in the 
sense of that which occurs naturally, and the artificial, in the sense of that which is a 
human artifact.  874

 Borges (1967), p. 43.872

 Hardison (1989), p. 4.873

 Ibid.874
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When this distinction blurs, humans as computers or computers as humans becomes 

perceived as an a priori possibility. This historical a priori precedes the development of 

computer art, but its appearance in the technological ecosystem advances the manifest sense 

of mind and computer being of the same essence. That which we have created, the computer 

art-work, with its ambiguous status between real and artificial, is understood as and 

furthermore is reducible to bits. The artist's work used to be physically instantiated. Now it is 

intangible, fluid, reproducible with no original and no loss and no distortion. Tracy Kidder, in 

his Pulitzer-prize winning 1981 The Soul of a New Machine felt the need to explain what is 

today taken for granted, making a reference to "graphics—computers that draw pictures".  875

It is the computer drawing the picture, now, not the artist; or: the computer is the artist. Art is 

the internal seeking a form in the external; now it becomes the internal finding a form in 

another state of immateriality. Viewed through this lens, it becomes understandable that one 

feels that thus, naturally, one might undergo a similar process. Such is the mirroring effect. 

The capture of experience  

Two familiar perspectives follow: we are immaterial within a substrate; we are functioning as 

computers. Neither perspective prohibits the possibility of following through on the resolving 

of the paradox of Theseus' ship and simply becoming a computer, which is to say, digital. 

"[When] John von Neumann suggested that the computer could store instructions as well as 

data, the basic elements of the modern computer were in place. Equipped with memories that 

could store instructions, computers took a giant step toward being self-reflexive. They began 

to assume control of their own operations." The phonograph was able to speak and also 876

listen. Film could see, and also be seen. Talkies and then television combined the two; the gift 

of sight and sound, and the ability to be seen and heard. The computer proceeded from the 

metaphors which were agreed upon at its inception, and became the perfect receptacle not 

only for our sights and sounds, but for ourselves: it stores instructions (I want to do this today, 

 Kidder (2000), p. 14.875

 Hardison (1989), p. 297.876
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and I know how to do this or I can figure it out) as well as memories (I can do this because I 

have memories about how my hardware, my software, and the world works).  

 Decades after the 1950s developments of von Neumann et al., the metaphor, the act of 

digitally capturing experience had both become banal and remained magical. A reference 

guide to scanners, published in the late-1980s, was described as such in the New York Times: 

"These electronic eyes perform the seemingly magical task of taking images from the real 

world—photographs, drawings, even live objects—and converting them into pictures on your 

computer screen."  The outside world, the real, is data streams only requiring digital 877

remediation to exist as permanent and intangible artifact. The scanner linked to the personal 

computer becomes our eyes and our memories.  

Kurzweil is not unique in suggesting such, but there is something to be said for the 

idea that, because our senses may be described in mathematical terms,  it opens to door to 878

credulously describing the human body, human mind, as performing calculations—as if 

numbers, formulae were in the body, as if information is the body, rather than a means and 

metaphor of explaining the body. Further, without a ghost in the machine, information or 

mathematics then also is the subject. It is rhetoric but it is a persuasive and intuitive slide 

between meta- and "reality." With digital media, we become one and the same, the 

distinctions do indeed collapse and renew metaphysical questions by virtue of their 

semblance to our technoscientific reality. 

 The miracles of the banal provide further examples. Hardison asks: if an interlocutor 

"is able to give reasonable replies to our questions and comments, then we instantly reach a 

conclusion: the person is conscious. This is true even though we may be talking to the person 

on the phone rather than observing him physically. Since we apply this test to people every 

day and never question the results, why should we have reservations about applying it to 

machines?"  Embodied existence becomes a discursive convention in the example of 879

mediation by telephone, but remains Human without epistemological rupture. Data streams, 

the illusion of presence, become part of the real. This is similar to Hayles' contention that the 

 Lewis (1989).877

 See also Kittler (1999).878

 Hardison (1989), p. 218.879
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essence of man and computer become the same the moment the Turing test, in Turing's 

original parlor game formulation,  begins—to my interlocutor, who hears my voice from 880

the other side of the world in real time, I remain essentially what I was before transmission. 

The conceptual parasite which this transmission conceals is that in order for this to occur, I 

literally am broken down into a series of ones and zeroes and then recreated on your end of 

the phone line. 

 This again raises the question of "where" the subject is located: in incorporeal, 

immaterial substance?; in the body associated with the subject?; in the data streams or 

telephone lines?; in the telephone receiver? Regardless, the dislocation of the subject 

becomes a conceptual given in our mediated society, which is to say that our fantasies of the 

"literal" dislocation of the subject, i.e. transfer into data or into cyberspace or what have you, 

are a contingency of our media conditions. Kittler states: 

Books had been able to store and convey the imaginary corporeal self-images 
entertained by individuals. But unconsciously treacherous signs like fingerprints, 
pitch, and foot tracks fall into the purview of media without which they could neither 
be stored nor evaluated. [...] A phonographically recorded state poet no longer enters a 
pantheon of immortal writers but rather one of the countless evidence-gathering 
agencies that since 1880 have been controlling our so-called social behaviour, that is, 
all the data and signs that are by necessity beyond our control.  881

Who you are, your own irreducible "I," was once upon a time internal and to be mediated 

only by your own physiology, your own hardware. "I" was inside, everyone and everything 

else was outside. After 1880, Kittler suggests, the situation shifts: your physiology 

increasingly broken down into measurabl, discrete, instances. The consequence is that this 

shifts the subject from being simply inner to being simply outer, being simply an assemblage 

of media. The subject is post-Human, then, in our media culture since the late-19th century, 

insofar as there is no longer anywhere for the subject to be. 

 Cf. Alan Turing. “Computing Machinery and Intelligence” in The Mind’s I: Fantasies and Reflections 880

on Self and Soul. Eds. Douglas R. Hofstadter and Daniel C. Dennett. (New York: Basic Books, 2000).
 Kittler (1999), p. 83.881
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 Following from Kittler, we can understand writing as the subject resubstrated, 

consciousness made autonomous, transferred from writer to reader in the act of reading. It 

was the mind which became autonomous, nebulae of meaning intact. Subsequent to this was 

audio-visual capture, in which the body rather than mind is made autonomous. And yet now 

we have returned to consciousness, subjective experience, as the locus of storage media—but 

now with body intact. Insofar as the computer assimilated all prior media and as such the 

mind and body come with it. Irrespective of material/dualism debates, the entirety of 

experience can now move from medium x to medium y, given that the human body and its 

respective subjectivity are being literally and metaphorically reduced to data.  882

 This again leads back into the counter-intuitive problem of our both being and being-

not (i.e., neurons/subjectivity, data/meaning: I simply am neuronal charges firing, but I also 

am a thinking thing). On the "storage monopoly" once held by writing, Kittler notes that 

language 

only leaves us the choice of either retaining words while losing their meaning or, vice 
versa, retaining means while losing the words. [...] As long as the book was 
responsible for all serial data flows, words quivered with sensuality and memory. It 
was the passion of all reading to hallucinate the meaning between lines and letters.  883

I can be me, or I can be the data that comprises me. It seems I am both. The tricky thing is 

that this simultaneity should theoretically undermine the maintenance of personal identity. 

Yet somehow it does not seem to in practice, and far be it from I to answer for the nebulae we 

have indeed drifted into, but I do propose that this has something to do with the 

incompatibility of these knowledge systems. I think therefore I am; but I am also a set of data 

which thinks not. 

 By juxtaposing metaphysics and knowledge systems of personal identity, with what 

explicitly are problems of media studies, it may be demonstrated that the two resemble one 

another: the metaphysics of reading in Kittler's formulation may be easily restated to describe 

 See further Braidotti (2013).882
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the problems of personal identity and the bounds of the Human subject in the digital media 

discourse. Kittler's formulation is that if the reader perceives the letters or even the words on 

the page as discrete units, obtaining for their cumulative meaning becomes impossible. But if 

the reader does obtain for meaning, the text itself as discrete, uniform symbols has become 

transparent; in a sense, the discrete units, the words and letters, are not even there at all. This 

is the same problem as with Nagel's bats or Searle's "Chinese room": if I am a conscious 

thinking thing, every possible datum pertaining to my being as a conscious thinking thing is 

irrelevant to me. If I am a discretely perceived series of ones and zeroes, I do not obtain for 

being a conscious thinking thing. 

 The discrete units/meaning complication is not quite so problematic until the 

development of information theory and its predication on the separation of information of a 

message from the meaning of a message (the neuroscientific discoveries of the later part of 

the 20th century add further complication). Lossless transmission, i.e. the reduction of any 

message such that it is transferred from creator to receiver with meaning intact, thus 

bypassing the need or even possibility of interpretation—this only becomes a possibility then. 

The transmogrification of experience by writing never presumed such a state of losslessness. 

The writer sealed off time/consciousness/reality, stored for retrieval by the reader, but there 

was never any pretense of transmission without distortion or at least partial 

misunderstanding. After digital media, it appears reality can in fact be sealed off without loss 

or distortion: we see it happen constantly, in every media. What matters for the purposes of 

this thesis is that this sense of lossless capture and transmission, this perception, by virtue of 

the user's experience itself, of reality captured without distortion, creates that illusion that the 

data streams which comprise our audiovisuals may also capture or retain the meaning of that 

which is stored and presented. 

 Two comments are warranted. First, this perception is literally not true.. It is 

contingent upon representational strategies. My dog does not see me on the screen or in a 

photo. It doesn't "see" "nothing," but it certainly does not see me, or see a representation of 

me.  These representational strategies by which "I" appear are historical contingencies 884

related to media and literacy developments, not essentialisms. And once this is brought to 

 Cf. Hayles (1999), p. 135, for the discussion of the cyborg frog wired up by McCulloch, Pitts, and 884

Lettvin.
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bear upon the idea that with just a few more tweaks to the apparatus, the subject might be 

wholly captured as well, this idea reveals itself to be a wholly historically contingent fantasy, 

rather than an empirical possibility. 

 Second, the content of that fantasy, even if we disregard its contingency upon our 

media history, merits brief analysis through the lens of science-fiction. Discussing Galatea 

2.2 and the "platonic dream of a separation of information from material embodiment",  885

Frow contends: 

There are two points of comparison here with human embodiment. First, the body 
itself can be understood as an information system in which, or in relation to which, 
secondary information systems are embedded. Second, human consciousness can 
likewise be transferred from one medium to another, in the sense that thought an be 
materialized as writing in such a way that it extends beyond and is independent of the 
thinking body. What is distinctive about human embodiment is not the fact of 
instantiation but the nature of human learning  886

This resonates with a technology in William Gibson's Count Zero, his follow-up to 

Neuromancer. Turner, one of the central characters in Count Zero, is a corporate "fixer," 

whose most recent task is to assist in the defection of Mitchell, a high-ranking bio-engineer, 

from one conglomerate to another (in Gibson's future, the corporate conglomerate has 

replaced the nation state; defecting from one to another carries an even heavier weight). In 

advance of coordinating Mitchell's escape from his employer-masters, Turner receives a 

dossier meant to contain the information which Mitchell considers vital to understanding the 

escape and what is at stake. The "dossier", in Gibson's future, is a silicon device which is 

inserted into a neural jack in the user's skull; the information—which amounts to a 

"recording" of memories or thoughts, in a manner similar to but more imperfect than the 

"wire" in Katherine Bigelow's Strange Days (discussed in “Media Culture” in Chapter Two)

—therein is then downloaded into the user's own carbon-based "data banks," as it were. This 

information produces a profound disorientation when available to the user's own recall. 

 Frow (2002), p. 634.885

 Frow (2002), p. 635.886
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 All prior media are transcended by the dossier. The transfer of consciousness allowed 

for by speech or writing was never so precise; there was never the hope that one could be 

fully understood. In Count Zero, the transfer of consciousness between humans is as lossless 

as is information between silicon-based digital media. The problem is that Mitchell's message 

to Turner might have been better served by an older medium. Turner ends up betwixt-and-

between, a conscious information technology: he has received an massive amount of 

information, but information separated from the meaning which embodiment obtains for. 

Turner has no context/no meaning for what amounts to Mitchell's final thoughts, seemingly a 

desperate but functionally incomprehensible plea for redemption and the role his daughter is 

to play within a global corporate conspiracy. Internal life, subjectivity, is meaningless without 

embodiment. 

 The dossier represents remediation of an order which Bolter and Grusin contend our 

media culture has been after for centuries: immediacy perfect to the point where it may be 

conceived that that which is transferred is actually unmediated. This content can pass from 

one substrate to the next unmediated, in the digital paradigm; this is what becomes possible 

for Mitchell and Turner: just as Computer B does not "know" what Computer A "means" 

when it transfers information to the former, Turner does not receive consciousness 

remediated, as one does, say, reading the Confessions of Saint Augustine. Rather, Turner 

receives unmediated sensory data—un- in the sense that removed from the context of its 

embodiment-medium, no context is possible. Turner is able to recall Mitchell's memories, 

which are meant to reveal his intention, but unmediated as such they become meaningless. 

 The incoherence of the remainder of the novel and the final "Sprawl trilogy" novel 

which follows may be pinpointed as following from this moment. Were Turner to understand 

the machinations which he and the other Sprawl characters we follow are being manipulated 

within, they might be able to do something about it. As it is, the rest of the narrative is just 

flash and noise, with each of Gibson's characters being gobsmacked by what is going on 

around them at every turn, and the reader is never granted a privileged position from which to 

understand the events either. In this (admittedly generous) reading, Count Zero and Mona 

Lisa Overdrive may be understood as profound statements on media culture and the 

philosophical conundrums posed by proliferating digital technology. 
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Reductionist approaches to mind considered against media theory and Gödel’s 

incompleteness theorem 

A final point regarding the subject obtained for by data. Marvin Minsky (1986) famously 

contended that the composition of the mind can be understood at its most basic level as a 

series of building blocks.  Immediately one encounters the problem of infinite regress. If 887

there is to be a "micro-block" at the level of essence upon which consciousness is built, it 

would be outside of this realm, something closer to pure biology, pure fact, something which 

precedes and develops the possibility of consciousness and thus is inaccessible to or through 

language, subjective experience, or objective experiment. To posit the essence necessitates 

the perspective of an observer of other essence. This recalls the problem of remediation as a 

cultural logic (see “Media Culture” section in Chapter Two of this thesis). The problem of 

infinite regress in the context of media theory need not be answered for, because Bolter and 

Grusin's formulation of the theory of remediation serves as a conceptual heuristic rather than 

an empirical ontological process. Media theory is not about trying to solve the problems of 

the universe but rather understand a contingent media culture. Minsky's infinite regress was 

problematic because he was a globally-renowned mathematician, computer scientist, "father 

of AI",  who was stating that his theory of "society of mind," mind-as-increasingly-888

complex-building-blocks can and will eventually be tested by the scientific method. But if the 

starting point still hovers over the abyss, as Minsky states and which Minsky evinces, one 

still has no place from which to proceed. 

 Of course, Minsky employs such ideas as a heuristic as well, and while in a sense it 

should be judged appropriate to its intended audience (the theory appears in a popular-science 

text), it should also be all the more qualified for the same reason. What matters here is that in 

both remediation and in "society of mind," reducibility is the logic of transfer. Subjectivity 

can be reduced to building blocks, which is to say discrete units, and imagining these discrete 

units as being data is a facile process. And of course such data is physically locatable in the 

brain; lossless reproduction or transfer henceforth is no conceptual impossibility. 

 Minsky (1986), p. 21.887

 Kurzweil (1992), p. 200.888
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 And yet. We might recall a similar rebuttal in Gödel’s incompleteness theorem, which 

undermines the idea that "one can ever, even in principle, understand one's own mind 

completely"  and thus also undermines a mechanistic understanding thereof. Further thus: 889

mind cannot be reduced to a set of mathematical formulae, a formal system, discrete building 

blocks. We run again into the contradictions which the tension of dualist and materialist 

perspectives coexisting in discourse produces. Gödel’s mathematics grant the possibility of a 

non-mechanistic mind—if it suits one, sure: a "soul." Fine. One can stop there. (Conversely, 

one might choose not to revert, but rather seek new epistemologies of self and space.) But, 

that regressive move is still predicated upon esoterica and really what seems to us to be the 

reason for the holistic mind (or soul) is our subjective experience of ambiguities such as love, 

humour, aesthetics—surely those can't be explained by science! But where the 

incompleteness theorem should have closed the door on a materialist dogma a la Paul and 

Patricia Churchland, disregarding those esoteric mathematics and instead focusing on an 

attack of "folk psychology" in practice actually serves to leave that door wide open, for a key 

maxim of the Churchland's project is that love and humour and aesthetics are not 

unexplainable within a framework of neuroscience—of mathematical formulae, formal 

systems, discrete units—but rather are not yet explainable within the framework of 

neuroscience.  Incompleteness theory routs this. And yet. 890

Cyberspace and the Internet 

Cyberspace is another object by which the human subject comes to perceive shared essence 

with the digital computer. In her cultural history of space, Wertheim (1999) contends that it is 

misguided to ask just how literally Dante meant his Divine Comedy to be read. In modern 

times, Wertheim notes, “we simply cannot imagine a place being “real” unless it has a 

mathematically precise location in physical space”.  The contemporary emergence of 891

cyberspace, Wertheim argues, challenges this dominant paradigm. We are returning to a 

spatial duality. This in turn returns us to the materialist/dualist tensions which define neuro-

 Davies (1983), p. 94.889

 See Horgan and Woodward (1985).890

 Wertheim (1999), p. 69.891
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digital culture from the 1980s onwards. For example, the data which comprises that which 

my monitor presents as I type this is physically instantiated in this room; it must be. The 

presentation itself, however, is intangible, and furthermore, it is not present in this room 

alone, but by nature of my connection to the internet, is “present” or instantiated in 

potentially an almost-infinite number of spaces, none of which may produce tangible 

evidence of that presence. In other words, cyberspace is the ghost in the machine, redux. This 

document persists in time but it is problematic to say that it has extension in space; one 

cannot intuitively reduce it to a discrete assemblage of constituents; and the question of 

whether it is in more than one “place” at once, whether it is constantly being updated, 

replaced, by virtue of its connection to the internet, can neither be answered intuitively. The 

likeness of this document, receptacle for the mind, to that mind itself, in the Cartesian dualist 

sense, is apparent. This is one of the problems with Descartes’ formulation: if it is immaterial, 

the soul associated with this body may be swapped every ten minutes and the body goes on 

unknowing. 

 The ghost in the machine criteria aligns the subject labelled “Daniel Mazurek” with 

the data on the other side of the screen. But perhaps, conversely, there are no minds, as per 

eliminative materialism. No mind for the subject, Daniel Mazurek, and no mind for the data. 

Yet given my self-evidence, it becomes apparent not only that computers evidently can think 

and share essence with the anthropos, but that cyberspace itself presents a significant 

challenge to our ways of thinking about the self. 

Prior to the development of modern cosmology, the prevailing doctrine of earth and 

the heavens was that whatever it was precisely that lied beyond Earth’s atmosphere, there was 

a heterogeneity of essence in the cosmos.  Post-Newton, everything in the universe is of 892

one essence. With the development of cyberspace and the internet, the 1980s-1990s saw the 

development of a neo-medieval paradigm of space, one predicated upon promises not 

dissimilar to the terrestrial/celestial dualism of medieval cosmology. The zeitgeist began to 

ask itself: is the level of reality which modern physics holds to be the only level of reality 

congruent with the level of digital processes and production? For if so, this new “space” is 

homogenous and of a kind with the space on the other side of the screen, and thus the fantasy 

 See Wertheim (1999).892
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of subjective relocation “into” cyberspace begins to come into clarity. And if not, fine: a new 

dualism and its attendant fantastic promises is granted renewed validity. 

At the same time, the failure of the public to apprehend the engineering language 

necessary to explain cyberspace as a material process also advanced the fantasy. The 

reducibility of cyberspace and the reducibility of the visible world alike share a magical state 

of incomprehensibility, of motion and sight and sound aprehendable only at surface level. 

This resonates with the seemingly purely-surface-level nature of subjectivity—insofar as for 

whatever non-intuitive knowledge is gained about psychotherapeutic or postmodern 

decentralized “selves,”  or about the neuronal nature of consciousness, there is a very 

apparent, indisputable immediacy to perception —to which it would seem nothing can be 893

added and from which nothing can be reduced. Subjectivity and cyberspace are intangible, 

ineffable states of being, seemingly functioning outside the inquiry of the physical realm. 

Wertheim notes that the expulsion of the intangible soul from the modern worldview 

is a contingency of Western dogma, insofar as the essence of the heavens was discontinuous 

with the essence of earthly life, and thus the soul occupied a space of different essence. Had 

this not been so, it is reasonable to assume that the soul might “survive” still in Western 

thought, as it does in other cultures which did not locate “soul-space” (Wertheim’s term) in 

the cosmos. The emergent technologies of cyberspace and the internet renewed an ostensibly 

discarded cultural tendency towards an essentially heterogenous reality, in this case the 

physical and the digital rather than the physical and the spiritual; in this context in the 

cyberpunk fantasies of the 1980s, which reach their apotheosis in Kurzweil’s 2006 The 

Singularity is Near, which married the digital to the spiritual, are understandable. These 

cultural creations in turn entrench this perspective, reifying this dualistic tendency. 

Metaphysics, then, makes a strong return to popular culture, legitimized by a culture of 

digital media. 

The metaphysical questions provoked by cyberspace and embodied in the myths 

thereof must be understood within the context of digital media culture. As was stated 

previously, the logic of these fantasies (which are in turn the premises of transhumanist 

 See Turkle (1995), p. 14-15, passim. 893
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projects), are circular and are literalizations of media theory. Bolter and Grusin note how the 

history of remediation is one wherein: 

Each new medium is justified because it fills a lack or repairs a fault in its 
predecessor, because it fulfils the unkept promise of an older medium. Typically, of 
course , users did not realize that the older medium had filed in its promise until the 
new one appeared. […] In each case that inadequacy is represented as a lack of 
immediacy, and this seems to be generally true in the history of remediation. 
Photography was supposedly more immediate than painting, film than photography, 
television than film, and now virtual reality fulfils the promise of immediacy and 
supposedly ends the progression.  894

As regards the body or mind as medium, no one was ever in doubt about the failings of the 

mind/psyche (though it may be here misguided to refer to failings, as appeal to its strengths is 

again a vacuous effort predicated on historical contingencies). Transhumanism’s terminus is 

beyond the immediacy of VR, and is predicated on the abandonment and debasement of the 

previous medium being literal: the medium of physiology will be left behind—biology 

transcended, in Kurzweil’s formulation.  895

 Such transcendence appears to be the terminus of a media-cultural tendency dating 

back centuries. Around the start of the 14th century, “geometric figuring” emerged as a 

painting technique in Europe. Roger Bacon made a strong argument for developing such 

techniques: because the technique produced such verisimilitude to the physical world, the 

viewer felt as though what he gazed upon was real, as opposed to the opaque nature of the 

Gothic style. Gazing upon the Enunciation in the Arena Chapel, the illusion was produced 

that the scene was underway just beyond the frame; because of this sense of gazing upon “the 

real,” viewers would be strengthened in their faith or feel compelled to convert. A shift in 

media conditions fosters a sense that one can enter the representational space, which in turn 

strengthens the faith that one can enter a spiritual space, detached from the demands of 

material existence.  

 Bolter and Grusin (2000), p. 54.894

 See Kurzweil (2006).895
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The resonance in cyberspace are clear: a long cultural tendency, a bias towards this 

process of disembodiment and spiritual reverie centuries-old. A further key issue of our 

digital media culture, predating and strengthened by fantasies of Pynchonian “electro-

tripping”  or Gibsonian cyberspace, is contextualized thus. Of the Arena Chapel, Wertheim 896

notes that, because Giotto’s invention was unprecedented in its representation of physical 

space, medieval visitors found themselves experiencing an unprecedented simultaneity, two 

modes of “reality” in one space: that of the chapel itself, and that beyond the bypassed 

surface of the paintings. I stand here but I am also there. On the other side of the millennium, 

this simultaneity, this experience of being both here and there, of embodied experience 

simultaneous with disembodied experience, is quotidian. Whether I am playing video games 

or looking upon my simulated typewriter, I am both in the room and on the screen, “in” my 

body and “in” the data. This disembodiment itself is not coincidental—perceptual 

psychologist Michael Kubovy of the University of Virginia notes that as linear perspective 

developed several centuries after geometric figuring, artists such as Leonardo da Vinci and 

Andrea Mantegna began setting the centre of projection in positions which were certainly 

possible but unlikely for the viewer to be able to visualize from (i.e., the centre of projection 

Magenta’ Saint James Led to Execution is ground-level; in da Vinci’s Last Supper, it is both 

before and above the scene). Kubovy proposes that this was a move employed deliberately to 

provoke a sense of “mystical disconnection from the body”,  similar to how the 897

developments of digital media interface moved from hypermedial command-line interfaces to 

the immediacy of the Macintosh interface and on towards full VR-immersion and the literal 

disappearance of the body. 

By the end of the 20th century, the disappearance of the body was a norm and 

increasingly prevalent trend. Writing at the end of the 20th century, O.B. Hardison expressed 

anxiety regarding the potential of hypertext and hyperlinks  to create an infinite regress of 898

 Pynchon (1973), p. 698.896

 Wertheim (1999), p. 114.897

 Hyperlinks and hypertext have become so ubiquitous a part of our digital culture that it may be 898

worthwhile to provide a definition. One of the pleasures of accessing Wikipedia is that every article is 
inundated with hyperlinks. Every time one comes upon a proper noun, event, etc., for which Wikipedia 
has an individual article, one can hover one’s cursor over that phrase and see a small preview of that 
article; this is hypertext. Hardison refers more specifically to hypertext in terms of accessing a CD-
ROM of Macbeth which contains annotations in the hypertext. The hyperlink is the coding of the 
aforementioned phrase on Wikipedia which allows one to simply click upon that phrase to be brought 
to the respective separate article.

313



information (in its non-technical sense). Practically, random access means one accesses the 

data at a point which has literally no beginning, middle, or end.  Hypertext renders the 899

boundlessness of the sea of bits that much more conspicuous; hence “hyper-“text.  The 900

terror is the appeal stated differently: 

Computers make the disappearance of the text irreversible by plunging the reader into 
an information swamp from which there is no escape other than turning the computer 
off and pulling out a paperback copy of the play—or, better yet, attending a 
performance, since the performance does not have footnotes.  901

  

If you still have a copy around, that is. Hardison identifies the digital era as the end of the 

culture of the book. Long in the coming, it can be seen “[clearly] in the arrival of hypertext 

literature”.  Corpora—paper and glue, and blood and bile—vanish, washed away. 902

 The rapture Gibson’s Case feels, the “bodiless exultation of cyberspace”  was, 903

however, pervasive among those who went online. Stephen Steinberg, writing for Technology 

Review in 1994, describes a certain shallowness to the nature of conversations among MUD 

(multi-user dungeon or domain, a variant of the digital message board or chatroom; 

henceforth use of the phrase MUD will encompass the latter, which for our purposes is an 

acceptable gloss) users, as the expectation is to type fast and thus think fast.  If it is 904

suggested that online relationships, platonic and otherwise, lack the depth or intensity of real-

life connections, potential emerged for the revaluation of the body as medium for one’s 

agency, a positive reappraisal of the messiness which must be negotiated (regardless of 

whether one proceeds from a materialist or dualist perspective) between the subject and the 

body, in relation to other bodies. 

 Hardison (1989), p. 264.899

 Bolter and Grusin (2000), p. 272, define hypermediacy: “A style of visual representation whose 900

goal is to remind the viewer of the medium. One of the two strategies of remediation; the other is 
(transparent) immediacy.” 

 Hardison (1989), p. 264.901

 Ibid.902

 Gibson (1995), p. 12.903

 Stephen Steinberg. “Travels on the Net” in Technology Review Vol 97 Is 5 (1994), p. 20-29..904
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 This was, however, the 1990s, the height of postmodernism, which Fredric Jameson 

has famously described as being characterized, variously, by the loss of affect, the loss of 

depth in favour of representation at surface-level, of play over seriousness.  There is some 905

irony, then, in the gratification MUD or chatroom users reported, a sense of wholeness, of 

playing out “deep” facets of oneself which otherwise are undernourished in the social life of 

corporeality.  Wertheim (1999) suggests that the addictive appeal of chatrooms is 906

attributable to the isolation felt in modern life, despite our close proximity to each other. It is 

a discursive rather than physical loneliness, then. The Modern Man is only complete when 

engaging with data, when he is jacked in. The utopian desire becomes once more the 

shedding of the dualistic body, for the true essence of the subject is only satisfied when 

projected into the digital. 

Cybersex 

Now she straddled him again, took his hand, and closed it over her, his thumb along 
the cleft of her buttocks, his fingers spread across the labia. […] She slid down around 
him and his back arched convulsively. She rode him that way, impaling herself, 
slipping down on him again and again, until they both had come, his orgasm flaring 
blue in a timeless space, a vastness like the matrix  907

There was a strength in her, something […] he knew—he remembered—as she pulled 
him down, to the meat, the flesh the cowboys mocked. It was a vast thing, beyond 
knowing, a sea of information coded in spiral and pheromone, infinite intricacy that 
only the body, in its strong blind way, could ever read. […] then he was in her, 
effecting the transmission of the old message. Here, even here, in a place he knew for 
what it was [the cyberspace-paradise which Neuromancer creates for Case and Linda 
Lee,] a coded model of some stranger’s memory, the drive held.  908

In William Gibson’s Neuromancer, quoted above, the central character’s sexuality is framed 

by cyberspace, both figuratively (when Case has sex with Molly, in the first quote, his orgasm 

 Jameson (1995).905

 See Turkle (1995), passim. Turkle’s training as a psychoanalyst as well as sociologist is much-906

appreciated in developing this point.
 Gibson (2004), p. 44.907

 Gibson (2004), p. 314.908
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is likened to cyberspace) and literally (Case has sex with a digital reproduction of his late 

lover, Linda Lee, within cyberspace itself). Steinberg (1994), writing a decade later, reported: 

MUDS are entertaining and addictive; tales of ruined relationships and failed classes 
resulting from long nights spent in front of the computer are common […] In these 
virtual worlds, identity becomes malleable: our gender is what we say it is. This not 
only changes how we interact (by eliminating the social cues we are accustomed to) 
but also destroys the notion that identity is rooted in the body.  909

  

Thus we come to cybersex. For many users of MUDs, the body became regarded as a 

contingency, rather than the opposite (personal identity being a contingency of embodiment). 

Wertheim cites one MUD user, who reports: “To me there is no real body … it is how you 

describe yourself [online] and how you act that makes up the ‘real you.’”  Cybersex, as well 910

as gender-bending, became statically highly probable in MUDs.  Today, cybersex is an 911

expression of digital media discourse which has been semantically consolidated, it seems, 

into other, more quotidian manifestations, the most obvious example being the normalization 

of internet pornography.  But during the 1980s and 1990s, “cybersex” received significant 912

coverage as a novel expression of human sexuality facilitated by the internet. Bolter and 

Grusin have written that the  

important cultural contribution of artificial intelligence was not that the computer 
could be a new kind of mind, but rather that it could be a symbol manipulator and 
could therefore remediate technologies of arbitrary symbol manipulation, such as 
handwriting and printing.  913

Cybersex furthers the salience of the body as a medium or contingency. Prior to digital 

media, humans had a monopoly on symbolic manipulation. Animals from higher primates on 

 Steinberg (1994).909

 Wertheim (1999), p. 241.910

 Ibid., p. 24.911

 Alan Moore. 25,000 Years of Erotic Freedom. (New York: Abrams, 2009), p. 67.912

 Bolter and Grusin (2000), p. 66.913
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down could see, hear, speak, listen, have sex, but tendency did not manipulate symbols. 

Kittler has noted that our media culture is based upon the drive to externalize and render 

autonomous the functions of our nervous system: one might easily rearrange the 

aforementioned list of remediable functions to highlight sexual activity, rather than symbolic 

manipulation, as the more startling of these externalizations in the 20th century. Steinberg 

states that “[it] is the distancing of mind from body that the Net provides that makes [the 

chatroom] Usenet so conducive to matters of a prurient nature. Usenet eliminates much of the 

risk in sex and love.”  Romance and sexuality become purely discursive, virtual, as it has 914

been suggested they always have been.  “Sex” moves into quotation marks, the virtual 915

element of sexual behaviour suddenly foreground, manifested in practice. The embodiment 

necessitated by romantic or prurient interaction heretofore becomes an optional hindrance to 

the real goal: the fulfilment, independent of the contingency of embodiment, of one’s sexual 

or romantic fantasies at the level of the discursive, the virtual—pure agency, freed of 

corporeality to revel in perpetual sexual ecstasy. 

 The power to separate mind from body, sex and romance from corporeality, is 

attributed to the keyboard, the monitor, the modem,  and that magical space their 916

functioning opens up: cyberspace. Only by collapsing the reflexive Western distinction 

between mind and body does it become apparent that digitally-mediated relationships are a 

priori not the same as corporeally mediated relationships. Yet it is this very reflex which 

allowed these fantasies and practices to manifest, which in turn advance the perceived 

plausibility of the disembodied, digital subject. 

 Conversely, one might reasonably argue that “cybersex” was a euphemism, and that 

its participants did not harbour delusions about their cybersexual activity as anything other 

than as mutual-masturbation (or, really, some hybrid between onanism and mutual-

masturbation). But it is not wholly euphemism, and to describe and dismiss it as such is a 

missed opportunity. What was demonstrated by the advent of cybersex was the shifting 

parameters of defining sexuality to include the digital computer, and a virtual space shared by 

two geographically remote parties. It was a communion which the physical world so often 

 Steinberg (1994).914

 Turkle (1995), p. 21.915
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denies, which one’s corporeality and socialization make difficult if not impossible.  It is 917

intriguing that the subversive or transformative potential of cybersex has been lost to a 

significant extent in the 21st century. Turkle (1984) noted that computers  

have already become a part of how a new generation is growing up. For adults and for 
children who play computer games, who use the computer for manipulating words, 
information, visual images, and especially for those who learn to program, computers 
enter into the development of personality, of identity, and even of sexuality.  918

I would submit that cybersex has been assimilated into the cultural normalization of the 

viewing of pornography on the internet. In 2022, there is no need for externalizing one’s 

sexual urges in coordination with a remote stranger: the availability of massive quantities of 

pornography renders our digital media capable of externalizing our sexual fantasies 

wholesale. Cybersex becomes onanistic, lonely:  in 2022, it is not transformative or 919

sympathetic,  but rather is dismissed and denigrated as merely “jerking off to PornHub”, or 920

some such crass formulation void of the transformative potential of writing on cybersex in 

the 1980s-1990s. 

 We should again foreground that this phenomenon was a contingency of a media 

ecosystem. This potential for expanding the boundaries of sexuality is a contingency of the 

internet, of cyberspace; cybersex seemed categorically different than simple masturbation or 

the viewing of pornography. Retroactive questions emerge: did masturbating to a Playboy 

magazine in 1980 open up the conceptual potential for the merging of biology with media 

technology? What about whatever one masturbated to in 1900? What about 1500? It has been 

acknowledged that all sexual experience is, to some extent, virtual, because one must create 

and maintain the psychic conditions for it before and during the physical act. Masturbation, 

then, has always been an experience no less virtual to the sexual encounter with another 

human. Mental and physical stimuli are necessary of both. Cybersex still exists, the merging 

 See Turkle (1995), p. 210-232.917

 Turkle (1984), p. 15.918

 Moore (2009), p. 61.919

 Turkle (1995), p. 21.920
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of our minds with the computer still exists even if we no longer commonly designate it 

“cybersex” and speak of its transformative potential for any number of issues, sexuality and 

identity not least among them. (On this level, this banality may be understood to engender 

even more intense reconfigurations, as its invisibility means that these transformations are not 

consciously negotiated.) 

 Here we might recall the fractal relationship, described in Chapter Three, between the 

body and the body politic, between politics, the body, and our media. The focal point of that 

relationship was the disappearance of the body. Hardison, quoted above, noted it in hypertext 

literature published on CD-ROMs. I would suggest that video gaming demonstrates this 

disappearance of the body as well. The remediation process travels distinctly away from 

embodiment. Games, roleplaying (such as Dungeons and Dragons, the archetype for 

countless video games) and athletic (such as table tennis, famously remediated as Pong) 

alike, moved from the physical realm to the digital; then the physical media itself of the game 

went from cartridge, to disc, to no physical copy—in 2022, one can “own” every video game 

in creation as no more than digital code accessed from one’s device. There is no longer any 

need for a physical cartridge or disc to experience the transformative disembodiment of 

video-gaming. As with the discussion of computer art, one intangible passes into another 

intangibility. There has also been a process adjacent to the loss of the corpus: multiplayer 

gaming remains a significant mode of video gaming, but whereas multiplayer gaming once 

necessitated that players occupy a single room, today multiplayer gaming necessitates 

geographic distance. Split-screen gaming has long been considered passe, and thus 

multiplayer gaming today means playing in different rooms on different screens. 

 This disappearance of the body in literature, in playing games, and in the political 

economy coincides with the disappearance of the body in human sexuality. This should be 

contextualized with regard to the AIDS epidemic, as the remediation of human sexuality 

away from the corpus and into the data was at least partly as a result of corporeal sexuality 

becoming a potentially-deadly proposition for many people. The human body, at the 

intersection of the advent of cyberspace and the advent of AIDS, became perceived as a 

deficient medium for human sexuality (deficiency, recall, being a key factor in the logic of 

319



remediation ). A multi-media sexuality emerges, a hybrid sexuality betwixt-and-between 921

corporeality and digitality. 

 The novelty of cybersex deserves comment. Davies, writing at the outset of the 1980s, 

touches on but does not foresee the coming of cybersex. Discussing the potential for 

incorporeal afterlife in the Christian mode, he comments: 

Most people […] [do] not contemplate the [posthumous] survival of their entire 
personality; so much of our makeup is tied to our bodily needs and capabilities. 
Sexuality, for example, in the absence of a body or a need for procreation, would be 
ridiculous.  922

 If cybersex seemed unlikely a few years prior to the Internet and AIDS, the cultural 

panic of AIDS allows us to understand why cybersex was positively valued in the 

mainstream. William Safire, commenting upon the “cyber-prefix” mania of the 1990s, noted 

that  

Newsweek, which calls its page covering the virtual issues Cyberscope […] informs 
us that “steamy computer bulletin-board exchanges” form what is called cybersex. 
Naturally, the climax induced by computer-transmitted stimuli is a cybergasm, as safe 
as it gets.  923

As safe  as it gets. The New York Times in 1993 commented favourably on the publication of 

The Joy of Cybersex; the sentiment was that, in cybersex, we at least cannot contaminate each 

other’s physical bodies  as AIDS rages on. AIDS had made cyberspace the safe place to 924

seek romance in the 1980s-1990s, transmuting our most physical, embodied desire into input-

output, into data streams. Bridging masturbation and interpersonal sexual contact, cybersex 

was the externalizing of the most powerful and pervasive functions of the human nervous 

system at a time when the culture’s collective sexual-psyche was being terrorized. Cybersex 

 Bolter and Grusin (2000), p. 54.921

 Davies (1983), p. 87.922

 Safire (1994).923
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is a contingency of digital media and the Internet; the cultural prevalence and discourse of 

cybersex is a contingency of autoimmune deficiency syndrome; the entrenchment of the 

fantasy of the subject disembodied by way of digital media is in turn partly a contingency of 

cybersex. 

 From a certain perspective, cybersex represents a paradigm shift: whereas sexuality 

was once inseparable from the body, in cybersex the body becomes irrelevant. A further 

cultural condition which might be brought into relief against the advent of cybersex is the 

evolutionary biology of Richard Dawkins. In Dawkins’ influential “selfish gene” paradigm, 

embodiment, the forms biological life takes, is irrelevant: the gene, which is informational, is 

what matters.  The chicken is the egg’s way of making more eggs; the human body is 925

simply a vehicle for the perseverance of the gene, which is incentivized to “program” the 

body for maximum chance of survivability and longevity, that it might reproduce and the 

gene carries forth. In Dawkins’ evolutionary biology perspective, debated from the 

mid-1970s on, cybersex becomes just one machine engaging with another machine. A 

resonance between is evinced. Agency is irrelevant in the “selfish gene” paradigm: my 

biological status compels me, without mediation, without volition, to sexual intercourse. The 

subject is irrelevant, happenstance to the rest of the machinery, which is programmed to 

reproduce. In the digital present, a mutation in sexuality has occurred, a blurring between 

metaphor and reality: the subject’s embodiment as well as the subject’s sexual partner’s 

embodiment is irrelevant, but sexuality is now purely discursive, virtual, reducible not to the 

information of the gene, but the information of the screen. That humans continued to actually 

copulate and reproduce was irrelevant: cybersex had made such functioning of biology 

extraneous.  926

The dislocation of the subject 

Regarding the utopian overtones to discussions of the Internet, Wertheim (1999) notes that 

“many cyberenthusiasts would have us believe that the Net dissolves the very barriers of race 

 See Richard Dawkins. “Selfish Genes and Selfish Memes” in The Mind’s I: Fantasies and 925

Reflections on Self and Soul. Eds. Douglas R. Hofstadter and Daniel C. Dennett. (New York: 
BasicBooks, 2000), p. 124-144.

 As our media always have. See McLuhan (2000); Kittler (1999).926
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and gender, elevating everybody equally to a disembodied digital stream […] the biasing 

baggage of a gendered and colored body is hidden from view behind the screen.”  In 2022, 927

egalitarianism remains a dubious proposition, but in the meantime all identity, all difference 

has indeed been reduced to data. Facebook and other social media platforms demonstrate 

this: our dominant mode of communication has become essentially digital, and our self-

conception must translate into data to become legible to others. A feedback loop emerges: 

ideas regarding identity emerge out of the data and are assimilated within the individual’s 

self-conception and sense of mind-body. Data flows out of the body, and data flows back into 

the body. One might ironically propose updating the title of McLuhan’s famous 

Understanding Media: The Extensions of Man to Understanding Man: The Extension of 

Media. 

 Fitting thus,the medium is the message. The rhetoric of cyber-egalitarianism 

unwittingly functioned to embed the idea and the practice of identity’s reduction to data. The 

subject would be reduced to discourse, to digital binaries, data; ideas of identity would 

proceed from the perspective that identity could be reduced from embodiment, that 

embodiment was a contingency and the subject’s location was fluid (in a sense magically 

literal, rather than in the sense of postmodern or feminist theory ). 928

 Neuro-identity is relevant here, and intersects with the digitization of identity as well 

as bringing into focus the relevance of the avatar in contemporary culture. As it became 

understood, thought is neither the cause nor effect of neuronal firing: thought is neurons 

firing. The human body, then, and all notions of personal identity, become a deterministic 

system, a closed loop. From a purely materialistic perspective, at least. The reflexive dualism 

of Western culture opens the consideration of another option: if what controls us, if what 

allows the persistence of the rational, autonomous subject is not to be bound by this 

determinism, it would seem that it would have to be that our bodies are being controlled from 

somewhere else. The cultural relevance of the avatar comes into greater focus when 

considered against this neuroscientific knowledge. The avatar is not in control of its 

behaviour. It is either algorithmically-determined (in the case of virtual characters who are 

not controlled by the user) or it is controlled by the user. More accurately, the behaviour of 

 Wertheim (1999), p. 22.927
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the user’s avatar emerges from a hybrid of the subject and the algorithmic data which is the 

precondition for the avatar. In either formulation of the user’s avatar, the mirroring of the 

subject-body relationship in a time of such knowledge of the brain’s processes and the 

subject-avatar relationship is apparent.  

The avatar is the perfect symbol of the subject in a time marked by enormous 

discovery in electronic communications and in the neurosciences. The concept of subjective 

dislocation shares a genealogy with both. This sense of being here but also not here is vital to 

understanding the fantasy of the detachable cogito, the disembodied subject. The question 

became legible: playing video games, viewing pornography, typing this thesis—do I reside in 

the chair, or do I reside on the screen, “in” cyberspace?  

A thought experiment from Daniel Dennett helps illustrate the point. In his  1981 

essay, “Where Am I?”,  Dennett details a fictional mission he is recruited to undertake. A 929

governmental agency contacts Dennett and asks him if he would agree to have his brain 

removed from his body and put in a vat, where it will, through some medium, be able to 

correspond with his body as if it were still within his skull. Dennett is then to undergo a 

secret mission to retrieve a missile deep underground, exposure to which causes irreparable 

brain damage. Dennett agrees. Upon waking from the procedure, the body asks to see its 

brain, and is immediately stumped by the question, “Where am I?”–where is the subject 

located, in the brain or in the body? It is an interesting problem, and one which indicates the 

sort of nonsensical formulations which seem to be necessary: if I am my body, then putting 

your brain in my skull would mean you/I could run around committing crimes that I have no 

idea I’m committing; I can’t be my brain in the vat, though, because there is nothing it is like 

to be a brain in a vat—one has no subjective position there; and if I simply am where I think I 

am, then I can be both in this room and in cyberspace at the same time, which seems like it 

should be not possible, unless there is something wrong in the entire structure of how we 

think about questions of subjectivity, of the relationship between subject and object. This in 

turn seems to be the consequence of a predominantly optical  media culture—wherever it is 930

my eyes happen to register, there am I. The problems are obvious: one can close one’s eyes 

and be moved on a stretcher to an undisclosed location, but just because I do not register 
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being in this new space does not mean I am not in this new space, and it also does not mean 

that I am nowhere. 

Dennett’s body, deep underground, suffers an accident and  perishes. Dennett then 

becomes aware of himself as the brain in the vat, cogitating but not perceiving. The question 

of subjective location arises again when the laboratory team begins feeding the brain the 

perception of popular music: if I perceive music, and nothing else whatsoever (which is 

unlikely but can be imagined), am I the music? 

This is navel-gazing to a fault, but metaphysical questions are made apparently urgent 

by the shared genealogy of the discourses of neuroscience, digital media, and science-fiction. 

The dislocation of the subject into cyberspace was being discussed with as much (in a sense, 

more) seriousness in the popular culture  as it was in science-fictions such as Gibson’s 931

Neuromancer. From a certain perspective, this is the latest point in the trajectory of media 

history since at least linear perspective. But the impulses driving Gibson’s Case were real, 

empirically documented, and widespread impulses: 

Those who fear the [video] games often compare them to television. Game players 
almost never make this analogy. When they try to describe the games in terms of other 
things, the comparison is more likely to be with sports, sex, or meditation. Television 
is something you watch. Video games are something you do, something you do to 
your head, a world you enter, and, to a certain extent, they are something you 
“become.”  932

A paradigm shift was underway. The sense of the dislocation of subjectivity from one media 

to another was perhaps never described with such fervour, or described so literally. Children 

of the late 1970s and early 1980s reported their experience of playing Pac-Man not in terms 

of controlling Pac-Man, but rather, as one child interviewed by Turkle stated: “You are Pac-

Man.”  This is an innocuous comment which indicates the blurring of identity boundaries 933

between subject and object: is it me on the screen, in the game, or is it me holding the 
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controller, standing in the arcade? It can be extended to the use of digital media in general, 

and in the case of Gibson’s Case, which I will discuss further below, more specifically. It was 

also inherently a question situated within the cultural tensions between “commonsense” 

materialisms and dualisms; we also might ask of the consequences for personal identity when 

this dislocation of subjectivity occurs as precondition of digital media. Since the advent of 

video games and then the Internet, parents have expressed anxiety about their children’s 

engagement with such. The perception that the child, at the arcade game or at the desktop, is 

“not there” is common. A “common sense” protest, furthermore, that childhood is 

emphatically not sitting before a computer monitor did not preclude such. 

Neuromancer 

In the early 1980s, Sherry Turkle noted that of the people she interviewed for her 

sociological-psychoanalytic research on user engagement with computers, most replied 

firmly in the negative when asked if they believed consciousness could be programmed into a 

machine. But a significant minority weren’t sure, or hedged their bets and answered maybe. 

Around the same time, Paul Davies speculated: 

Fresh problems arise when one speculates about the duplication of the self. Suppose 
the entire information content of your brain were put on a giant computer somewhere, 
and your original body and brain died. Would you still survive – in the computer? The 
idea of putting minds into computers raises the prospect of you being copied on other 
computers.  934

This thesis began by discussing John Perry’s Dialogue on Personal Identity and Immortality 

(1978), and the challenge of maintaining personal identity if it is supposed that the subject 

might be disembodied or duplicated. Davies had read Perry, and his questioning carries the 

issue further into the science-fiction realm which Perry’s Dialogue veered towards in its final 

section. The inspiration for this thesis itself was science-fictional, having noticed that William 

Gibson’s Neuromancer seems to carry forth this science-fictional trajectory of problematizing 
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personal identity. This is an aspect of Gibson’s novel which the decades of criticism which 

followed seems to have overlooked, or never followed through on. There is a tension, a 

deliberate ambiguity to the language Gibson when describing the process of accessing 

cyberspace. Is Case having something fed into his nervous system,  or is the sense of 935

disembodiment more literal, is Case fed into the datasphere? Is the user plugged-in, or 

plugged-into? 

 The ontological status of Case is consequently ambiguous, as well. He is described as 

being disembodied into the matrix, and returning to his body. There is also the apparent 

duplication of Case, which becomes immortal within the mind of the matrix. The 

philosophical issue posed by both events is similar to that posed in Perry’s Dialogue. Case 

meets the duplicate of Linda Lee, and later sees his own duplicate within the matrix alongside 

Linda Lee and Neuromancer. (It bears stating here that the ontological status of these 

digitally-substrated entities is explicit: they do obtain for subjectivity, and are able to grow 

and progress in the same way as embodied subjects.) The crisis of identity which Case faces

—or, as in the text itself, which Case does not allow himself to face—can be read 

simultaneously through a neuro-materialist lens or a more classically Cartesian dualist lens. 

 The question is, does one take Case’s experience of disembodiment to be literally 

occurring as perceived? Reading disembodiment in a Cartesian sense means that Case’s 

cogito (or mind, spirit, soul, etc.) leaves his body, and enters the ethereal “non-space” of 

cyberspace. The technological facilitation of this process, from this Cartesian perspective, is 

astonishing, for it is predicated upon an empirical answer to Elisabeth of Bohemia’s 

challenge to Descartes regarding how exactly the immaterial soul interacts with the material 

pineal gland—but in any case, it does not pose much of a problem for personal identity. The 

cogito leaves the body, which is a contingency, enters cyberspace, and then returns to the 

body and resumes functioning there as animating agent. 

 From a materialist perspective, this disembodiment is a non-starter. Yet Case 

definitely perceives it to be so, as do all the cyberspace cowboys. A materialist reading, then, 

dictates that what Case is actually experiencing when he jacks in is a rapidly updating loop of 

 Jonas (1993b) states unambiguously: “Gibson’s characters, who spend the better part of their lives 935
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information, coming from and to his brain—so rapid as to provide the illusion of actual 

subjective experience. The consequence of this is chilling: Case’s brain, Case’s body has 

become just another information technology for transnational capitalism (Understanding 

Man: The Extension of Media). Case’s brain is accessed, and the information therein “flows” 

from the brain to the computer and back again. This implies that a copy of the most recent 

instantiation of the information which “is” Case appears within the computer, is modified, 

and then the information within Case’s brain is wiped or overwritten by the new instantiation 

of the information which comprises the subjectivity “Case.” Case is thus a copy of a copy of 

a copy, ad nauseum, of his original, biological, unmediated self. 

 As per the quandary developed by Perry, then, Case perished long before the narrative 

of Neuromancer begins. Yet there is no time given to such identity crises in the world of 

Neuromancer. Case never once dwells on such an ambiguity. Even at the end of the novel, 

when it does in fact become clear that the potential for such duplication exists within the 

matrix, and Case himself has been duplicated therein—this hardly seems to matter to Case. 

Life goes on. Case has achieved the kind of immortality the Dixie Flatline could not: the 

duplicate—or potentially endless duplicates of Case—is able to unambiguously obtain for 

subjectivity. This is ironic, for in the materialist perspective, there was no “original” Case 

from which Neuromancer’s duplicates are spawned. They are duplicates of an eternal 

duplicate, informational patterns expanding in their repetition outwards towards infinity on 

either side of the interface.  

Case’s identity is a digital media contingency: as in digital media, that which is 

created can be transferred with perfect fidelity, and has no original. The ontological status of 

anything has become contingent upon whether or not it is stored, recorded, mediated. The 

subject becomes more “real” once remediated into any medium with storage capabilities 

exceeding our nervous systems and sensory organs. Before audiovisuals, the capture of time 

and existence and Self was contingent upon language, upon first an oral tradition and then its 

remediation into the written word. One might sit down and store one’s inner life as writing; 

the reader then “reverse[s] this exteriorization”  and the writer’s thoughts are transferred to 936

the reader. It is a clear precedent of the fantasies of the subject transferred: the written word 
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allowed for the reader (Medium Y) to transcend her own phenomenology, and allowed the 

writer (Medium X) to transcend his own death. Kittler demonstrates how this transcendence 

through storage has been part of the cultural imagination in literate societies for centuries. 

Until digital media, however, these earlier media did not evoke such intense, seemingly-

urgent complications for popular philosophies of personal identity. 
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Chapter 9: Conclusion: On Permanence 

In conclusion of this thesis, this chapter will stress two points which have manifested 

variously throughout this thesis: first, that the dichotomy between our Western materialist/

dualist philosophies is not only no longer tenable, but has already mutated or collapsed in the 

post-digital era; second, that the optimism or paranoia which characterizes DCF-IST in the 

1980s-1990s belies an anxiety about the subject's impermanence, in the quotidian, and in the 

face of of death. We will begin by looking at discussions of "mental health," as such stress the 

mutation in popular philosophies of Self and personal identity. 

Mental health between materialism and dualism 

As we begin this concluding chapter, we return to the philosophical binary which is at the 

heart of this thesis, by way of the place of “mental health” in cultural discourse. In 1991, it 

was reported that research completed by Martin Teicher and his team at McLean Hospital and 

Harvard Medical School indicated new methods of understanding of the relationship between 

one’s physical environment, circadian rhythms, and mental or spiritual states. Coverage in 

MIT’s Technology Review indicates a slippage between empirical and philosophical 

discourses. Technology Review reported that such research “may eventually pinpoint a 

biological basis for depression”,  and quotes Teichter as saying that his research “bolster[s] 937

our speculations that there’s a biological basis to some depressions.”  Vidal and Ortega’s 938

(2017) framework for discussing the development of “brainhood” since the 1990s helps 

identify assumptions such as present in Teichter’s statement: that some depressions are 

biological and some are not. The ghost is in the machine and also is not; one’s subjective 

state, when depressed, obtains thus from both pure biology and discourse, which is distinctly 

not biological. One might observe that depression is both a biological and social status, both 

empirical and qualitative; it is both and it is neither, a Schrödinger’s cat situation which 

perfectly encapsulates the dualist/materialist tension in contemporary cultural discussion of 
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selfhood and personal identity. It might be further stated, then, that any overture towards or 

practice of psychosurgery or pharmaceutical intervention is of a kind with the practices 

advocated by the neurosurgeon Vernon Mark and neuropsychiatrist Frank Ervin in their 

controversial 1970 Violence and the Brain (discussed at further length in Chapter Three), 

wherein they suggested that the medical establishment might increase funding towards 

invasive psychosurgery research—literally, making various incisions in brains of “troubled” 

individuals —so at to enforce or recuperate a social norm of behaviour which is of course 939

not biologically locatable. 

 A thought-experiment here may be useful. Suppose that, as it was supposed in the 

1980s-1990s and is ever more so today, in some hypothetical future science demonstrates that 

the subject is in fact reducible to neurophysiology. Suppose that an individual is presented 

with data demonstrating that a number of undesirable aspects of that individual’s 

phenomological experience—one’s character—derive from neurophysiological “defects.” 

Given the assimilation of Freudian language  into the cultural discourse of self and personal 940

identity, it is normal to reflexively accept that many aspects of one’s subjective experience 

are contingent upon factors one is not aware of—that, as Nietzsche put it, “consciousness is a 

surface”.  Nonetheless, it is not inconceivable that the individual contests or otherwise 941

rejects this information. 

 For example, one may protest: “I am not depressed because I lack serotonin and 

should be prescribed an SSRI (selective serotonin uptake reinhibitor, a common 

antidepressant compound); I am depressed because my father passed away” or “I am 

addicted to ingesting this substance or engaging in that behaviour not because of an aberrant 

neurochemistry, but rather because I lack willpower.” This is hardly an outlandish 

hypothetical. It has already been borne out in sociological research: neurophysiological 

information may bolster the subject’s preexisting understanding of personal identity in 

relation to her neurophysiology, but rarely is it reported that information contradicting that 

preexisting self-conception’s relation to neurophysiology actually leads to a shift in.  And in 942
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lieu of causality between subjective states and neurological states, a positive response is 

equally an act of faith as is a negative response. This raises the question: if one chooses 

medication and no longer suffers the experience or consequences of depression or addiction, 

does the medication cure one’s depression or addiction, or rather make invisible or 

imperceivable one’s depression or addiction? Furthermore, is denying the biological/

subjective relationship not also a rejection of mainstream materialism in favour of a 

distinction between the mental and the material? Is the individual not thus arguing for an 

immaterial Self? This is not to suggest that individuals who dispute the potential implications 

of neurobiology upon their subjective experience are deliberately engaging with and 

appealing to distinct philosophical positions, harkening forth a return to a dualist Selfhood. 

The question however demonstrates tensions within the popular cultural conceptions of 

subject and of brain—a sort of incoherence, a taken-for-granted quality to distinctions of 

mind/body, materialism/dualism. 

 This sense of neither-here-nor-there pervades discussions of “mental health” and 

“neuro-identity,” which in the past several decades have been continuous with the historic 

trend towards neuromaterialism. Subjectively-perceived psychological distress has been 

defined and widely accepted as a state of the brain. (This in spite of the above evidence of 

individual dissent.) Implicit is the refutation of an immaterial subjectivity. This development 

must be contextualized in relation to the development of the pharmaceutical industry.  943

Though causality between neurology and psychological distress remains elusive, 

pharmaceutical companies have actively worked to assimilate the discourse of psychological 

distress and mental health. This gloss is an open secret: “neither the cause of those 

[antidepressant pharmaceutical] effects nor the modes of action of those [antidepressant] 

drugs are known.”  What is known is that  patients given SSRIs regularly report alleviation 944

of depression. And thus “chemical imbalance” is identified as a cause of mental illness from 

the 1950s onward. This in turn is predicated upon and advances the presumed reducibility of 

subjectivity to brain-states. 

 SSRIs were serendipitous. Scientific understanding of the causality or action of the 

drugs has not significantly improve in the interim. This lack of understanding is banal in the 
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United States, where television advertisements for antidepressants, etc., are frequent and are 

required to name (in practice, as quickly and as nonchalantly) the possible side-effects of the 

drug; were the specific causality and mode of action known, there would likely not be such 

an enumeration of side-effects. An industry consensus was reached in 2011 to turn away from 

research into chemical imbalances and redirect funding into researching the potential genetic 

origins of mental illness; there is a sentiment here that enough money has been wasted on 

trying to develop better pills.  

Nonetheless, the prescription of antidepressant pharmaceuticals continues unabated. A 

key point of this thesis has been that it has not, at the level of cultural disourse, made much 

difference that there is a gulf between public perception of the state of the art, and the state of 

the art itself. The cultural shift away from the humanities and towards the sciences of 

efficiency continues unabated. Neuroscience has swapped one imponderable for another: the 

question how the immaterial self interacts with the body, is replaced by the question of how 

objectively observable neurons produces non-observable subjectivity.  If the grounds for 945

both paradigms are the same to the non-specialist (assent based on feeling or received 

wisdom rather than on protracted study of raw data or the history of philosophy), one might 

reasonably question why the materialist discourse of neuroscience (subjectivity reducible to 

objective data) has gained such advantage over the perspective that subjectivity cannot be 

reduced to objective data—even if not necessarily granting for an immaterial animating soul 

as in Descartes—if causality can be demonstrated in neither perspective.  

As Wertheim (1999) notes, the history of science has eradicated any space for the soul 

to be, but this is what Frow (2002) refers to as counter-intuitive knowledge: what may be 

intuited by the human subject is, historical and technological contingencies notwithstanding, 

essentially the same at present as it was in 1641, the year Descartes penned his Meditations 

on First Philosophy, as it was at the outset of the Christian Era as it was in prehistory. 

Postman (1993) offers a pithy explanation for the question of the previous paragraph, arguing 

that an “overload” of information regarding complex systems and processes, especially 

regarding technology and the natural sciences, has led to a present wherein it is almost 

impossible for the public and the individual to disbelieve anything which is assumed to be 
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sufficiently complex.  Science thus becomes a new faith. It is too difficult to disbelieve the 946

public-relations endeavours and media coverage of developments in the fields of 

neuroscience and pharmaceuticals. Brain science at least holds out the possibility of an 

illusion of explanatory depth. There is no illusion of explanatory depth for irreducible 

subjectivity. It cannot, in any sense, be measured or described mathematically. It is, as 

Descartes responded to Elisabeth of Bohemia’s challenge regarding how the immaterial soul 

interacted with the material pineal gland, a brute fact. If either perspective is taken on faith or 

feeling in popular culture, then, it makes a certain sense to choose faith in that which appears 

to have empirical evidence to support it. 

From this disjuncture a mythic element to the materialist discourse of the 

neurosciences emerges. It has been argued that “[myths] are not true or false, but living or 

dead. “Disproving” a myth by pointing to its failure to conform to an accepted truth or to 

evidence usually does little to dispel it.”  Neuroscience, as we have seen throughout this 947

thesis, particularly with regard to DCF-IST, very much occupies a role of myth-prophecy: 

neuroscience is going to reveal a material basis for the mind, and then neuroscience is going 

to fix one’s brain, and everything one might desire (as regards cognition or the maintenance 

of personal identity) will be fulfilled. Transhumanism is our culture’s current far-end of 

taking literally this myth,  but this mythic element is also the impetus and driving logic 948

behind the popular cultural discourse of “mental health,” of professional- and self-diagnoses, 

and of “the brainhood ideology” (Vidal and Ortega’s term for the dominant cultural paradigm 

wherein we “are” our brains) itself. 

In such a dominant materialist paradigm, introspection, “looking inward,” should be 

off the table, because psychological distress is predicated upon biological factors, and thus 

solving for psychological distress demands altering one’s physio-chemical composition. The 

recent upsurge in the popular cultural discourse of “mental health” and “self-help” or “self-

care” practices suggests a reticence on this point. Recall the thrust of the aforementioned 

anecdote from Postman (p. 202): understanding subjectivity is no longer about looking 

inward, about contemplation, but rather about anatomy, about the brain. What the patient 
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reports or what the psychoanalyst infers is inferior to what the technology reveals about the 

patient’s brain. To qualify, I refer here to a cultural perception of neuroscience, rather than 

practice. In practice this is somewhat this formulation is the reverse: fMRI does not precede 

psychiatric diagnosis. It really is crucial to recall that causality remains to be established 

regarding neural correlates and mental states. Structural abnormalities detected via fMRI, in 

the brain of the afflicted may precede or follow from depression; and because neuroscience 

has not discovered a biomarker for depression, any diagnosis of depression is going to result 

from self-reporting of the afflicted party. It has not been demonstrated that structural 

abnormalities cause depression, result from depression, or have even a causal relationship 

with the afflicted’s depression.  949

But again, it makes little difference within cultural discourse, which can harbour 

contradictions ad nauseam—consider that, at the same time, the buzzwords of 

psychoanalysis, of inner life, even of the dualistic soul, retain or indeed increase in cultural 

currency. Consequent uncertainty regarding the “truth” of personal identity "impinge[s] on 

self-identity and self-understanding”.  Stated simply: at the individual and cultural level we 950

are confronted with reconciling such prominent and seemingly incompatible paradigms of 

Self as are presented by the mind or soul, and by the brain/anatomy—reconciling the 

intensity of one’s inner life with the knowledge that the distress one experiences is not 

something once can control and work to overcome through contemplation. The hope that the 

cerebrealization of psychological distress would reduce stigma around depression  and 951

other mental illness—both through language utilized (e.g. “bipolar disorder” instead of 

“manic depression”) and through the idea that the afflicted was not responsible for his or her 

abnormality—has not seen fruition. In some cases research has indicated the opposite effect. 

Stigma around “mental illness” may have rather increased as a result of this shift in 

perception: the idea is that the afflicted “lack control” and are “biologically different”  952

because of their psychological distress being a brain state rather than a mental state which can 

be controlled and mastered though contemplation. This is materialism all down the line. In 
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dualisms, one can become more perfect throughout one’s life. In this paradigm, such self-

mastery is not possible. 

The door is also opened thus for the programmed-subject paradigm of Gazzaniga, and 

all man-as-machine-or-media discussions and language which advance DCF-IST. Referring 

to the evolutionary psychology work of John Tooby and Leda Cosmides, Gazzaniga 

comments: “In short, with Tooby’s and Cosmides’ view comes the possibility of directly 

comparing the basic results of biology with those of higher psychological processes. Both 

body and mind come with complex structures from which the environment selects a 

response.”  One might observe here the categorically contradictory simultaneity of 953

discourses operating in such statements, which are symptomatic and productive of the larger 

cultural discourse in question. The language invoked here appeals to a distinction between 

mind and body, in service of a hard-line materialist perspective. If there is a body and a mind 

to be spoken of, then also speaking of complex structures of mind makes no sense, because 

mind is transparent to itself—holistic rather than “wired” or cumulatively obtained once past 

a certain threshold of neuronal activity. (This was discussed at further length in the previous 

chapter’s section “fMRI presents the fulfilment of the digital subject”.) Conversely, speaking 

of complex structures of the mind makes no sense from any materialist perspective, because 

there is no mind to speak of. 

This is level confusion. One may find a metaphor or correspondence or analogy to 

mind in biology, but it remains just that. Mind is not a metaphor for anything. Eliminative 

materialism has its value as a methodology, but consciousness simply is. Is happening, 

occurring, being achieved, produced, obtained for—whatever. What remains consistent 

historically is that what can be known about mind/consciousness proves to be ineffectual in 

answering for or even formulating “proper” questions about the nature of that which 

questions. Facing inward, we might recall Camus’ lament (quoted below) at being unable to 

locate or define any essence (or, synonymously, irreducibility) to which identity might 

cohere.  Facing outwards, the task of questioning consciousness becomes endlessly more 954

bewildering. 
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The destabilized subject longs for permanence 

Since Antiquity, Western thinkers have concerned themselves with the cultural consequence 

of new technologies. In the late-20th century, the question came to appear more urgent than 

ever before. Science-fiction writers, academics, engineers, scientists, popularizers of science 

and technology, and popular cultural outlets all concerned themselves with the question of 

whether our Enlightenment sense of selfhood and individuality could survive the scientific, 

technological, and economic advances of the 20th century, of whether our sense of human 

(and Human ) subjectivity would collapse or mutate irrevocably as a result of technological 955

innovation. To conclude this thesis, I would like to suggest that along with the optimism 

about science and technology which characterizes DCF-IST, and beyond this paranoia, there 

is an ancient sadness about the impermanence of bodies and minds discernible in those same 

fantasies. 

 It has been noted throughout this thesis that storage media allow the deceased to 

return to living, in a sense. This is true of the cave paintings at Lascaux as it is of the printed 

word. But it was always a one-way communication. Then a shift occurs. Kittler notes the 

alarm over “tapping spectres of spiritistic seances sending their messages”  when Morse 956

code and the electric telegraph arrived. “It was [then] only a small step […] to fantasies that 

had telephone cables linking the living and the dead.”  The Dixie Flatline in Neuromancer 957

is but the future of such imagined processes. The reduction-to-data of DCF-IST can still be 

retrospectively be read in the reduction from speaker to telephone wires. Handy, too, that just 

as the death of God is announced, it becomes possible to imagine a technologically-mediated 

permanence or afterlife.  

And if the deceased can be remediated, then surely can the living, man and spectre 

being of the same essence. We just need to tweak the apparatus, reverse the process from 

posthumous-out-of-medium to antemortem-into-medium…. 
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The patternism of Douglas Hofstadter,  whatever Hofstadter’s intention, was 958

interpreted by some to provide a conceptual blueprint for such a reversal. Davies (1983) 

argues that, as an object of inquiry, the human mind has been, if nothing else, very much a 

collision of conceptual confusions, and ironically demonstrates a bit of that confusion 

himself, for all he is communicating in the following quote is that new technologies allow us 

to think of new ways through which we may survive our singular death: 

We may […] choose to reject the belief that mind is nothing but brain cell activity, for 
that is to fall into the reductionist trap. Nevertheless, it seems that the existence of the 
mind is supported by that activity, and so the question arises of how disembodied 
minds can exist. To resort yet again to analogy, a novel is built out of words, but the 
story could equally well be stored vocally on magnetic tape, coded on punched cards 
or digitally on computer, for example. Can the mind survive the death of the brain by 
being transferred to some other mechanism or system? Clearly this would be possible 
in principle.  959

Self as pattern, as storable in text, on tape recorder, on punch cards, then on the 

computer. And the computer resembles us more than those earlier media, so this must, the 

popular imagination perceives, mean something. But even if it did, even if a technology could 

separate the mind from the body, you still end up in a dualism,  because human subjectivity 960

then was not just something human biology was doing, but was human biology plus 

something immaterial: discourse, stories, language, symbol manipulation. 

But taking a step back, we are forced to recognize that such a possibility only seems 

to be so because of the feedback loop of technological development and science-fiction in a 

media culture. We might keep in mind as rejoinder Wertheim’s contention that the appearance 

of new dualism such as those enabled by digital media are, if not inevitable, then at least 

somewhat unsurprising from a historical long view—a deep-seated cultural desire for a return 

to a conception of space wherein there was something outside of the physical realm of time-

space, and the hope engendered by such a realm where one might persist after death. 

 See Hofstadter (2000).958

 Davies (1983), p. 86.959

 See Searle (2000).960
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Hofstadter’s patternism, which the above quote from Davies boils down well enough 

for our purposes, was promulgated in a number of popular texts  in the early 1980s (he 961

received a Pulitzer Prize in 1980 for Gödel Escher Bach and co-edited The Mind’s I with 

Daniel Dennett; both were bestsellers). Hofstadter sought to demonstrate that a mind, 

essentially the same as that of the human, could be instantiated within a non-human medium. 

The resonance and continuity of cyberspace was clear: here was the awaited reversal of the 

posthumous-out-of-medium to the antemortem-into-medium. John Markoff, writing in the 

Washington Post about a decade after Gibson’s seminal neologism appeared in print, 

described cyberspace as “a new kind of computer geography that maps the digital rather than 

physical world”  in an article written like a travel brochure. The new dualism was implied: 962

concurrent with the material realm is the digital realm which is somewhere one can go, 

somewhere one can be. Somewhere where the body and its cognitive and physical limitations 

are left behind. Some on the ground, working with computers in a practical rather than 

abstract or theoretical capacity, found such dreams unconvincing. Earl Shorris, author of 

Scenes from Corporate Life: The Politics of Middle Management (1981), wrote that “[the] 

computer has not led to a revolution in any area but records retention and retrieval in a 

society that already suffers from the retention and retrieval of too much useless 

information”.  So the “computer revolution” was, from a quotidian perspective, more 963

incremental than explosive. Shorris’ comment is indicative, however, of what the revolution 

in storage and retrieval meant, culturally: this revolution marked an important shift toward 

the plausibility of the permanence of all—not just the great works but the bullshit too, the 

myriad minutiae we sense our individual personhood is contingent upon, even as we seek 

transcendence and moments of greatness among the passing moments. Facebook, Twitter, 

and Instagram in the 21st century fulfil this promise and desire. 

Part of what gives ideas of technologically-mediated permanence, their holding power 

is the sense that rather than being social constructs ascribed to new media, they have an air of 

discovery about them. Kittler cites a story dating to 1916 by the German philosopher and 

writer of fictions Salomo Friedlaender, wherein his brilliant engineer, Dr. Pschorr, creates a 

 See Gleick (1983).961

 Markoff (1993).962

 Quoted in Lucius Cabins. “The Oppressed Middle” in Bad Attitude: The Processed World 963

Anthology. Ed. Chris Carlsson and Mark Leger. (New York: Verso, 1990), p. 76.
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device which can hone in on diminished frequencies produced centuries prior. He takes his 

device to the home of Goethe, sets it up in Goethe’s study, and, once dialled in, it produces 

perfectly a “record” of a conversation Goethe once had with a friend in this very room. No 

such “recording” exists, save for diminished traces of sonic vibrations which passed through 

Goethe’s lips. Kittler comments: “With mathematical precision Pschorr recognizes the 

frequency of human voices to be a negative exponential function whose value, even after 

centuries, cannot be zero. […] “Speech has become, as it were, immortal,” Scientific 

American pronounced immediately after Edison’s invention”.  964

Which is to say that what Pschorr discovers was already there, permanent within 

time-space. The revelation of Pschorr’s medium is just that: it reveals what was there the 

whole time. The conceptual consequences of such seem to have been disturbing beyond 

measure; it may simply be that the popular psyche adjusted for new media in the late-19th 

century and then simply forgot that things were ever any different, just as we have already in 

the third decade of the 21st century long considered banal what were the digital marvels of the 

1980s and 1990s. Gleick (2012) notes how the development of the telegraph seemed to 

collapse quotidian concepts of time and space which had previously seemed to be eternal.  965

Kittler notes how truly gobsmacked the discourse was by the development only decades later 

of the telephone and radio waves. There was a shift in popular modes of ascertaining the 

nature of reality itself, “the most supreme and sacred law of the universe”  which is “all-966

embracing […] entrusted from above”.  This is the view from the widest lens possible; in 967

the micro-view, these questions also impinge upon popular modes of understanding the 

essence of personal identity. The history of humankind is, from a certain perspective,  the 968

history of perfecting the capture, storage, and reproduction of human experience. Those faced 

with telephone and radio in the first part of the 20th century had to ask themselves, largely 

unconsciously, what it meant for personal identity if the speaker and his voice could be 

separated: the speaker might be in Galway, speaking to “you,” but “he” is also in London, 

coming out of your telephone receiver; likewise, the speaker might be in London on 15 June, 

 Kittler (1999), p. 72.964

 Gleick (2012), p. 151.965

 Rudolph Lother quoted in Kittler (1999), p. 71.966

 Karl August Diippengiesser quoted in Kittler (1999), p. 71.967

 See McLuhan (2000).968
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but he is also on millions of radios in the region, right now, live or at any subsequent time, 

alive or dead. 

That Perry should be synthesizing similar questions of personal identity such as he 

was in 1978, to communicate these questions to undergraduates in his Dialogue on Personal 

Identity and Immortality, is thus inextricably tied to the media culture as it developed across 

Western history, but most specifically in the hundred years preceding its publication, roughly 

1880-1980. Personal identity had been destabilized thoroughly, and it appeared urgent that it 

be addressed. Perry presented no means of recuperating the sense of a stable selfhood which 

might pass from one medium to another—but what is important to note here is that this 

anxiety was becoming urgent, a search for some sort of stability of personhood, be it 

embodied or disembodied. 

The development of the phonograph and then radio broadcasting may be understood 

as having advanced a latent fantasy which found its most pervasive fulfilment to date in the 

science-fictions of the last half-century (meaning not only William Gibson and the 

cyberpunks but all those sources cited in this thesis which employ language or discuss with a 

straight face the possibility of DCF-IST in any of its permutations). Our media technologies 

can now store, reproduce, and transmit—tangibly (phonographic record) and intangibly 

(radio waves)—our physiologies inexorably. Previously this longevity or permanence had 

been province of religion; by the early part of the 20th century, our media technologies began 

to assimilate religious fantasies of permanence. By the end of the 20th century, it had become 

legible to state that information technology was our means to the substrate of reality. 

We find ourselves in a strange present. On the one hand, the development of 

something like information-substrate theory makes perfect sense within the continuity of our 

media history. On the other hand, it is absurd. The gulf between the state of the art of the 

1980s-1990s digital media and the fantasy of digital duplication or transfer of the subject 

cannot be argued to be any more or less of a distance than was present between Guyau and 

his phonograph. Binaries are pervasive: either we will soon go into the computer, become 

digital, defeat death, write programs which are “alive” in the same way as you and I are; or 

we will not. Either the precipice is on the horizon, or it is not. Binaries are pervasive: these 

possibilities, this precipice, arise literally out of the one/zero binary which is the language of 
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our digital media; but as is suggested in the foregoing thesis, the indeterminacy of this either/

or binary within the discourse is that which makes these fantasies and precipices not only 

legible but also thus able to be taken serious within the discourse and as research goals. 

A strong sense of technological determinism is perceived thus. We speak now the 

language of the technologies we are trying to bring to life, make literal. We do its bidding, 

writing fantasies and humanizing it through idiom and metaphor, hoping it will fulfil our 

modest wish to transcend the human condition. We will it into existence, our new godhead, 

which holds out the omega promises our old gods neglected to fulfil. The God of Newton has 

been replaced; whereas “the very presence of God was synonymous with the presence of 

space […] [and] Space, as [Newton] famously put it, was God’s “sensorium”—the medium 

through which the deity exercised His all-seeing eye and His all-encompassing power”,  969

Gibson’s Neuromancer ends with the following exchange between Case and what Case 

formerly knew as the discrete entity Wintermute: 

“I’m not Wintermute now.” 

 “So what are you.” He drank from the flask, feeling nothing. 

 “I’m the matrix, Case.” 

 Case laughed. “Where’s that get you?” 

 “Nowhere. Everywhere. I’m the sum total of the works, the whole show.” […] 

 “So what’s the score? How are things different? You running the world now? 
You God?” 

 “Things aren’t different. Things are things.”  970

What science and engineering dream, science-fiction makes real; what science-fiction dreams 

percolates within cultural discourse, and the subsequent mythologies and philosophies 

become research goals and methodologies. 

 Wertheim (1999), p. 149.969

 Gibson (2004), p. 350.970
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Mutations; the end of the materialist/dualist binary 

Hoftstader and Kurzweil, among others have proposed that the subject is essentially an 

informational pattern; Davies (1983) notes that: 

Though some of these ideas may seem fearsome, they do hold out the hope we can 
make scientific sense of immortality, for they emphasize that the essential ingredient 
of mind is information. It is the pattern inside the brain, not the brain itself, that makes 
us what we are. […] [The] mind may endure by transfer of the information elsewhere. 
[…] [In] principle, the mind can be put on a computer, but if the mind is basically 
‘organized information’ then the medium of expression of that information could be 
anything at all; it need not be a particular brain or indeed any brain. Rather than 
‘ghosts in machines’, we are more like ‘messages in circuitry’ and the message itself 
transcends the means of its expression.  971

The question is raised how subject as informational patterns weighs up against the 

materialist/dualist binary which characterizes so much of Western thought and which has 

been a central concern of this thesis’ investigations into the relationship between 

neuroscience, digital media, and science-fiction. I submit the subject-as-informational-pattern 

fits neatly into neither binary. It cannot be understood as a materialism, for though it demands 

that the mind exists within time-space, subjectivity is not reducible to material. Its 

irreducibility is information. This does not mean, however, that the subject-as-informational 

reverts back to the “common sense” Cartesian dualist perspective. It is true that the subject’s 

irreducibility once more becomes immaterial, the mind and body again categorically different 

entities, which are not necessarily inseparable. Mind and body, however, must here be 

understood as information and brain, rather than cogito and body. The cogito is not refuted so 

much as discarded of, irrelevant. Furthermore, the subject-as-information implies that the 

mind is indeed divisible, and constituent of an essence inaccessible to the cogitating subject. 

 If the nature of the subject is not materialistic, though, it must be dualistic. But this is 

no longer. What is happening then is a profound mutation in our philosophies. A hybrid does 

not seem possible, but a binary is insufficient. It would seem there is no way around this. One 

either defers to science, as in the case of eliminative materialism, or one winds a path ending 

at the same conclusion as Descartes: mind and body are distinct, and the mind is immortal. 

 Davies (1983), p. 98.971

342



What I wish to draw attention to here is that the moment one speaks of subjectivity as 

informational pattern, consciousness becomes divisible, and harboured within such 

incantations is a wish, a hope for the transcendence of the human body, of transfer, of 

permanence, of immortality. Thus the neuro-technological discourse of the 1980s-1990s and 

of today shares the same genealogy of religious yearning as Descartes’ Meditations, and the 

same genealogy of Descartes’ Meditations as do the non-neuro-technological discourses 

which are more overtly spiritual. I do not entirely agree with Wertheim (1999) that Gibsonian 

“visions of cyber-immortality and cyber-resurrection [amount to] an attempt to re-envision a 

soul in digital form”,  e.g., revive a dualism; and I do not agree that there is a “clear 972

repudiation of the materialist view that man is made of matter alone”.  I do, however, agree 973

that this binary is being challenged or mutating into a new philosophy of self which has yet to 

be fully described or made apparent. We have lived through and are living through a 

singularity thus. McLuhan begins his Gutenberg Galaxy (1962) by arguing that: 

a change of modes of awareness is always delated by the persistence of older patterns 
of perception. The Elizabethans appear to our gaze as very medieval. Medieval man 
thought of himself as classical, just as we consider ourselves to be modern men. To 
our successors, however, we shall appear as utterly Renaissance in character, and 
quite unconscious of the major new factors which we have set in motion during the 
past one hundred and fifty years.  974

The next episteme is that of the post-singularity philosophy, and will only be recognized as 

such in the episteme which succeeds that. 

 Radically new ways of conceiving of the Self and the possibilities of the Self and 

body are being negotiated in our cultural discourse, and have been since the “computer 

revolution” headed into the consumer marketplace in the 1980s. As the later chapters of this 

thesis have demonstrated, the philosophical binary of dualism and materialism are no longer 

sufficient for facing the present challenges to our epistemologies which advances in the 

neurosciences and digital media pose. I am not, however, suggesting that the hard-line 

 Wertheim (1999), p. 168.972

 Ibid. Emphasis my own.973

 McLuhan (2000), p. 3.974
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materialist perspective will diminish as the dominant framework guiding research funding, 

not do I wish to see a “restoration” (scare-quotes because, as has been argued, the dualist 

perspective has only diminished in cultural currency in certain discussions, generally more 

specialist than the language of the everyday) of a dualist perspective in the sciences. Far be it 

from our purposes here to produce new philosophical doctrines which follow the foregoing 

premises into the labyrinth of contradiction and ambiguity they produce. Sketching out such 

an understanding of such premises, however, allows a point of departure from which one 

might interrogate the ways in which those premises and the tensions they create function 

within popular cultural discourse. 

The fear of impermanence 

In the 1990s, psychologist Nicholas Humphrey of Cambridge recounted conversations with 

Daniel Dennett which provide a rarefied version of a late 20th-century anxiety: 

Dan [Dennett] and I used to drive up to his place in Blue Hill, Maine, weekend after 
weekend, furiously arguing about whether there's such a thing as the sensation of red, 
or the feeling of pain, or the taste of cheese. Dan would say, “Look, I hear what 
you’re saying, but I simply don’t have any reference point for it. Your raw sensations, 
if they exist, leave nothing behind. They might as well never have occurred.” I’d say, 
“Yes, Dan, I know, but they just are. I’m having them now. I’m living these things.” 
For Dan, if there’s nothing left after the sensation has passed […] then it didn’t 
happen.  975

Dennett won’t allow for anything which cannot be observed and measured, anything which 

he cannot hold and which leaves no trace. This thus includes the irreducibility that is 

Dennett’s experience tasting cheese, feeling pain, seeing red. These statements are about 

more than methodology, about more than the usefulness of a concept or lack thereof. They 

are about impermanence. Dennett, like anyone who has thought about this problem for any 

extended period of time, cannot find a “Self” to hold on to. What Dennett and Churchland 

espouse, then, is in a sense the negation of DCF-IST: they seek to transcend the problem of 

 Quoted in Brockman (1995), p. 203.975
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the impermanence of Self not by escaping the body, and thus confirming the ontological 

validity of the vulgar homunculus, but rather by denying validity to any and all conceptions 

of mind, of phenomological experience. There is no subject to worry about the impermanence 

of or maintaining from one sensation to the next. 

 The anxiety in Dennett, Churchland, Camus, and Gibson’s Sprawl books is the same

—the fear of impermanence is the same. O.B. Hardison (1989) writes that 

[No matter] what machines learn, they will always be, in Terry Winograd’s metaphor, 
“blind.” They will never have deep insight into what it “means” to be human. But by 
this standard people are also blind. Being carbon-based intelligences, they can have 
no deep insight into the life experiences of silicon-based intelligences.  976

The problem is even worse than described. We are also blind to almost all that is contained 

within the realm of human experience. This goes beyond the question of whether other minds 

are conscious. We are blind to what it is like to be human, in the most immediate sense. One 

can only make the usual sounds: I think; I have memories; I have desires and fears and hopes 

for the future. But my thoughts, hopes, fears, and desires are in constant flux; I forget almost 

everything and even my memories are untrustworthy, are open to revision. What I cannot 

testify to, in any meaningful way, is the essence of my subjectivity, the irreducibility of my 

status as human or thinking thing or what have you (other than subjectivity as irreducibility). 

There is, nothing to compare it to. Recall Camus: 

Of whom and of what indeed can I say: “I know that!” This heart within me I can feel, 
and I judge that it exists. This world I can touch, and I likewise judge that it exists. 
There ends all my knowledge, and the rest is construction. For if I try to seize this self 
of which I feel sure, if I try to define and to summarize it, it is nothing but water 
slipping through my fingers. I can sketch one by one all the aspects it is able to 
assume, all those likewise that have been attributed to it, this upbringing, this origin, 
this ardor or these silences, this nobility or this vileness. But aspects cannot be added 
up. This very heart which is mine will forever remain indefinable to me. Between the 

 Hardison (1989), p. 331.976
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certainty I have of my existence and the content I try to give to that assurance, the gap 
will never be filled. Forever I shall be a stranger to myself.  977

This sublime terror of impermanence is essential to DCF-IST, all its manifestations 

and contingencies; DCF-IST is essentially a cultural desire for reassurance that a stable, 

permanent (if not immortal) Self is an ontological fact. Technologies which disrupt this 

stability can also recuperate it. Kittler notes: “In Germany, Edison recruited Bismarck and 

Brahms, who by recording one of his Hungarian rhapsodies removed it from the whimsy of 

future conductors.”  Centuries prior, Gutenberg’s press was received as miraculous for how 978

the Bible was now able to be reproduced en masse, and perfectly, with each copy identical to 

the next. A premium is placed on rigidity. Being identical to the original is superlative. This at 

the expense or dismissal of interpretation, mutation, evolution. In practice—and this is vital 

to consideration of media of storage and reproduction which in turn is vital to contextualizing 

DCF-IST—distortion, deviation, fluctuation, flaw, and loss, imperceptible though they may 

be rendered, may indeed always be present. 

The consequence for identity is immediate. From this valuation of perfect storage and 

perfect duplication the duplicated or transferred subject becomes legible—the ephemera of 

experience, of intangible realness, stored perfectly. Similar to the media instances 

themselves, this genealogy’s hidden flaw reaches back to its inception. The problem remains 

doubt: one can reasonably ask if a perfect 1:1 transfer or reproduction has ever been 

achieved. The criteria for knowing such seems out of our grasp. If ever one’s computer has 

inexplicably crashed, one has encountered this problem. Though it appears that everything is 

running fine—all programs engaged with present perfect duplicates of what might be found 

on another computer with the same specifications—something goes wrong. Some 

imperfection is present and manifest or not-manifest in this machine of potentially infinite 

perfection. Very often these deviations are imperceptible or irrelevant in other media (i.e., 

printing or sonic reproduction).  

 Camus (1991), p. 19.977

 Kittler (1999), p. 78.978
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The insurmountable doubt posed in Perry’s Dialogue on Personal Identity and 

Immortality, discussed at the outset of this thesis, directly reflects such media conditions in 

the digital era. The science-fiction of the following decades reflect the same, with their 

fixation on the same quandaries of identity, duplication, and the perfectibility of media. The 

fantasies of the duplicated/disembodied/remediated subject and its attendant fantasy of an 

informational substrate of time-space seem furthermore to be distinctly postmodern. 

Technology and the advances of science have led to the loss of the unitary self, have 

fragmented or decentred the subject with regard to himself. While on the one hand science-

fictions portray and extrapolate from that loss of the unitary self, the cultural narrative that 

transfer is possible in fact seeks to recuperate the unitary Self. For the message of the transfer 

fantasy is this: if one is transferred, then one is stabilized within the new medium. And if this 

is possible, it means that one had been stabilized within the former medium—the human 

body—all along, and thus the crises of identity or identities of postmodernism have been 

overcome. The developments of 20th-century science and technology, while leading to the 

fragmented Self, might then also lead to an empirical recuperation of the stable, unitary self. 

Turkle (1995) draws this desire out by contrasting it to the decentring process of 

engaging with an MUD. The users of the MUD, for any heavily-literal rhetoric in discussing 

their multiple roles on various different MUDs, all still have the habit of the “I,” the 

experience of there being a unitary Self which is not phenomologically altered by cycling 

through the “selves” which one’s social life, be it embodied or digital, demands. Johnny may 

be many things to many people, but in each instance he is still, as per his  own perceptions, 

essentially “I,” the unitary Johnny. In spite of the pleasure of the decentred, fluid, multivalent 

self which MUDs  or Internet use generally  provides, we still seek an objective stability, 979 980

an empirically-grounded recuperation of the unitary self after postmodernism which matches 

the surviving perception of such wholeness. 

The anxiety is such that the literal state of things is restated sans irony as something 

futuristic. When Hans Moravec proposes that a “small patch of amnesia”  is preferable to a 981

total wipe, in the supposedly-forthcoming state of the art wherein one can just load from 

 Turkle (1995), p. 185.979

 Ibid., p. 178-179.980

 Quoted in Hardison (1989), p. 265.981
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one’s last saved state if one should die (as in a video game), he is actually just restating what 

actually is human experience. Our bodies are “updating” themselves ceaselessly; from 

moment to moment and especially each time we wake up, we are “being loaded” from our 

last “save” status. Our cells and the stuff of memory and perception are constantly being 

updated and replaced. This is the most fundamental human “activity,” recast as a techno-

prophecy. Speaking of “restoring” a prior state is a non-starter: the capture and reproduction 

of such would manifest as a duplicate, not something identical and continuous with the 

subject of an hour ago, in the sense that I am identical and continuous (despite the nap I did 

take) with the Daniel of an hour ago. 

The cultural assumption belied by Moravec: there is a unitary self which persists 

through time and space, and which is self-same in its continuity as such. One’s subjective-

biological status could thus be “rewound,” as with a cassette tape of Thriller or The 

Terminator, and that rewound subject would be self-same and identical with the subject 

before rewinding; there is no discontinuity of personhood anywhere in experience, and 

despite manifesting literally a “discontinuity” in the subject, there would be no philosophical 

challenge of personal identity to grapple with. This is something which the futurists of today

—Elon Musk being foremost among them—seem to overlook. Do these hypothetical 

technologies and the concepts and assumptions they are based upon make any sense to a 

Tibetan Buddhist, a Hindu, or a Greek Orthodox? It is beyond the purview of this thesis to 

pursue such a question, though research in this direction is certainly needed. It is not difficult 

to imagine that other cultures, especially those non-Western, would find these technologies 

and assumptions incomprehensible, or at least non-plausible, non-desirable, or absurd.  By 982

contrast, then, we might begin to understand such hypothetical technologies, as by extension 

DCF-IST, are distinctly cultural ideations, being firmly agnostic/post-secular, and motivated 

by cultural conventions. They are post-Human, in a world where most of this species were 

never even Human.  983

 Gibson notably suggested as such in Neuromancer itself. Case at one point encourages a 982

Rastafari co-conspirator to experience cyberspace for the first time. The Rasta is quietly disgusted, 
referring to the experience as “Babylon”. Gibson (2004), p. 140.

 See Braidotti (2013).983

348



Cryogenics is an area which has not gotten much traction in this thesis, though it 

overlaps with our concerns here. Cryogenecists “propose a computer backup store for the 

frozen corpse’s memories which may somehow be read into the revived body at a future 

time.”  This is a techno-resurrection more literal than the grand IST fantasy of retrieving the 984

prophet Mohammed’s data or the fantasy of the Dixie Flatline, the full data readout produced 

to be accessed for its non-corporeal talents in the event of the associated body’s death. It is 

not far from the latter, though, and people are actually paying to be cryogenically frozen upon 

death.  This puts an interesting twist on the fantasies of DCF-IST: what if at the moment of 985

death or brain damage, one’s memories and the composition of one’s neurophysiology (a 

distinction employed here for the purposes of discussion) were preserved externally as data, 

and then recreated the same body at a later date? Would the crisis of Perry’s Gretchen 

Weintraub, in his Dialogue on Personal Identity and Immortality, be averted? 

In other words, can I have my lights go out and come back on with my personal 

identity intact? Examples from both modern science and everyday life evince a solid yes. We 

have all heard stories of those who literally die and are resuscitated by medical technicians. 

Stories of those who go into comas, sometimes for years, but who come out unchanged. Or 

the perennial, most quotidian “lights out”: I go to sleep every night, and for eight hours, I am 

not me. But then I wake up, and I’m me again. 

The persistence of discernible brain function separates these examples from those of 

cryogenics. But despite the expert consensus that cryogenics is a scam,  the widespread 986

sentiment that the brain is still by and large not understood gives cryonics a sort of 

hypothetical appeal. Resurrection is not possible now, but it might be later. A digital backup 

for one’s mind would only make this long shot more attractive. 

There’s the other option, discussed just a moment ago, of course: our concepts of 

personality persisting over time may be fundamentally mistaken. Maintaining that speaking 

of “coming back” after being resuscitated or coming out of a coma, or of a distinction 

between one’s waking self and whatever one “is” while sleeping, may proceed from false 

 Rose (1992), p. 1.984
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premises. I never go away and I never return, for there is no “I,” there is just consciousness, 

there is just my body regulating itself in such a way as that I am conscious, which it seems I 

cannot avoid while I am awake. (This is a redundancy, but how to speak of such a 

predicament?) Personal identity is a placeholder, a discursive construction, a way of 

rationalizing that which can never be described fully and never be reproduced. 

Also consider again the fact that “[during] a human lifetime every molecule of our 

body is replaced many times over, cells die and are replaced, the connections between them 

are made and broken thousands, perhaps millions of times. Yet despite this great flux which 

constitutes our biological existence, memories remain.”  The idea that one’s physiology is 987

entirely replaced over time has some minor currency within the popular cultural discourse. 

Yet as with so much of the findings of modern neuroscience, it is hard to take this to its 

logical conclusion: how then, sans the Cartesian ghost in the machine, can I still be me? How 

does that make any sense at all? The Ockham’s razor approach: it doesn’t. 

 On the other end of things, we again note that IST is simply the most recent iteration 

of a distinct tendency within our media culture. Kittler notes: “Letters […] were replaced by 

the telephone and its noise, which precedes all discourse and subsequently all whole 

individuals.”  Sunlight, noise, the human skull: all reducible to information; the post-digital 988

paradigm: information “precedes all discourse and subsequently all whole individuals.” The 

essence has been identified. Now what remains is to manipulate one’s status as subject-as-

informational-pattern within the larger data stream. 

 This being contingent, as is everything else in the formerly-material universe, upon 

computational power. The brain can remain the seat of subjectivity. Cracking the “code” of 

the neuro—be it insight gleaned from neural networking, advanced fMRI, or the distinctly 

transhumanist project of reverse-engineering the brain—seems to be a step between the 

present and the fulfilment of IST fantasies of digital subjectivity. Yet precisely how necessary 

this step is, is precisely no one’s guess, because no speculation is qualified. Excepting 

religious texts, history has yet to demonstrate the transcendence of the medium of human 

physiology. To state this is not to make any claim refuting the possibility of transcendence, or 

 Rose (1992), p. 3.987

 Kittler (1999), p. 56.988
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to refute anything, but rather to make clear that the basis for this supposed transcendence is 

not clearly evinced, and thus does not provide a basis for the kind of epistemology which IST 

proposes. As has been stated time and again, fantasies such as DCF-IST arise because there 

are aspects of our neuro-media discourse which are predicated upon contingencies which are 

unqualifiable—to say nothing of unquantifiable. 

 The anxiety surrounding the latter point, the state of being unquantifiable, cannot be 

understated. McLuhan saw this as being consequence of the printing press and the transition 

from an oral to a visual culture. He quotes the historian John U. Nef, who notes that the “very 

separation of science from faith, from ethics and from art, which is so characteristic of our 

times, is at the roots of the industrialized world in which we live.”  Nef quotes Descartes, 989

who in a 1637 letter stated that the foundation of his epistemology is to “consider everything 

that is only probable as almost false”.  Nef comments: 990

Such a position has led to the admission as true only of what is verifiable in tangible 
and increasingly in measurable terms, or in terms of mathematical demonstrations 
which start from propositions artificially divorced from the actual experience of 
living. Since it is impossible, as Pascal seems to have been the first to recognize, to 
offer the same kind of tangible proof and to get the same kind of assent in matters of 
faith, of morals and of beauty, the truths of religion, moral philosophy and art have 
come to be treated as subjects of private opinion rather than of public knowledge.  991

We exist in a kind of cultural schizophrenia. Our reflexive dualism—the unshakeable, 

unquestionable knowledge that we exist and cannot be reduced—can be discerned in the 

fantasy of transfer. Transfer would obtain for the permanence which our subjective 

experience and death seem to deny us. At the same time, we are saddled with five centuries’ 

perspective that only that which might be measured, and by virtue of measurement might be 

reproduced perfectly, is real. We cannot be reduced and yet we must, for without such there is 

no subject, there is no us. 

 Quoted in McLuhan (2000), p. 167.989

 Ibid.990

 Ibid.991
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Thomas Nagel once stated: 

Even those who regard philosophy as real and important know that they are at a 
particular and, we may hope, early stage of its development, limited by their own 
primitive intellectual capacities, and relying on the partial insights of a few great 
figures of the past. As we judge their results to be mistaken in fundamental ways, so 
we must assume that even the best efforts of our own time will come to seem blind 
eventually.  992

In the context of this thesis, this reads as a statement on media studies and the rhetoric of 

science and technology. The development of media studies as a distinct discipline has been 

useful in demonstrating the role of technology in shaping developments in the history of 

philosophy and intellectual life generally. We might, like Nagel, consider ourselves at one 

particular point in our media history, and acknowledge that technology can and will reveal 

new conceptual and experimental possibilities which are presently inaccessible. 

 Given the accelerating pace of scientific and technological development in the last 

several centuries, and particularly in the past several decades, the millenarian impulse is 

understandable. A recurring theme of this thesis has been a dissonance between the state of 

the art and the cultural perception of the state of the art. As we come to the close of this 

chapter and this thesis, I would like to reiterate that the impulse driving the digital 

millenarianism is not new. Nietzsche concluded his Genealogy of Morals: “man would rather 

will nothingness than not will.”  I suggest a variation: it is exceedingly difficult for man to 993

halt the motivating message of his existence, I am and will be, at I am. We cannot even begin 

to grapple with I will not be. None of the rhetoric of transhumanism, of DCF-IST, gets us 

anywhere on this point. We remain at zero, at meaninglessness, because there is no fixed 

point in our conscious lives, in our subjectivities. We may be asking the wrong questions, but 

it also may be that there is no question to be formulated past the brute fact of I am. We will 

continue to grapple with this dilemma long after transhumanism is an archaic phrase and the 

 Kenny (1986).992

 Nietzsche (1989), p. 163.993
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fantasies of DCF-IST have left the popular imagination, have become incomprehensible and 

require scholarly explanation. 

 It does seem, though, that we are at a turning point, on the verge of a watershed. It 

really does. It is hard to be immune to it; as skeptical as I have become, this sense motivated 

me to begin the research which culminated in this doctoral thesis. Kittler states that “[thanks] 

to the phonograph, science is for the first time in possession of a machine that records noises 

regardless of so-called meaning.”  In the material sense of things, then, there is no meaning 994

at all to speak of. Consider the trope of the tape recorder and the police interrogation. Prior to 

audio-recording media, interrogation would need to be recorded via letter. This text was 

necessarily biased by the interrogator, in the vulgar sense and in the literal sense: biased by 

the fact of embodiment, by cognitive capacity, by the state of not being composed of ones 

and zeroes. The interrogator was charged with discerning a subjectively-constructed meaning, 

attributed to the interlocutor’s statements. Not all that was said, or uttered, or left unsaid, 

could be recorded. A distinction had to be made, between what was important, or meaningful, 

and what was not.  995

 The tape recorder could undo this problem. The trade-off was that the sounds which 

emerged from playback became the real, devoid of meaning. The task of discerning (or not 

discerning) meaning is thus complicated and in theory one cannot have it both ways, but in 

practice of course you can: the recording is the symbolic, imaginary, and real all at once: it 

simultaneously represents what was spoken, it leaves this to interpretation, and is pure 

material outside. For Kittler, this development inaugurates “the epoch of nonsense, our 

epoch”.  Stated otherwise: the epoch of meaning/non-meaning. Non-sense. The question: if 996

brain is computer and computer is information, from whence does meaning obtain? Or has 

meaning been rendered “historically obsolete”,  a contingency in the guise of an a priori, 997

and as such its disposal took with it all other a priori concepts subsequent to Shannon and the 

separation of information from meaning? 

 Kittler (1999), p. 85.994

 Cf. ibid., p. 89.995

 Ibid. p. 86.996

 Ibid.997
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 Considered honestly and despite all rhetoric of replacing ancient questions with 

reality,  neither neuroscience nor information technology provide anything, with regard to 998

transcending the human condition of impermanence, but a new language or new framework 

for historical philosophical labyrinths. Neuroscience reduces the subject to neurons firing, 

chemical tides. The Cartesian cogito, the soul of Phaedo is exiled from the corpus; untenable 

becomes the self-conception of subject as immortal instantiation of and returning to the 

immortal essence of God. But just as the archetypal Odysseus of cyberpunk affirms the 

transit from corporeality to cyberspace, our digital media become the receptacle for that 

which has been forced out of the pineal gland, brain, body. 

 As if we would at last seal the escape hatch without locating another, remaining in the 

dark, rendered inescapably animal, pure biological function, expression of genetic evolution. 

The computer becomes the receptacle for the irreducible Self as the body once was, in every 

sense:  in cultural creation or art (Neuromancer and The Matrix the exemplary works); in 999

practice (the seemingly infinite storage capacity of readily available media); and on a grander 

scale—IST as the unifying theory, the latest mask, painted by man, for the deity to wear. All 

is information or entropy, including the subject; digital transfer and yes, immortality, 

necessarily follows. The likeness of such a proposition to Phaedo and its compatibility with 

Descartes makes clear: all of the aforementioned discourses and developments— science-

fiction, neuroscience, information technology—are iterations of the same larger discourse, 

the same cultural impulse and desire. The developments of each resonates with the content of 

each other, both residual and seminal in form and function. 

A final note. As far as my rejection of the precepts which lead to funding in fields which 

advance DCF-IST—most specifically, transhumanist projects which would see investment in 

“downloading” the subject or halting aging until such a fantasy is fulfilled—it might be asked 

where instead I believe such funding should be relocated. I am not qualified to provide such 

an answer. Nor am I qualified even to state that I truly do believe such funding should be 

relocated. If such projects and ideals can incidentally provide advances by which human 

 McCaffery (1991a), p. 6.998

 See Wertheim (1999).999
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suffering is lessened, all the more power to those researchers. We should not succumb to 

hubris, however, not allow the quantum leap in communications technology of the last 

century to inspire in us ecstatic visions of transcendence, not allow our cultural and 

individual incapacity to face down the inevitability of death to lead our scientists and 

engineers to indulge in essentially religious whimsy at the expense of that which may provide 

concrete improvement of this species’ lot, of that which may indeed reduce human suffering 

globally. 
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