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Abstract 

A key challenge for metal additive manufacturing is the requirement to adapt process-structure-

property methods currently under development to realistic, complex geometries. Of specific 

concern in the present work is the requirement for accurate computation in such realistic 

geometries of (i) thermal histories, to facilitate microstructure prediction, and hence, 

mechanical properties, and (ii) residual stresses, as required for accurate assessment and design 

for structural integrity, such as fatigue cracking. This paper presents three-dimensional, finite 

element modelling for simulation of a realistic Ti-6Al-4V component using directed energy 

deposition. The predicted results are successfully validated against published experimental and 

numerical data. The effects of different scanning strategies on temperature histories and 

residual stresses are investigated as a basis for identification of optimal manufacturing 

protocols. Finally, fatigue life predictions of the Ti-6Al-4V component have been considered 

based on the Basquin-Goodman equation with the effect of residual stress taken into account. 

 

Keywords: Additive manufacturing; Directed energy deposition; Finite element analysis; 

Scanning strategies; Residual stress  

 

1. Introduction 

Additive manufacturing (AM) provides an unprecedented opportunity to produce 

complex metal parts through layer-by-layer addition of materials and offers a number of 

advantages over traditional manufacturing methods, including (i) ability to convert directly 

from three-dimensional computer solid models to near net-shape manufactured components in 

a single step, (ii) ability to manufacture features not typically achievable with conventional 

manufacturing, e.g. re-entrant corners and features, (iii) minimal waste of raw material 
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(powder), and (iv) possibility for recycling of powder, leading to reduced time to market via 

acceleratied prototyping and component or product customization at low cost [1]. AM 

processes can be generally classified into two main categories: (i) directed energy deposition 

(DED) (Fig. 1 (a)), in which the metal powder is fed coaxially into the beam and fuses with 

previously deposited thin layer, and (ii) powder bed fusion (PBF) (Fig. 1 (b)), in which a thin 

layer of powder is laid and then the metal powder is melted by the laser beam or electron beam 

according to a controlled trajectory [2, 3]. More details of AM technologies can be found 

elsewhere [4-6]. In this research work, the focus is mainly on laser directed energy deposition 

process. DED is able to manufacture and repair metal parts with high-performance and low-

cost. Compared with conventional subtractive manufacturing methods, DED has unique 

advantages, especially in the manufacture of complex-shaped multi-materials or functionally 

graded components [7]. 

 
(a) 
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(b) 

Fig. 1. Schematic illustrations of AM processes: (a) Directed Energy Deposition (DED) and 

(b) Powder Bed Fusion (PBF), adapted from Song et al. [8]. 

 

Although the advantages of AM are widely recognized, the residual stresses induced by 

the high and non-uniform thermal gradients during the laser heating and cooling cycles in the 

AM process is one of the major issues [9]. Residual stresses have a detrimental effect on  

mechanical strength and geometrical accuracy, particularly on fatigue resistance [10-12]. 

Hence, it is important to investigate and quantify the effects of manufacturing process on 

residual stresses, and resulting properties, e.g. fatigue life, for both the AM process and final 

AM components.  

Finite element (FE) modelling of the AM process is a potentially powerful technique for 

full-field quantification of temporal-spatial distributions of key thermo-mechanical variables 

(e.g. temperature, deformation, strain, stress) directly or indirectly controlling the mechanical 

behavior of fabricated components. Several numerical models have been developed previously 

to simulate the AM process, with a focus on predicting thermal history and residual stresses 

and deformations. Zaeh et al. [13] presented a layer-by-layer modelling method to evaluate and 

quantify residual stress and deformation in relatively simple macro-scale components 

manufactured using the selective laser melting (SLM) process and highlighted the limitations 

of the layer-by-layer approach for predicting residual deformations. Barrett et al. [14] proposed 

a 2D layer-by-layer FE model to predict residual stress in PBF manufactured Ti-6Al-4V hip 

stem component (using a simplified 2D geometrical representation), highlighting the 
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importance of post-build heat treatment, but without explicit comparisons against experimental 

test data. Recently, an automated Python-based method for sectioning of 2D FE models of 

macroscale components for efficient model generation in the layer-by-layer method was 

developed [15], providing a framework for layer scaling for FE modelling of the PBF process. 

However, this method was not compared with test data for temperature histories or residual 

stresses. The layer-by-layer FE-based method was investigated for residual stress prediction of 

3D PBF parts by Chen et al. [16], with a particular focus on geometrical shape (e.g. tri-prism, 

cylinder, block), solid and hollow. However, a key limitation of the layer-by-layer method is 

the inability to represent laser beam moving path and, hence, to investigate the effects of 

different scanning strategies, for example. The importance of scanning strategy (linear, zigzag, 

chessboard and contour) on residual deformation and surface finish in DED was demonstrated 

experimentally by Ribeiro et al. [17]. The contour strategy showed least distortion and best 

surface finish. The influence of scanning strategy on porosity, hardness and mechanical 

properties of Al2319 block structure were investigated by Matthieu et al [18]. The oscillation 

strategy showed comparable average percentage area porosity, hardness, UTS and YS to those 

reported in the literature. A common approach for simulating AM processes, including welding 

and 3D printing, is the significantly computationally-intensive ‘element birth and death’ 

method, also commonly referred to as the ‘Model Change’ method. This method is limited to 

small-scale geometries, e.g. low numbers of layers or tracks. Yang et al. [19] recently presented 

a 3D thermo-elastic-plastic model using this approach to follow precisely the physical 

deposition path for a 5-layer DED of Ti-6Al-4V. However, the high computational cost of these 

methods makes AM modelling of full scale and complex 3D components almost impossible. 

Chiumenti et al. [20] conducted a systematic assessment of different FE modelling techniques 

(e.g. layer-by-layer, hatch-by-hatch, element-by-element) for PBF, in terms of computational 

cost and numerical accuracy, particularly focusing on temperature prediction. Again, it 

recommended that the ‘element birth and death’ (high fidelity) method can be used for effects 

of different scanning strategies. Yang et al. [21] developed a FE model with a moving heat flux 

implemented via a user subroutine to predict the thermal history and spatial distributions of 

temperature of the PBF process and a process-structure model which can be used as a process 

design tool. In this case, the focus was on validation of temperature history against 

experimental measurement from the single-track PBF of Ti-6Al-4V, for prediction of phase 

transformations using a Kolmogorov-Johnson-Mehl-Avrami (KJMA) model. The process-

structure method successfully predicted alpha and beta phase fractions. A key objective of the 
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present work is to adapt this process-structure method for realistic, large-scale components; 

however, the conventional ‘Model Change’ technique, e.g. in Abaqus [19, 21], is too 

computationally-expensive for such components. Recently, a new highly-efficient AM module 

has been developed within the general-purpose FE-based software Abaqus, which, on the one 

hand, replicates the actual 3D printing process very realistically and with high fidelity, e.g. 

using actual 3D printing stereolithography (STL) files, whilst, on the other hand, providing a 

much more efficient process for modelling complex geometries, including a graphical user 

interface (GUI) [22]. This approach, which is the main method investigated in this paper, is 

hereafter referred to simply as ‘Abaqus AM’, and has recently been evaluated by Song et al. 

[8] for AM (laser DED and PBF) of complex, three-dimensional Inconel 718 components; the 

results were compared to experimental measurements of residual stresses and distortions, the 

latter obtained using (i) a combined focused ion beam (FIB) slitting, and digital image 

correlation (DIC) method and (ii) X-ray diffraction (XRD), at different length-scales. The 

predicted residual distortions were reasonably accurate in general whereas predicted residual 

stresses compared favorably for some components and not so favorably for others. It was 

concluded that (i) further work is required on the effects of measured plastic anisotropy on as-

built properties [23] and (ii) future research needs to focus on more accurate measurements of 

these critical material properties at elevated temperature to improve process simulation 

accuracy. A similar modelling approach by Yang et al. [24] achieved high accuracy compared 

to experimental measurements for predicting residual strains in PBF of Inconel 625. Apart from 

the residual stress prediction, it is also important to investigate the effect of residual stress on 

fatigue life of components with complex geometry. Jiang et al. [25] evaluated the role of 

residual stress on fatigue life of 316L stainless steel; the results showed that the tensile residual 

stress caused increase of mean stress and, hence, decrease of the fatigue life. Devaney et al. 

[26] applied a Basquin-Goodman methodology relating fatigue life to stress range and mean 

stress [27] to estimate the fatigue life at different locations in a complex welded X100 steel 

catenary riser connection; the results showed superior performance of the X100 material 

compared to more conventional X70 steels for example.  

This paper presents three-dimensional, finite element modelling for prediction of 

temperature-time histories and residual stress distributions of a realistic (macro-scale) Ti-6Al-

4V component manufactured using DED. A comparative assessment is presented, initially, 

between the (highly efficient but less accurate) layer-by-layer FE-based method and the new 

(efficient and high accuracy) ‘Abaqus AM’ method, in terms of temperature-time histories 
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against (i) previously-published ‘Model Change’ results [19, 21] and (ii) measured cooling 

rates. The latter are key for metallurgical transformations [21], and hence, as-built mechanical 

property prediction. A more detailed validation of the new Abaqus-based modelling method is 

then presented by way of comparison against published thermocouple data from a DED process 

of the three-dimensional component. The accuracy and efficiency of the new Abaqus-based 

method is verified by comparison to previously-published numerical results for residual stress 

prediction. A study on the effects of scanning strategy on three-dimensional temperature and 

residual stress distributions is presented, as a basis for identification of optimal manufacturing 

protocols and to demonstrate the effectiveness of the proposed modelling method. Finally, 

some sample fatigue life calculations are presented using a combined Basquin-Goodman 

approach, to demonstrate typical effects of the predicted AM-induced residual stresses for 

sample locations in the manufactured component, including the effect of scanning strategy, 

followed by some discussions and conclusions. Attention is focused here on uniaxial high cycle 

fatigue behavior for long life of components; hence the Basquin model is adopted, due to its 

simplicity and widespread use [Fuchs, Stephens and Stephens; Suresh]; the Goodman equation 

is widely used to incorporate the effects of mean stress on high cycle fatigue, and is therefore 

also adopted here to assess effects of residual stresses on HCF life for the AM Ti6Al4V 

components.  

 

2. Methodology 

There are several physical phenomena to consider in the DED process, including the 

thermal transfer, moving heat source, and material deposition. The widely-used sequentially 

coupled thermal and mechanical FE analysis approach is adopted to describe the DED process 

accurately and efficiently [8, 24, 28-30]. 3D transient thermal analysis is performed first, and 

then the thermal loading from the heat transfer analysis are coupled to the same FE model for 

mechanical analysis. 

2.1 Thermal mechanisms 

2.1.1 Heat transfer equations 

The main thermal mechanisms in DED are (i) conduction within the part, (ii) conduction 

between the part and substrate, and (iii) convection and radiation between the active layer and 

the surrounding air, as shown in Fig. 2. The governing equation for the heat transfer process is 
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written using the energy equation [31], as follows: 

 𝜌
𝑑𝐻(𝐫, 𝑡)

𝑑𝑡
= −∇ ∙ 𝐪 + 𝑄 + �̇�mech (1) 

where r represents an arbitrary reference material point in a Lagrangian domain 𝛺 , 𝜌  is 

material density (kg/m3), 𝐻 is enthalpy, t is time (s), 𝐪 is heat flux vector, and Q is laser heat 

source, �̇�mech  is thermo-mechanical dissipation. The temporal rate of enthalpy can be 

expressed as:  

 
𝑑𝐻(𝐫, 𝑡)

𝑑𝑡
= 𝐶p(𝑇)

𝑑𝑇(𝐫, 𝑡)

𝑑𝑡
 (2) 

where 𝐶p is the temperature dependent specific heat (J/kgK), T denotes temperature (K). The 

heat flux vector 𝐪 is given by Fourier’s law, as: 

 𝐪 = −𝑘(𝑇)∇𝑇 (3) 

where k is temperature dependent thermal conductivity (W/mK), which, for simplification 

purposes, is assumed to be isotropic here [19, 32]. Of course, thermal conductivity may 

possibly be anisotropic due to the mechanisms of AM metal [refs]; future work will investigate 

this further. The thermo-mechanical dissipation �̇�mech is defined as [33]: 

 �̇�mech = 𝝈 ∶  �̇�vp (4) 

where 𝝈 is the stress tensor and �̇�vp is the visco-plastic strain tensor. The heat loss due to heat 

convection is given by Newton’s law of cooling, as: 

 𝑞conv = ℎconv(𝑇s − 𝑇env) (5) 

where ℎconv is heat transfer convection coefficient (W/m2K), 𝑇s is surface temperature of the 

specimen (K), 𝑇env is environmental temperature (K). Here, a force convection coefficient 

ℎconv−force = 55 W/m2K  was used during the printing process, while a free convection 

coefficient ℎconv−free = 5 W/m2K was applied as the reference [19, 34, 35] because the argon 

atmosphere is no longer available after the printing process and the convection becomes 

uniform on all surfaces. The heat loss due to heat radiation is defined by Stefan-Boltzmann’s 

law: 



8 

 

𝑞rad = 𝜀rad𝜎rad(𝑇s
4 − 𝑇env

4 ) (6) 

where 𝜀rad is the emissivity coefficient, and 𝜎rad is the Stefan–Boltzmann constant. Here, the 

emissivity was assumed to be temperature independent as 0.54 [34], and the Stefan-

Boltzmann’s constant was set as 5.669 × 10−8 W/m2K4 [36, 37]. 

 

Fig. 2. Thermal transfer mechanisms during the DED process. 

 

2.1.2 Heat source equations 

The Goldak double ellipsoidal model, which has been widely adopted to describe the  

laser heat source Q in Eq. (1) during the DED process modelling [8, 32, 38-40], is employed 

in the present work, defined as: 

 

𝑄 = 𝑞𝑓   𝑤ℎ𝑒𝑛 𝑥l ≥ 0 

𝑄 = 𝑞𝑟   𝑤ℎ𝑒𝑛 𝑥l < 0 

𝑞𝑓/𝑟 =
6√3𝑓𝑓/𝑟𝐴𝑃

𝑎𝑏𝑐𝜋√𝜋
𝑒

(−
3𝑥l

2

𝑐𝑓/𝑟
2 −

3𝑦l
2

𝑎2 −
3𝑧l

2

𝑏2 )

 

(7) 

where 𝑓𝑓  and 𝑓𝑟  are ‘box size’ factors with a value of 1, A is the heat source absorption 

coefficient, P is the laser power (W) and 𝑥l, 𝑦l, 𝑧l are the local coordinates with origin centered 

on the moving heat source when the scanning speed 𝑣 reaches the maximum value, a, b are the 

dimensions along the 𝑦l and 𝑧l axis of the ellipsoid and 𝑐𝑓 and 𝑐𝑟 are the front length and rear 

length along the 𝑥l axis of the ellipsoid, as shown in Fig. 3. Generally, a, 𝑐𝑓 and 𝑐𝑟 are taken 
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as the laser spot radius, b is taken as the melt pool depth [8, 19]. The inputs for the Goldak heat 

source model are based on the DED manufacturing parameters of the experimental conditions 

investigated here [19], as summarized in Table 1. 

 

Fig. 3. The Goldak double ellipsoid heat source model for DED process. 

 

Table 1. Printing process parameters applied. 

Symbol Parameters Value 

𝑃 Laser power (W) 300 

𝐴 Heat source absorption coefficient 0.45 

𝑣 Laser scanning speed (mm/s) 2 

𝑅 Laser spot radius (mm) 1.36 

dm Melt pool depth (mm) 0.816 

 

2.2 Mechanical mechanisms 

The momentum balance equation used for the mechanical analysis is given by [37, 41]: 

∇ ∙ 𝝈 + 𝐛 = 0 (8) 

where 𝝈 is the Cauchy stress tensor and 𝐛 is the body force. The mechanical constitutive law 

of the elastic problem is defined as: 

𝝈 = 𝑪 ∶  𝜺𝐞 (9) 

where 𝑪 is the fourth order elastic tensor and 𝜺𝐞 is the elastic strain tensor, which is calculated 

by: 
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𝜺𝐞 = 𝜺𝐓𝐨𝐭𝐚𝐥 − 𝜺𝐩 − 𝜺𝐓 (10) 

where 𝜺𝐓𝐨𝐭𝐚𝐥, 𝜺𝐩, 𝜺𝐓 are the total, the plastic and the thermal strains, respectively. The thermal 

strain is defined as: 

𝜺𝐓 = 𝛼∆𝑇𝑰 (11) 

where 𝛼 is the thermal expansion coefficient (10-3/K), ∆𝑇 is the change in temperature (℃) and 

𝑰 is identity tensor. The tensile testing on the AM Ti-6Al-4V, which is used in the experiment 

investigated here [19], shows extensive plastic deformation with limited work hardening [42]. 

Hence, the widely employed elastic perfectly plastic model is adopted to define the constitutive 

behaviour of material in this study [43, 44].  

 

2.3 Additive manufacturing simulation techniques 

2.3.1 Layer-by-layer method 

The macroscale part is sectioned into microscale equivalent layers along the building 

direction for the layer-by-layer model (see Fig. 4), in which the whole layer is heated by an 

equivalent heat resource simultaneously, to save computational cost in AM modelling [14, 15, 

45]. The equivalent heat source 𝑄e is defined based on the printing process parameters (see 

Table 1): 

𝑄e =
𝐴𝑃

𝑑s𝑑m𝐻
 (12) 

where 𝑑s is the laser spot radius (mm), 𝑑m is the melt pool depth (mm) and H is the hatch 

spacing (mm), taken as laser spot diameter here. The heating time 𝑡ℎ𝑒𝑎𝑡 of each equivalent 

layer is calculated by: 

𝑡ℎ𝑒𝑎𝑡 =
𝑑𝑠

𝑣
 (13) 
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Fig. 4. The schematic diagram of the layer-by-layer method. 

 

2.3.2 Present FE-based AM method (Abaqus AM module) 

Historically, the ‘Model Change’ technique has been used to simulate the addition of new 

material with time. This is computationally inefficient for progressive material addition, and is 

limited to simple geometries [32]. As mentioned above, a new AM simulation module has 

recently been implemented within the general-purpose non-linear FE code, Abaqus [46]. This 

method is investigated here for simulation of the complete AM process for complex 

components. This implementation is significantly more efficient for (i) progressive element 

activation for modelling the deposition of materials and (ii) moving heat fluxes for modelling 

the laser heating process. The Event Series module is utilized to prescribe the combination of 

toolpath and process conditions which needs to be interpreted numerically both in time and 

space according to the element activation and related heat input. The newly introduced 

toolpath-mesh intersection module, which makes the model set-up simpler and less time-

consuming, can then be used to calculate the relevant information required for the thermal and 

structural FE analysis automatically after defining the event series in input files [8]. This is 

used to determine which elements have intersected with a path that is defined in time and space, 

for example the path of a tool. Previous methods were limited to adding elements at the start 

of a step, and required explicit definition of the elements to be included [13, 19-21]. The 

toolpath-mesh intersection module allows for a much looser coupling between the toolpath and 

the rest of the model, giving simpler and faster model set-up. The overall approach, as 

illustrated in Fig. 5.  
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Fig. 5. Overall AM modelling flowchart: (a) step 1: Designing, (b) step 2: Slicing, (c) step 3: 

Meshing, (d) step 4: AM process modelling. 

 

2.4 Rectangular model and material properties 

A five-layer hollow rectangular-shaped specimen (long length 41.86 mm, short length 

22.37 mm, height 4.43 mm, and width 2.72 mm) on a square substrate (width 101.6 mm and 

thickness 3.18 mm) is modelled corresponding to the experimental arrangement [19] using the 

‘Abaqus AM’ method to simulate the DED process (Fig. 6 (a)). The layer height Lh is 0.886 

mm. A detailed mesh convergence study is conducted to establish a suitable refined element 

size for the built part, with the final mesh (Fig. 6 (b)) using an element size (0.68 mm in x 

direction, four elements in width) based on the suggestions proposed in Refs [19, 32, 34], and 

converged to within 5% with respect to stress. The converged FE model contains 8562 elements 

and 13152 nodes. Eight-node linear heat transfer elements (DC3D8) and eight-node linear 

elements with full integration (C3D8) are chosen for the thermal and mechanical analysis, 

respectively [8]. For both thermal and mechanical analysis, the full element activation [24] is 

utilized to simulate the addition of material during the AM process.  

The build direction for the hollow rectangular-shaped specimen is defined in the global 

z-direction (Fig. 6 (b)). Temperature-dependent material properties of Ti-6Al-4V are employed 

in this study as taken from [34], presented in Table 2. The material density and Poisson’s ratio 

are assumed to be a constant of 4430 kg/m3 and 0.34 respectively [19]. The initial temperature 

of the whole model is set to be an ambient temperature of 27 oC. The substrate, which is also 

made of Ti-6Al-4V, is clamped at the left side to match the experimental settings, as shown in 

Fig. 6 (b).  
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(a) 

 

 
(b)  

Fig. 6. Finite element model of substrate and part geometry for DED simulation (a) Model 

configurations, (b) Finite element mesh and boundary conditions. 

 

 

Table 2. Temperature dependent material properties of Ti-6Al-4V [34]. 

Temperature 

T (oC)  

Specific heat 

Cp (J/kg/oC) 

Conductivity 

k (W/m/oC) 

Thermal 

expansion 

coefficient 

α (μ
m/m/oC) 

Elastic 

Modulus 

E (MPa) 

Yield 

strength 

σy (MPa) 

20 565 6.6 8.64 103950 768.15 

93 565 7.3 8.82 100100 735.3 
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205 574 9.1 9.09 94190 684.9 

250 586 9.7 9.2 91810 664.65 

315 603 10.6 9.33 88380 635.4 

425 649 12.6 9.55 82580 585.9 

500 682 13.9 9.7 78630 552.15 

540 699 14.6 9.7 76520 534.15 

650 770 17.5 9.7 70720 484.65 

 

2.5 Scanning strategies 

Three different scanning strategies are employed in the DED process modelling to 

investigate the effect on thermal distribution and resulted residual stress. These are denoted as 

strategies A [19], B [47], C, respectively, as shown in Fig. 7. ‘1’, ‘2’, ‘3’, ‘4’ are marked to 

represent the deposition sequence of the hollow rectangular-shaped specimen: green points and 

bold arrow lines represent the start and direction of each deposition layer. The maximum time 

that the deposited material has to cool before the new layer to be deposited for strategy A, B 

and C are 58.8 s, 78 s and 117.6 s, respectively. Different material deposition and moving heat 

event series are programmed to define the motion of powder and the laser moving path 

according to the respective scanning strategies. 

 

  

Fig. 7. Schematic diagram of different scanning strategies. 

 

3. Results 
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3.1 Verification and validation of AM simulation techniques 

3.1.1 Verification of AM simulation techniques 

In this present study, the DED process for Ti-6Al-4V specimens is investigated using 

both the layer-by-layer method and the ‘Abaqus AM’ method to verify the accuracy of the 

proposed AM modelling techniques via comparison to published results. Fig. 8 shows the 

position of a selected point (at the center of the first layer), which is 38.8 mm away from the 

laser start point (left corner of first layer). The comparison of the FE-predicted thermal history 

for the selected point by layer-by-layer modelling against the numerical results using the 

‘Model Change’ technique reported by Baykasoglu et al. [32] for the same point is shown in 

Fig. 9. A similar temperature profile is predicted by the layer-by-layer method, however, a time 

difference is clearly shown between the time of peak temperature of the layer-by-layer method 

and that in Ref [32]. For example, the time of the first peak predicted by the layer-by-layer 

method is 1.36 s, while the first peak in the published result arrives at 19.4 s: the cause of the 

difference is that the whole layer is heated simultaneously using the layer-by-layer method, 

since the real laser travelling time has not been modelled. The first temperature peak (first layer 

deposition) in both methods is almost identical, approximately 1800 oC. However, subsequent 

peaks are significantly different in magnitude; e.g. the layer-by-layer method underpredicts the 

second peak by about 500 oC viz. 1200 oC compared to 1700 oC. These differences after the 

first layer are primarily attributed to longer cooling times in the layer-by-layer method. 

Furthermore, the sampled point for temperature is on the first layer, the distance between the 

new layer and the first layer increases with the deposition process, which makes the peak 

temperature measured from the first layer decreases gradually. Fig. 10 presents the FE-

predicted thermal history at the same selected point using the ‘Abaqus AM’ method, 

corresponding to the deposition of five layers. This clearly shows five primary peaks in 

temperature, both the trend and peak temperature are in good agreement with the published 

numerical results [32]. The comparison of predicted and measured cooling rates is summarised 

in Table 3, including the measured result from DED Ti-6Al-4V experiment by Lia et al. [48, 

49]. The FE-predicted cooling rate using the ‘Abaqus AM’ method is seen to be significantly 

closer to the test measurement than the prediction by Baykasoglu et al. [32]. It is important to 

note that for the case here using 8 CPUs, the total runtime for this model is around 4 hours for 

the thermal analysis, using the ‘Abaqus AM’ method, compared to approximately 6 times CPU 

time using the ‘Model Change’ technique. 
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Fig. 8. Illustration of position of selected point (at the centre of the first layer). 

 

 

Fig. 9. Comparison of FE-predicted thermal history for selected point using the layer-by-layer 

method against independent numerical results from Baykasoglu et al. [32] using the more 

computationally-expensive ‘Model Change’ technique. 

 

1.36 s 19.4 s 
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Fig. 10. Comparison of FE-predicted thermal history for selected point against independent 

numerical results from Baykasoglu et al. [32] using the more computationally-expensive 

‘Model Change’ technique. 

 

Table 3. Comparison of predicted and measured cooling rates of DED Ti-6Al-4V. 

Source Cooling rate (oC/s) 

Simulation [32] ~ 100 

Present work with ‘Abaqus AM’ ~ 200  

Test [49] 219 ± 6.1   

 

3.1.2 Validation of AM simulations 

The FE thermal analysis results are validated by comparison to the experimental 

measurement results reported by Yang et al. [19], where the rectangular shaped Ti-6Al-4V 

specimen was produced using the Optomec LENS system [50], and two Omega SA1XL-K-72 

thermocouples (TC) were attached on the top and bottom surfaces of the substrate to collect 

the temperature data during the heating (printing) and cooling processes. Time and temperature 

were recorded with 100 Hz sampling rate. The locations of the two TCs are shown in Fig. 11, 

where the solid black circle represents TC1 on the top surface of the substrate and the empty 

black circle represents TC2 on the bottom surface of the substrate. 

Cooling rate 
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The predicted temperature histories are obtained at the same TC locations as in the 

experimental measurements. Fig. 12 shows the temperature comparison between the predicted 

(using the layer-by-layer method and the AM Module method) and experimental measurements. 

It is clear from Fig. 12 that during the heating process (from 0 s to 293.9 s), the experimental 

results and the numerical results using the AM Module method follow a very similar trend, and 

their trends are almost the same during the cooling process (from 294 s to 1600 s), while the 

predictions using the Layer-by-Layer method are much higher than the experimental 

measurements, which may due to the whole layer is heated simultaneously during the Layer-

by-Layer modelling. The comparison also validates the developed FE model through the 

thickness direction (z direction) (Fig. 11) as TC1 and TC2 are on the top and bottom surfaces 

of the substrate, respectively. Compared to TC1, the measured temperature at TC2 is higher, 

especially during the heating process, which is due to TC2 being 5 mm closer to the deposition 

part in the x direction (Fig. 11) than TC1.  

The predicted temperature field distribution at the end of printing (before the start of the 

cooling process) is shown in Fig. 13: both the contour plot and maximum temperature (viz. 

2432 oC, as compared to 2447 oC) are found to be comparable to the numerical results reported 

by Yang et al. [19]. The predicted contours of residual stress 𝜎x  and 𝜎y  along the x and y 

direction are shown in Fig. 14. Fig. 15 presents the comparison of predicted maximum of 

spatial residual stress. Regardless of maximum stress location or value, both 𝜎x and 𝜎y are in 

close agreement with the predictions from Yang et al. [19] using more computationally-

expensive ‘Model Change’ technique. 
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Fig. 11. Locations of the two thermocouples measurement points: TC1 (solid circle) on top 

surface and TC2 (empty circle) on bottom surface of the substrate. 

 

 

        (a) 
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        (b) 

Fig. 12. Temperature history comparison between the predicted using the layer-by-layer 

method and the AM Module method and experimental  measurements (Ref [19]) at (a) TC1 

and (b) TC2. 

 

 

Fig. 13. The predicted temperature distribution with scanning strategy A (Fig. 7) at the end of 

the printing before cooling starts. 
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(a) 

 

(b) 

Fig. 14. The predicted stress distribution with scanning strategy A (Fig. 7): (a) 𝜎x: residual 

stress along the x direction and (b) 𝜎y: residual stress along the y direction. 

  

Fig. 15. The comparison of predicted maximum (spatial) residual stress. 
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3.2 Thermal profile of different scanning strategies 

To understand the influence of scanning strategy on the thermal profile, the temperature 

distributions at certain layers with the different scanning strategies are extracted. The laser 

scanning sequence is varied while the same laser heat source is employed for all scanning 

strategies. As a result, the thermal distributions are different based on the scanning strategy. 

The FE modelling results for the temperature contours with the same legend of the additively 

manufactured rectangular shaped Ti-6Al-4V specimen at the end of layer 4 with using various 

scanning strategies are demonstrated in Fig. 16. The maximum temperature at layer 4 of the 

rectangular specimen in relation to the respective scanning strategies is indicated by the text 

and arrow on each image in Fig. 16. It is clearly shown that both the value and location of 

maximum temperatures with each scanning strategy are different. Comparing all the scanning 

strategies, Strategy A (Fig. 7) exhibits the highest maximum temperature at the bottom of the 

long side of the specimen (2214 oC, Fig. 16 (a)), while Strategy C (Fig. 7) exhibits the lowest 

maximum temperature at the right short side of the specimen (2145 oC, Fig. 16 (c)). This may 

due to the changing direction between each layer providing longer cooling time for the 

specimen. Strategy B has a predicted maximum temperature on the left short side of the 

specimen (2148 oC, Fig. 16 (b)), where the start point is changed for each layer (Fig. 7). 

 

 

                        (a)                                                            (b) 

 

(c) 

Fig. 16. The temperature contours at the end of layer 4 with different scanning strategies (see 

Fig. 7): (a) Strategy A, (b) Strategy B, (c) Strategy C. 
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3.3 Residual stress of different scanning strategies 

Fig. 17 shows the FE results of the final maximum principal stress distributions for the 

rectangular shaped Ti-6Al-4V specimens using the different scanning strategies. The scanning 

strategy (both laser scanning start point and direction) is seen to have a significant influence 

on the maximum principal stress distributions. Strategy B gives the highest maximum principal 

stress (818.6 MPa, Fig. 17 (b)) but a more uniform distribution when compared to the Strategy 

A, which gives the second highest maximum principal stress (780.5 MPa, Fig. 17 (a)), 

demonstrating the effect of changing the start point between each layer. Strategy C gives the 

lowest maximum principal stress (733.8 MPa, Fig. 17 (c)) indicating the beneficial effect of 

changing the laser direction between each layer, in terms of mitigating residual stress. 

Specifically, the model predicts about 12 % decrease of maximum principal stress in scanning 

strategy C compared to that of scanning strategy B. 

 

 

 

                                           (a)                                                                       (b) 

 

(c) 

Fig. 17. The final maximum principal stress for different scanning strategies before releasing 

substrate constraints: (a) Strategy A, (b) Strategy B, (c) Strategy C. 

 

Fig. 18 presents the predicted final 𝜎x residual stresses for the rectangular shaped Ti-6Al-

4V specimens before releasing the substrate constraint, which shows that the 𝜎x stress on the 
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short side of rectangular shaped specimen is always higher than on the long side. Fig. 18 (a) 

shows that the highest 𝜎x stress (606.5 MPa) occurs with Strategy A (Fig. 7), which is 7 % 

larger than Strategy B (562.8 MPa, Fig. 18 (b)). Strategy C gives the lowest 𝜎x stress (528.5 

MPa), as shown in Fig. 18 (c), which is 13 % lower than Strategy A. Strategies B and C have 

similar 𝜎x stress distributions and more uniform 𝜎x stress distribution on the longer side of the 

specimen than that of Strategy A. 

Fig. 19 shows the 𝜎y residual stress distributions. Strategy B produces higher 𝜎y residual 

stresses (693 MPa, Fig. 19 (b)) than other two scanning strategies (Strategy A: 550.8 MPa, see 

Fig. 19 (a) and Strategy C: 595.3 MPa, see Fig. 19 (c)), which is different with the 𝜎x residual 

stress (Fig. 18). Strategy A is predicted with the lowest 𝜎y stress (550.8 MPa) but highest 𝜎x 

stress (606.5 MPa), which may be caused by higher temperature (Fig. 16). Except Strategy A, 

the other two scanning strategies have similar and more uniform 𝜎y stress distribution at the 

shorter side of the specimen. 

 

 

                                           (a)                                                                       (b) 

 

(c) 

Fig. 18. The final 𝜎x residual stress distributions for different scanning strategies: (a) Strategy 

A, (b) Strategy B, (c) Strategy C. 
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                                           (a)                                                                       (b) 

 

(c) 

Fig. 19. The final 𝜎y residual stress distributions for different scanning strategies: (a) Strategy 

A, (b) Strategy B, (c) Strategy C. 

 

Fig. 20 shows the comparison of predicted highest residual stress (𝜎x, 𝜎y and maximum 

principal stress) for all the three scanning strategies (Fig. 7). The results of maximum principal 

stress and directional residual stress show that Strategy B gives the highest maximum principal 

and 𝜎y  stresses, while the Strategy C gives the lowest maximum principal and 𝜎x  stresses. 

Changing the laser direction between layers (Strategy C, Fig. 7) caused a 46.7 MPa lower 

maximum principal stress compared to keeping the same laser sequence for each layer 

(Strategy A, Fig. 7), which indicates that changing the laser direction between layers is 

beneficial for reducing residual stress. 
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Fig. 20. Comparison of predicted maximum final residual stresses for different scanning 

strategies. 

 

3.4 Fatigue life prediction 

The equation relating fatigue life 𝑁𝑓 to stress range, mean stress and residual stress is 

given by combining the well-known Goodman equation for effect of mean stress with 

Basquin’s equation [26, 27]: 

𝑁𝑓 = [
𝜎𝑎

𝜎𝑓
′ (1 −

𝜎𝑚 + 𝜎𝑟

𝜎𝑇𝑆
)

]

1
𝑏

 (14) 

where 𝜎𝑓
′ and 𝑏 are high-cycle fatigue material constants, known as fatigue strength coefficient 

and exponent, respectively, 𝜎𝑎  is alternating stress range, 𝜎𝑚  is mean stress, 𝜎𝑟  is residual 

stress and 𝜎𝑇𝑆 is ultimate tensile strength. The identified material constants and mechanical 

properties of as-built AM Ti-6Al-4V used in Eq (14) are provided in Table 4 [51, 52]. It is 

important to note that different AM process parameters can lead to different mechanical 

properties as the microstructures in the manufactured samples are different [53]. The 

alternating stress range and the mean stress are assumed to be 100 MPa and 200 MPa, 

respectively. Life predictions for four different sample locations, P1, P2, P3 and P4 (see Fig. 

17 (a)) within the as-built AM Ti-6Al-4V component under Strategy A are given in Table 5. 

Table 6 shows the life predictions of as-built AM Ti-6Al-4V component at the location of  

maximum principal stress for each scanning strategy (Fig. 17).  
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Table 4. Identified material constants and mechanical properties of as-built AM Ti-6Al-4V [51, 

52]. 

Fatigue strength coefficient 

𝜎𝑓
′ (MPa) 

Fatigue strength exponent 

b 

Ultimate tensile strength 

𝜎𝑇𝑆 (MPa) 

1163 -0.046 1182 

 

Table 5. Life predictions of as-built AM Ti-6Al-4V component at different positions under 

Strategy A (positions as labelled in Fig. 17 (a)). 

 Position 1 Position 2 Position 3 Position 4 

Residual stress 𝜎𝑟 (MPa) 650 700 750 -100 

𝜎𝑚 + 𝜎𝑟 (MPa) 850 900 950 100 

Basquin-Goodman 𝑁𝑓  1.50 × 1011 4.32 × 109 6.20 × 107 2.14 × 1022 

 

Table 6. Life predictions of as-built AM Ti-6Al-4V component at the maximum principal stress 

position under different strategies. 

 Strategy A Strategy B Strategy C 

Residual stress 𝜎𝑟 (MPa) 780.5 818.6 733.8 

𝜎𝑚 + 𝜎𝑟 (MPa) 980.5 1018.5 933.8 

Basquin-Goodman 𝑁𝑓  2.90 × 106 3.04 × 104 2.69 × 108 

 

4. Discussion 

The present computational model offers an efficient and accurate method for simulation 

of the DED process of macro-scale metal components, which includes prediction of thermal 

histories during AM process and AM-induced residual stresses with effects of different 

scanning strategies. To the authors’ knowledge, this is the first time the ‘Abaqus AM’ method 

has been presented for comparison against the layer-by-layer method (see Fig. 4) and 

investigation of effects of scanning strategies in DED process. Existing research usually 

focuses on one or two aspects with specific AM modelling techniques and AM process 

parameters, such as predicting residual stress with layer-by-layer method [14, 16], thermal 

analysis of DED process with different scanning strategies [54], thermal and mechanical 

behaviour prediction in the DED process using ‘Model Change’ technique [19, 32], which is 
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simulation complicated and computational costly. 

In the thermal process simulation presented here, the layer-by-layer method is adopted 

to computationally predict the thermal history of the rectangular shaped Ti-6Al-4V specimen 

(Fig. 6) during DED process for simulation simplification and computational cost saving, 

however, the effect of scanning strategies cannot be investigated due to the physically realistic 

laser scanning path has been ignored [55] ((e.g. see Fig. 9). The new ‘Abaqus AM’ is employed 

to simulate the complete AM process (Fig. 5), and the generally-accepted double ellipsoidal 

volumetric Goldak heat source model (Fig. 3) is implemented via the built-in subroutine 

function to describe the heat flux during the DED process [38], in which the layer thickness is 

usually greater than that of PBF process [56], where the Gaussian surface heat flux is often 

used due to the minuscule layer thickness [21]. The predicted thermal history including peak 

temperatures and cooling rate, is validated by comparison with the published numerical and 

experimental results (see Fig. 10, Fig. 12) [19, 49]. It is clear that the model captures the peak 

temperatures reasonably well, but slightly over-predicts the cooling rates compared to the 

published numerical prediction (viz. ~ 200 oC/s, as compared to ~ 100 oC) (Table 3) [32]. 

However, the slight over-prediction by present model is within the typical cooling rate range 

(< 103 oC/s) [57], and is more close to the experimental measurement (219 ± 6.1 oC/s) from a 

five-layers Ti-6Al-4V DED process [48, 49]. The accuracy of present model could potentially 

be improved by including the typical physical phenomena, such as laser-powder interaction, 

phase transition (melting, vaporization and solidification), molten pool hydrodynamics [58, 59].  

In the current mechanical process simulation, the sequentially coupled thermal and 

mechanical FE analysis strategy is employed due to the weak nature of mechanical to thermal 

field coupling in the DED process [24, 55]. It is worth pointing out that the fully coupled 

thermal-mechanical analysis, which takes much higher computational cost, has been compared 

to the sequentially coupled thermal-mechanical, where no significant difference is observed 

[19]. When the laser heating source starts along the x direction for depositing the shorter side 

for the first layer of the rectangular shaped Ti-6Al-4V specimen (Fig. 7), the compressive stress 

is generated for the material in front of the heating source due to thermal expansion, the tensile 

stress is generated in the deposition due to thermal contraction when the cooling starts after the 

heating source passes [28, 60]. The tensile (positive) 𝜎x residual stress which causes a bending 

shape deformation along the shorter side of the specimen when the part reaches at room 

temperature after the cooling period (see Fig. 14 (a)). The same analysis can be used for the 
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tensile 𝜎y residual stress along the y direction when the longer side of the specimen is being 

deposited (see Fig. 14 (b)). The predictions obtained from the present model are in reasonable 

agreement with the published numerical and experimental results [19, 32], providing 

confidence in the modelling approach. 

Finally, the effect of scanning strategy on thermal profile and residual stress is 

investigated by defining different event series for simulating the laser beam movement path in 

Fig. 7. The present work managed to reveal and capture the impact of scanning strategy, which 

shows that the scanning strategy can determine both the temperature (Fig. 16) and stress 

distributions (Fig. 17, Fig. 18, Fig. 19) of the rectangular shaped Ti-6Al-4V specimen. 

Significant influence of the scanning strategy on the final part residual stress is also predicted 

by Zhang et.al. [37] and Lu et al. [47]. Woo et al. [61] experimentally measured residual stress 

of DED manufactured specimens with different strategies (bidirectional, orthogonal and island 

scan) by using four different methods (the contour method, neutron diffraction, and 

deep/incremental center hole drilling), demonstrating benefits of optimized residual stress 

distributions, as the range of stress values (changes from tension to compression) was 

significantly alleviated from 950 MPa for the bidirectional scan to 430 MPa for the island scan. 

The results obtained by different measurement methods are consistent. Table 5 shows that the 

increase of the tensile residual stress significantly decreased the fatigue life (see life predictions 

at positions from Position 1 to Position 3), and there will be a beneficial effect with the 

compressive residual stress (see life predictions at Position 4). Based on the results shown in 

Fig. 20 and Table 6, the appropriate scanning strategy should be considered for optimizing the 

residual stress of the specimen, particularly for mitigating tensile residual stresses, which is 

detrimental to the fatigue performance of AM parts [62]. 

A key next step for the present work, is the extension to include the effect of substrate 

constraints. Recently, Zhang et al. [37] have investigated the influence of substrate constraints 

on the residual stress, a decrease of around 200 MPa in maximum principal stress was found 

when comparing the predicted residual stress before and after releasing the substrate constraints.  

The development of a process-structure-property (PSP) tool could make a significant 

contribution to the AM process optimization, such as saving time and cost compared to existing 

trial-and-error methods. Recently, Yang et al. [63] have presented a physically-based structure-

property model for assessing the mechanical properties (yield stress, ultimate tensile strength, 

uniform elongation and flow stress) of PBF manufactured Ti-6Al-4V, including the effects of 



30 

 

solutes, grain size, phase volume fraction and dislocation density, the predicted tensile stress-

strain responses are validated against measured tensile test data from 25 oC to 1000 oC. The 

effects of temperature-dependence on tensile stress-strain response is captured more accurately 

by including solid-state phase transformation (SSPT) effects, while stress is significantly over-

predicted for temperatures above 400 oC when excluding the SSPT effects.  In future work, it 

is planned to combine the current model with the process-structure model [21] for 

microstructure prediction based on the FE predicted thermal histories, and with the structure-

property model [63] for resultant mechanical properties prediction of realistic, large-scale AM 

components, for capturing the effects of key AM manufacturing parameters for AM process 

optimization. Fatigue life prediction is particularly important for AM processed metals [64]. It 

is also intended to integrate the achieved PSP tool with our previously developed physically-

based fatigue crack initiation (FCI) model [65] to predict effects of AM manufacturing process 

on the fatigue response of complex AM geometries, such as the conformal cooling injection 

moulding tools. 

 

5. Conclusions 

This paper presents a finite element modelling framework for the full process simulation 

of complex Ti-6Al-4V components in directed energy deposition additive manufacturing 

process. The method is based on the combined use of (i) application of the present FE-based 

AM method to define the additive manufacturing process parameters (moving heat source, 

toolpath, laser power, etc) as event series for input and (ii) the sequentially coupled thermo-

mechanical analysis for the prediction of thermal profile and residual stress. The key 

conclusions are: 

• The thermal and mechanical analysis are successfully validated against published 

numerical and experimental measurements, giving close agreement for temperature 

histories at different measurement locations. In particular, the new model shows 

significantly improved agreement of cooling rate, a key parameter for predicting phase 

transformations, with the measured result, compared to previously published 

simulations.   

• Comparison with the more simplified, but commonly-used layer-by-layer method, with 

measured thermal histories and the proposed Abaqus AM method, has demonstrated 

that the layer-by-layer method is significantly less accurate for capturing peak 
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temperatures and specific temporal variation (e.g. cooling rate), particularly in relation 

to layer-based phenomena, as expected.  

• The scanning strategy is shown to have a significant effect on temperature profile and 

residual stress of the rectangular shaped Ti-6Al-4V specimen during directed energy 

deposition. Changing laser direction between layers was shown to be beneficial for 

mitigating detrimental residual stress. 

• Basquin-Goodman high cycle fatigue life calculations, for sample locations (residual 

stresses) within the as-built AM Ti-6Al-4V component, have demonstrated (i) the 

detrimental effects of AM-induced tensile residual stress, (ii) the beneficial effect of 

AM-induced compressive residual stress and (iii) the capability for mitigating 

detrimental residual stress effects via design of scanning strategy. 

• The modelling results demonstrate the capability of the present FE-based AM method, 

which greatly reduces input-output data and computational time and makes the additive 

manufacturing process simulation of complex engineering components more feasible. 

Although this study focussed on the laser directed energy deposition process, the 

method is equally applicable to other AM processes, such as laser powder bed fusion 

process. Future work will focus on such processes. 

• Further research work will require more accurate experimental measurements, such as 

the material constitutive behaviour and properties at elevated temperatures, to improve 

the accuracy of additive manufacturing process simulation. 
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