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Preface 
 
This volume contains the peer-reviewed proceedings of the inaugural Cyber Research Conference Ireland 
(CRCI) which was hosted by Atlantic Technological University (Galway) in partnership with the University of 
Galway and the itag Cyber Forum / Cyber Ireland West Chapter. The event took place on April 25, 2022 and 
attracted 80 delegates from academia, industry, and the public sector.  
 
The purpose of the conference was to bring together, for the first time, the multidisciplinary community of 
researchers across the island of Ireland who are engaged with various aspects of cybersecurity, cybercrime and 
related areas. Researchers from the fields of computer science, business information systems, finance and risk 
management, psychology, criminology, law, human resources and other cognate disciplines were in attendance.  
 
The initial idea for this national conference was proposed at an itag Cyber Forum meeting in October 2021 by 
Dr. Michael Lang of the School of Business & Economics, University of Galway, who observed that there has 
never been any previous event in Ireland that brought together cyber researchers from different disciplines on a 
unified platform. Séamus Dowling and Ruth Lennon of Atlantic Technological University supported the 
suggestion and came on board as conference co-chair and programme chair respectively. 
 
The event was a tremendous success, providing a forum for young and established researchers to present their 
work and to build networks. It is intended that CRCI will become an annual event travelling around the regions 
of Ireland. 
 
The 2022 conference was kindly sponsored by the itag Skillnet programme. 
 
 

 
 

Pictured at the Cyber Research Conference Ireland 2022 were, from left: Eamonn Larkin, IBM 
(Chairperson of itag Cyber Forum), Ruth Lennon, Atlantic Technological University (Programme 
Chair); Séamus Dowling, Atlantic Technological University (Conference co-Chair); Michael 
Lang, University of Galway (Conference co-Chair); Caroline Cawley (CEO of itag). 
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Abstract—This paper proposes a specific process-based 
approach to a systematic literature review to scope extant 
research on user behavior in cybersecurity. Focusing on the 
socio- rather than technical aspects of cybersecurity, it aims 
to identify pertinent studies, identify a set of categories of 
behavioral concern, and propose a set of further studies to 
investigate these categories.  Further, the study proposes to 
identify user-focused behavioral themes of particular concern 
to organizations and users, to provide insights on user 
behaviors that can impact effective cybersecurity. 

Keywords—cybersecurity, user behavior, attack, 
information systems 

I. INTRODUCTION 
Cybersecurity is rapidly assuming prominence and 

importance for organizations [1, 2], federal governance 
bodies [3], and nations [4], largely pivoted by the breakneck 
digital transformation during COVID-19. Recent security 
breaches have highlighted the negative impacts of weak 
cybersecurity on health systems, university education, 
global banking, and commercial data [5, 6]. In the face of 
growing cybersecurity attacks, research and industry have, 
however, often relegated cybersecurity as a predominantly 
technological solution. However, such relegation is 
essentially myopic. 

In most cases, after significant investigation, breaches 
can be traced to the accidental or intended actions of the 
individual, with resultant access to technical systems and 
compromising security layers [7, 22].  Such actions include 
a person clicking on a malicious web link; exposing a 
password; not securing access to sensitive data or systems; 
failing to secure systems to prevent malware, viruses or 
trojan infection; poor adherence to security protocols in 
organizations; accidental data loss or transfer; use of 
infected software or visiting infected web pages; not 
maintaining up-to-date software patches; or other behaviors 
reliant on user-triggered execution.  Other than zero-day 
flaws in technologies, slow fix rollout by technology 
providers, or the increasing capability and sophistication of 
lone or state-backed hackers, it is mainly user-behavior that 
facilitates breaches to otherwise secure systems [8-10]. 

The extant literature in the information systems and its 
main informing fields has to date assessed broad aspects of 
cybersecurity, including cyberattacks, cyber policies, 
mitigation, recovery, and other facets of preparedness, 
response, and emerging issues.  On the socio-technical 
spectrum inherent to information systems, numerous studies 
have focused on technical aspects to cybersecurity, in the 
main outside the core information systems literature bases 

but within the software engineering body of knowledge 
generally; others have focused on social aspects and, 
although largely within information systems literatures, 
have taken an organizational or corporate perspective [11-
13].  

Recently, there have been some research efforts 
reviewing cybersecurity user behaviors (e.g. Simon [22]). 
However, [22] is epistemic and mainly covers the "partial" 
representational aspects of human factors rather than a 
comprehensive synthesis across abroad range of human 
behaviors related to cybersecurity. Therein lies a serious 
lacunae in a systematic examination of user behavior in 
cybersecurity breaches, especially when facing a deluge or 
attacks and a paucity of cybersecurity perils owing to user 
behaviors. 

A lack of understanding of cybersecurity user behavior 
not only weakens our understanding of cybersecurity but 
also exposes our burgeoning digital economies to a slew of 
future malicious attacks. Cybersecurity efficacy is 
important, because it comprises a non-binary multivariate 
spectrum. Overall there is a need for more coherence, rooted 
in a core discipline with informing domains, with the robust 
inclusion of user-centred issues in cybersecurity and, in 
particular, the impact of user behaviors on cybersecurity 
efficacy [10]. 

II. MOTIVATION 
Cybersecurity has received media attention largely in 

the context of cyberattacks. Corporate response to 
cyberattack has largely been reactive [14], seeking to patch 
weaknesses after they have been exposed and after an attack 
has occurred [15]. Governments, dealing with a myriad of 
interconnected systems in public service provision, have 
also responded reactively, leading to extended down-times 
and lengthy recovery periods that damage service provision 
[3].  However, although recovery from cyberattacks can 
lead to changes in IT policy and better-defended systems 
[5], these tend not to be accompanied by well-defined 
security-focused changes in user behaviors, a persistent 
issue evident through the last decade [8, 23, 24]: behavioral 
change tends to be led by IT departments and channelled out 
to personnel through policy communication and email 
directives, as an instruction-led set of best practices, and not 
as a set of principles underpinned by an objective to re-
normalise user behaviors beyond the immediacy of the 
attack [6].  Failure to adequately address behaviors over the 
medium- to long-term can facilitate further attacks of a 
similar nature [8].  Allowing changed behaviors to wane 
over time can do the same.  Whereas the technical aspects 
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of systems security can be managed methodically in many 
cases, it is the socio-behavioral that can enable persistence 
of threat to future cyberattack [10].  It follows that adequate 
address of user behaviors can, at a minimum, buttress 
organizational readiness, strengthen pre-emptive security 
policy, or help to identify a different set of normative 
behaviors by individuals commensurate with higher 
security.  But beyond these impacts, a focus on user 
behaviors could provide a rebalancing of approach to 
cybersecurity to include human action as a core component 
to effective cyber fitness, and help organizations to move 
away from relatively chaotic reactive response to data 
breaches and system attacks, and towards a calmer and more 
planned proactive approach.   

In many organizations, and indeed across supply chains, 
the suite of software applications, IT hardware and 
networking infrastructures in use span internal, dated, new 
and interlinked systems, some outsourced, some cloud-
based, and at times with many different technical security 
measures in play [16, 17].  However, many breaches occur 
through on-premise local systems, typically where users 
have increased system privileges, or where systems are 
particularly dated with poor security controls [6]. Cloud-
based systems, in the main, are relatively more secure when 
based on leading technologies such as AWS or Azure.  The 
more preventative proactive approach to cybersecurity 
encompasses the technical, with ongoing focus on anti-
malware and other software- and hardware-based security 
layers for IT systems, networks and underlying 
infrastructures.  A focus on technically securing local on-
premise applications, where persons interact with these 
systems daily, for example, health record entry in hospitals, 
or online database access, only goes part of the distance in 
better securing these and connected systems: user behaviors 
cannot be an afterthought [8].  Without clear attendance to 
behavior, cybersecurity is destined to repeat its own history, 
just perhaps with bigger stories. 

III. USER-BEHAVIOR- PHANTOM OR MENACE 
It is important to scope what the information systems 

community of researchers already knows about user 
behaviors in the context of cybersecurity and, in particular, 
the impact of behavior on cybersecurity.  This study aims to 
do exactly that, through a systematic literature review.  
However, even since the turn of the 21st century IS research 
has been desperately fragmented on appropriate methods, 
approaches, and implementations of research [18], with 
divergence persisting over more recent years with various 
approaches to systematic reviews [19].  Further, as 
cybersecurity has evolved in prominence and composition, 
literature reviews within the last half decade have already 
successfully provided increased clarity on various aspects of 
cybersecurity, for example blockchain [20], smart cities 
[21], and supply chain [16]. Additionally, a 2019 systematic 
literature review on the impact of user behaviors on 
cybersecurity focused specifically on time pressure [9], and 
spanning only 21 studies; whereas a 2021 review mentioned 
earlier focused particularly on a theoretical epistemic view, 
excluded papers from major IS conferences, did not study 
the broad range of user behavior, user psychology, social or 
corporate behavioral norms, and did not seek to identify 
behavioral themes [22]. The study here aims to a) employ a 
broader framework to expand upon these studies, to 
undertake a systematic literature review to map the research 

to date, focusing on the social rather than the technical 
aspects of cybersecurity within the information systems (IS) 
and informing literature bases, and b) to inform a second 
stage of research by identifying a set of common themes 
pertaining to user behaviors that warrant further study and 
address in proactive approaches to cybersecurity. 
Employing the procedural systematic ontology developed 
by [13] and following the model operationalised by [11], the 
study comprises a 3-stage structure. The first stage involves 
a review of research relevant to user behavior in 
cybersecurity, using the following 6-step linear funnelling 
process:  

1. Develop a review plan 

2. Define and apply a literature search strategy 

3. Select and refine studies 

4. Assess and refine quality 

5. Extract categories 

6. Synthesise and classify findings 

The systematic approach taken provides “a simple, 
theoretically grounded, generalizable, yet flexible 
framework” [13], with a rigorous provision of both 
systematicity and transparency of and within method. For an 
exposition of both aspects, see [13]. However, though 
aspects of this approach have been employed in a small set 
of studies since 2016, a complete operationalisation in 2021 
[11] provides a clear blueprint for execution in new 
domains.  It is a cascading model, with steps 1-2 of 6 
extensively dependent upon initial definition of search 
strategy, search terms, and bounds; rigor in these initial 
steps cascades through the model, with a further escalation 
in rigor required for step 5, which defines categories of 
concern in the particular domain.  The 6-step approach may 
be buttressed by compositional modelling approaches such 
as prisma, to better categorise studies and identify 
categorical theme.  We focus specifically on particular 
objectives to this paper, and to the first part of the tripartite 
study, in the following section. 

In line with [11], the resultant theorising review will 
contribute to information systems research at the 
intersection of user behavior and cybersecurity.  The output 
of the review is an exposition of shortcomings in the 
relevant extant literature, directly in line with [11], and 
explicitly cognisant of a-priori boundaries discussed in [12], 
in addition to the ranked identification of categories of 
primacy with respect to user behavior in cybersecurity.  The 
theorising review will also provision the elaboration of 
extant knowledge in cyber-specific user behaviors and 
identify potential perils for organizations and users.   

The second stage will forward a classification schema to 
investigate categories of primacy, identifying appropriate 
methodologies and approaches once categories are 
identified, and delineation of a set of further studies 
according to category.  The third stage is the execution of 
these studies. 

IV. OBJECTIVES 
This paper focuses on the first stage, comprising a 6-step 

ontology for the literature review. Helping to identify 
sources of critical knowledge gaps, and missing and 
neglected aspects in research, a critical factor in effecting a 
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quality approach to systematizing a literature review using 
the 6-step funnelling process outlined above are, ab initio, 
to robustly assess and refine: 

a) the sources of literature 

b) the search terms employed, and  

c) a rubric for categorization extraction.   

In line with previous relevant systematic searches in 
information systems, starting proposals for literature 
sources are Web of Science and EBSCO (Business Source 
Premier, Scopus and PsychInfo), ACM Digital Library and 
IEEE Xplore.  Additionally, to address the scoping 
shortcomings of previous systematic reviews , we propose 
to include AISEL Electronic Library to include premier IS 
conference proceedings such as ICIS, ECIS and HICSS; and 
the AIS senior scholar basket of 8 IS journals. 

The systematic review will provide both theoretical and 
practical contributions for research and  industry by (i) 
surfacing the epistemological conflicts in cybersecurity and 
user behaviors in extant literature, and (ii) creating a 
practical categorisation of cybersecurity user-behavior 
instances to various user- and organizational-specific 
contexts.   

First, the review will provide one of the first examples 
of rigorous application of the dual systematicity and 
transparency approach to user behavior in cybersecurity, 
and in so doing, will both challenge and advance existing 
thinking in the domain.   

The paper will apply a pluralist approach  to categorize 
cybersecurity user behavior systematicity and their 
corresponding variances in scoping mechanisms. Pluralism, 
an approach encompassing an expansive epistemological 
research perspective typically involving multiple research 
methods and determination of what is ‘real’,  underscores 
the crux of cybersecurity user behavior variance - stemming 
from how individual users’ efficacies, values, beliefs, and 
worldviews shape their interpretation of mandated 
cybersecurity compliance policies. Consider a company 
with a password policy requiring “at least 14 characters with 
no repeated numbers or letters, at least five symbols and 
three upper case letters, non-dictionary words, and must be 
changed every fortnight, without repetition.”  Some users 
may interpret such a monistic rule as overly complex to 
remember and write down the password on a stick-it note 
under the keyboard. In the process, despite such a monistic 
policy, user pluralism can increase, rather than reduce, 
cybersecurity vulnerabilities. Karlsson et al. [24] confirms 
this dual systematicity and monistic-pluralistic conflict 
between cybersecurity compliance requirements and 
competing user values and priorities.    

Monistic-pluralistic conflicts can lead to high-levels of 
cybersecurity user-behavior variance, signalling 
uncertainty. Findings from the review will help crystallize 
and underscore elemental behavioral precepts as best 
practices - identifying prudent, pluralistic rather than 
monistic "normative expectations" in society and industry.  

Second, underpinned by pluralism, the paper will 
systematically categorise, classify, and tie instances of  
cybersecurity user-behavior failures to various contexts, 
with practical implications for research and industry.  Our 
categorisation will be organized as an m x n matrix 

comprising of  cybersecurity user behavior failures (m) and 
organizational/system context/processes (n). In our 
categorisation schema, m classifies the spectrum of 
cybersecurity user behavior failures - exposing 
organizational vulnerabilities. As shown in table 1, 
cybersecurity user behavior failures include malware 
downloads from visiting unknown or phished sites, failing 
to encrypt confidential data, leaked passwords from 
inadequate password management, privacy compromises by 
failing to secure personal information, among others.  

Cybersecurity user behavior failures do not manifest 
themselves in vacuo, but occur in context of a particular 
organizational/user objective or organizational process, 
depicted as n. We use extant review literature to populate 
the m x n matrix to highlight cybersecurity user behavior 
failures for specific contexts, from access to culture. Finally, 
the populated matrix can allow us to infer and deduce a 
framework based on pluralistic challenges and well as 
"objective" elemental behavioral precepts as behavioral best 
practices. 

TABLE I.  BEHAVIORAL FAILURE MATRIX 

Context/ 
Process (n) Cybersecurity User Behavior Failures (m) 

 Malware 
Download 

Confidentiality 
(Encryption)/Privacy 

Password 
Leakage 

… 

Mobility/ 
Access 

[3, 24] [2, 5] [5, 25]  

Productivity [6, 24] [4, 9, 11, 20] [2, 9, 10]  
Efficiency/ 
Convenience 

[2] [4, 9, 17, 21, 25] [24]  

…     

For example, users might download malware because users 
need to (i) use public networks for access (ii) download a 
program from an unsecure site to read a particular file to stay 
productivity [6, 24], (iii) download files/programs while 
travelling [3, 24]. Similarly, users might fail to follow strict 
encryption guidelines because users may need to (i) travel 
and use hotel, client or vendor computers to read files [2, 5], 
or (ii) share data across vendors and collaborators for 
efficiency/convenience [9, 25].  

Subsequently, the study will contribute to normative 
expectations on user behaviors in cybersecurity, raise 
awareness of categories of behavior, and help organizations 
and managers to better understand the perils of particular 
behaviors by establishing more mindful cybersecurity 
standard operating procedures. 

V. CONCLUSION 
This paper describes the first stage of a 3-stage study on 

user behaviors in cybersecurity.  The paper is focused on 
development of a systematic literature review following a 
particular rigorous approach based on the duality of 
monistic policies and pluralistic user behaviors. The study 
will be operationalised using the cybersecurity user 
behavior failures and context matrix to frame categorising 
themes. The study will surface whether cybersecurity user 
behavior failures are a phantom phenomenon or a menace 
that needs mitigation.  The paper outlined the value and 
contributions possible through this review; and outlined the 
importance of initial rigour in scoping the review sources, 
defining search terms, and categorising themes.  The initial 
study should also identify gaps in extant research, in 
particular epistemological imbalances, lack of attention to 
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particular user behavioral consequence, or scant 
consideration of cybersecurity issues of growing importance 
as the area evolves further.  In so doing, the study hopes to 
help in illuminating human factors of growing import for 
cybersecurity reliance and efficacy.  
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Abstract—Industrial Control Systems (ICS) are at the forefront
of most, if not all the critical infrastructure and critical ser-
vice delivery. ICS underpin modern manufacturing and utility
processes and greatly contribute to our day-to-day livelihoods.
However, there has been a significant increase in the number
and complexity of cyberthreats specifically targetted at ICS,
facilitated by increased connectivity in an effort to improve
production efficiency. Furthermore, the barriers of entry to
ICS cybersecurity are still high given the limited skills base,
expensive and proprietary hardware and software as well as
the inherent dangers of manipulating real physical processes.
This greatly inhibits the practical application of cybersecurity
tools in ICS environments and therefore the opportunity for
practitioners to gain valuable ICS cybersecurity experience. ICS
Testbeds are often either expensive and are not necessarily holistic
enough to provide learners with the complete breadth of ICS.
This paper introduces VICSORT, a open-source virtualised ICS
testbed that provides a platform for ICS cybersecurity learners
and practitioners to interface with an ICS environment that
closely emulates a real-world ICS, as well as explore and practice
techniques for attack and consequently defence of an ICS.
VICSORT builds upon the Graphical Realism Framework for
Industrial Control Systems (GRFICS) to offer an easier to deploy
environment with greater flexibility, whilst requiring significantly
less resources all reducing the cost to the learner.

Index Terms—ICS, Cybersecurity, Open-source, Virtualised,
Testbed

I. INTRODUCTION

ICS, in some form, have existed since the 20th century
and certainly long before the advent of the Internet and
connectivity were as prevalent as they are today. At the time,
the most common ICS security design principle was security
by obscurity. This means that if a system is air-gaped, that
is, contained with no outside connections, then the system
is inherently secure. However, over the years, in an effort
to provide more visibility, efficiency and information about
the industrial processes, there is more connectivity both to,
and within, the ICS zone as well as greater synergy between
Enterprise and Control zones. Advantageous as this can be,
new ICS cyber attack vectors are exposed. This, coupled with
the fact that ICS were initially designed with a security by
obscurity principle, has left many ICS vulnerable to attack
by malicious actors. Due to the critical nature of a number
of ICS, there is now a understanding of the need to drive

Funded by the 2021 Government of Ireland - International Education
Scholarship

towards building and growing ICS cybersecurity aptitude and
competence to better protect these systems.

However, the barriers of entry to ICS cybersecurity are
still high given the limited skills base, expensive and often
proprietary hardware and software, as well as the inherent
dangers of manipulating real physical processes. These factors
serve to greatly inhibit new entrants to the ICS cybersecurity
space and became the motivation underpinning this research
work. Conti et al [1] describe three types of testbeds: physical,
virtual and hybrid testbeds. The focus of this paper shall be
on the VICSORT virtual testbed.

This paper wishes to acknowledge and recognise the work
of the Georgia Institute of Technology and Fortiphyd Logic [2]
in the development of the Graphical Realism Framework for
Industrial Control Systems (GRFICS) testbed which provided
a foundation upon which VICSORT is built. The GRFICS
testbed made the following contributions to the ICS cyberse-
curity research space:

• Conversion of the simplified Tennessee Eastman (TE)
Challenge process simulation into a more portable and
accessible format.

• Novel 3D visualisation of a dynamic chemical process
simulation to increase engagement and realism.

• The most complex and complete virtualisation of an ICS
network to date, released Free, Libre and Open-Source
Software (F/LOSS)

• Modular framework for easy expansion or conversion to
other physical processes and protocols.

This paper presents VICSORT, a virtualised ICS open-source
research testbed that builds upon the GRFICS testbed with the
following contributions:

• An all-in-one F/LOSS based testbed rebuilt with
GNU/LinuX Containers (LXC) to provide a leaner overall
build requiring significantly less system resources to
operate. The testbed is easily deployable offline or online
on the Cloud.

• A detailed guide on how to reproduce the testbed from
scratch to provide a more in-depth understanding to how
the ICS components operate.

• A number of modifications to the testbed components
including Python library upgrades/replacements to the
currently outdated and publicly unavailable libraries used
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in the GRFICS version, Operating System (OS) upgrades,
firewall upgrades to more closely mimic a real-world ICS,
as well as architectural and design modifications.

In previous work [3], a four-part methodology developed
as an aid to visualise ICS cybersecurity weaknesses and test
remediation strategies is documented; (i) Identification of a
suitable ICS Testbed, (ii) An ICS Cyber Attack (iii) Develop-
ment of an ICS evaluation and risk mitigation strategy and (iv)
ICS cybersecurity Toolkit. This paper introduces VICSORT
as a testbed to support this methodology. This will include
the demonstration of various ICS focused cyber attacks and
weaknesses as highlighted in (ii) as well as poist mitigation
strategies in (iii).

The remainder of this paper is organised as follows: Section
II provides a background on ICS giving an overview of the
general architecture, ICS components as well as the common
protocols used to link systems. Section III discusses related
ICS testbed work as well as challenges with the GRFICS
testbed that the VICSORT testbed addresses. Section IV dis-
cusses the VICSORT testbed describing its network topology,
components involved as well as enhancements included in
this testbed. Section V provides an evaluation of the testbed.
Section VI highlights the contributions made by VICSORT as
well as referencing where and how the testbed can be accessed.
Section VII finally provides a conclusion to this paper.

II. RELATED WORK
A. Previous Testbeds

In previous work [3], six ICS Testbed models were high-
lighted from Thiago et al [4], Genge et al [5], Maynard et al
[6], Giani et al [7], David et al [2] and Bertrand et al [8].

Furthermore, other testbeds such as Hui et al [9], Candel et
al [10], Korkmaz et al [11] and Gardiner et al [12] have also
been reviewed.

All these testbeds exhibit great individual strengths such
as closely modelling ICS operations, integrating major ICS
components, as well as virtualising ICS components for easier
deployment and modification. However, similar constraints
surround a number of them such as non-replicability due to
non-publicly available source code, lack of a realistic visual
element to the ICS physical process, requirement to purchase
specific physical components to implement the ICS physical
process, or lack of a holistic representation of an ICS from
the testbed models.

Furthermore, there is notably insufficient publicly available
documentation with regards to setup, deployment, testbed
specifications and limitations, within other reviewed ICS
testbeds such as [13], [14], [15] to enable learner repro-
ducibility as well as testbed scaling and possibly application
diversification. This paper attempts to bridge that gap and
introduces VICSORT in its own right, noting its specification,
design parameters and implementation limitations.

B. Testbed Technical Requirements
In an effort to produce a testbed model that is repro-

ducible, easily deployable, scalable, lean in terms of compute

resources, as well as offering a contribution towards practical
hands-on ICS cybersecurity training, the following testbed
technical requirements were set out [3]:

• The testbed integrates major OT components such as
Programmable Logic Controllers (PLC), Human Machine
Interfaces (HMI), engineering workstations, firewalls and
a physical process.

• The testbed incorporates the Modbus/TCP ICS protocol
given their prevalence in real-world ICS implementations
today.

• The testbed architectural build closely follows the well
known ICS Purdue model.

• The testbed is built using F/LOSS tools to facilitate
ease of implementation, and offers potential for future
enhancements.

• The testbed incorporates a 3D visualisation to simulate
the ICS control process. This is to allow for visualisation
of the physical consequences of a successful cyber attack
on an ICS.

• The entire testbed build is compute resource lean. The
resource constraints set for this project were 16GB RAM,
100GB HDD, 4CPUs @ 2.4GHz, 4GB dedicated graphics
card.

C. GRFICS

As cited in previous work [3], David et al [2] propose the
Graphical Realism Framework for Industrial Control Systems
(GRFICS). Developed by researchers from Georgia Institute
of Technology and Fortiphyd Logic, GRFICS [16] is a open
source ICS simulation tool based on the TE process [17] with
a goal of bringing practical ICS security skills to a wider
audience. The testbed, built using Python on GNU/Linux, is
currently designed for educational purposes and offers only a
single ICS process, that is to say, the TE process. Fortiphyd
Logic have built similar simulations, available commercially,
on their training portal. The GRFICS platform is comprised
of a total of five Virtual Machines (VMs), built on the Oracle
VirtualBox hypervisor that perform the functions of; a PLC,
a HMI, a firewall, an engineering workstation and a novel
3D visualisation of the physical process [16]. The testbed
also includes a network setup to be implemented within the
Oracle VirtualBox hypervisor. The PLC is implemented using
OpenPLC [4], the HMI is implemented using ScabaBR [18],
the firewall is implemented with pfSense [19], an engineering
workstation that is a standard workstation with a GNU/Linux
Operating System (OS) and the software to make changes
to the PLC, and lastly, the 3D physical process simulation
is implemented with Unity Game Engine [20]. The testbed
supports the running of a number of ICS related attacks such
as Man in the Middle (MitM) attacks, Command Injections,
False Data Injection, PLC Reprogramming, Loading Malicious
Binary Payloads, and common IT attacks such as password
cracking. While the GRFICS testbed is prebuilt, the source-
code is available and can be customised or modified to meet
the user’s requirements.



VICSORT: A virtualised ICS open-source research testbed 

 12 

D. VICSORT contributions to GRFICS
VICSORT improves the fundamental GRFICS build to pro-

vide for a smaller, leaner and a more easily deployed testbed
build. Specifically, VICSORT furthers the work achieved in
GRFICS by providing:

• An all-in-one open-source testbed rebuilt with LXD con-
tainer manager and Kernel-based Virtual Machine (KVM)
hypervisor to provide a leaner overall build in terms
of required compute resources, that’s easily deployable
locally or on a Cloud deployment.

• A publicly available how-to guide detailing how to re-
produce the testbed to provide a more in-depth under-
standing to the testbed build process as well as how ICS
components operate and work together.

• A number of modifications to the testbed components
including Python library upgrades/replacements to the
currently outdated and publicly unavailable libraries used
in the previous version, OS upgrades, firewall upgrades
to more closely mimic a real-world ICS, as well as
architectural and design modifications.

III. VICSORT
VICSORT is a modified build of the GRFICS testbed

that seeks to lower the barrier of entry to ICS cybersecurity
even further as well as contribute to practical hands-on ICS
cybersecurity training. VICSORT attempts to provide a holistic
overview of an ICS environment integrating the major compo-
nents of an ICS namely; the PLC, HMI, engineering worksta-
tion, firewall and physical process. VICSORT virtualises all
these components and builds a network topology to facilitate
any required communication between the participating nodes.
The previous section introduced the contributions made by
VICSORT and this section shall expound on these contribu-
tions in more detail. VICSORT, built on GNU/Linux OS, heav-
ily leverages LXC with an LXD container manager, Python
programming, and KVM for its implementation. While a fair
understanding of these elements necessary to fully appreciate
the VICSORT build process, this is not absolutely required
to run the testbed. This testbed is designed to support ICS
cybersecurity students, new entrants to the ICS cybersecurity
space and industry practitioners looking to reskill or upskill
in ICS cybersecurity.

This section shall discuss various aspects of the testbed
including virtualisation in ICS, testbed architecture, testbed
components and initialisation procedures.

A. Virtualisation in ICS
Due to its many advantages, such as lower hardware costs,

more efficient energy consumption and increase resource ef-
ficiency, virtualisation became one of the most influential
technologies of the last 10 years within the enterprise industry.
In more recent years, virtualisation itself has been challenged
by light-weight containerisation, though it is considered a
complement to virtualisation rather than a replacement. De-
spite this sea change in enterprise computing, the adaption of
virtualised or containerised infrastructure within ICS has been

slow with the highest adaption being the virtualisation of the
HMI.

Taigo et al [21] discuss ICT-like virtualisation technologies
within ICS such as Network Function Virtualisation (NFV)
and Software Defined Networking (SDN) and note a number
of advantages as well as associated challenges within ICS
such as latency overhead that may not be acceptable for
real-time operation requirements within ICS. They add, that
despite the constraints, the potential efficiency, security and
reliability benefits for ICS are enough to justify the progressive
development and introduction of domain-aware virtualisation
technologies within ICS. VISCORT leverages virtualisation
technologies, such as SDN and NFV among others, to achieve
an all-in-one virtualised testbed. This paper does not study the
per-component performance differences between virtualised
components and their physical counterparts but applies ICS
virtualisation techniques and notes that the advantages of ICT-
like virtualisation could become a significant enhancement to
the future of ICS.

B. Testbed Architecture
The testbed attempts to closely mimic the Perdue model

whilst highlighting the major components of an ICS. The
Purdue module divides a manufacturing company or utility
network into six levels broadly categorised under the En-
terprise, De-militarised and Control Zone. These levels were
described in previous work [3].

Fig. 1. VICSORT Purdue Model Implementation

This testbed focuses on the Control Zone, as depicted in Fig
1. This implementation highlights four levels in the Purdue
model:

• Level 0: This includes sensors and actuators, usually
termed as field devices, that interact with the actual
physical processes, also found at this level.

• Level 1: This is the basic control level and is made up
of PLCs, Remote Terminal Units (RTU) that control the
physical devices.

• Level 2: This is the area supervisory control level and is
typically comprised of HMIs at the shop or factory floor.
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End-user or service engineers can interface with them.
Alarm systems and control room workstations are also
found at this level.

• Level 3: This is the site operations level that typically
houses systems that supports plant control operations
like a file sharing server, data historian, reporting and
scheduling systems.

VICSORT v1.0 will focus on the Control Zone and may
grow to incorporate the Enterprise zone in future iterations.

C. Testbed Network Topology
From this point forward, the baremetal computer or VM

hosting VICSORT, will be termed as ’host-compute’.
VICSORT is divided into two networks namely the ICS

or Control Zone network and the De-militarised Zone (DMZ)
network. As illustrated in 2, the VICSORT network topology,
the Control Zone is assigned to the 192.168.95.0/24 IP subnet
and the DMZ is assigned to the 192.168.90.0/24 IP subnet.
During normal testbed operation, communication between the
two subnets and more specifically, communication between
nodes is managed via the firewall. All traffic within the testbed
is routed through the firewall. The testbed comprises of five
nodes with a static IP address mapping as listed in Table I. The
testbed also includes an attacker node that has successfully
breached the DMZ Zone. This attacker node obtains an IP
address via Dynamic Host Control Protocol (DHCP) on the
DMZ network. However, the DHCP Server is not included in
the setup but operates in the background.

Fig. 2. VICSORT Network Topology

TABLE I
VICSORT IP ADDRESS MAPPING

Node IP Address Mapping
HMI 192.168.90.5 /24

Firewall - WAN: 192.168.90.100 /24
- LAN: 192.168.95.100/24

PLC 192.168.95.2 /24
Engineering Workstation 192.168.95.5 /24
Plant Simulation 192.168.95.10 - 15 /24
Attacker 192.168.90.XX /24

D. Testbed Components
As already outlined, the testbed comprises of a total of

six components. This section will describe each of these
components:

a) HMI: The HMI function is hosted in a LXC with
an independent Ubuntu Linux 20.04 LTS OS. The HMI is
implemented in software using ScadaBR [18] and resides
within the DMZ – 192.168.90.0/24 network. During normal
operation, the HMI is accessible from the host-compute via
http://192.168.90.5:9090/ScadaBR. The HMI is referred to as
hmi-container within VICSORT.

b) PLC: The PLC function is also hosted in a LXC with
an independent Ubuntu Linux 20.04 LTS OS. The PLC is
implemented in software using OpenPLC v2 [4] and resides
within the Control Zone – 192.168.95.0/24 network. During
normal operation, the PLC is accessible from the host-compute
via http://192.168.95.2:8080. The PLC is referred to as plc-
container within VICSORT.

c) Engineering Workstation: Additionally, the Engineer-
ing Workstation function is hosted in a LXC with an indepen-
dent Ubuntu Linux 20.04 LTS OS. This node is specifically
intended for the creation of PLC programs using ladder logic
edited using OpenPLCEditor [22] and the completed programs
can then be uploaded to the PLC. For this reason, this node
is hosted on the same network as the PLC. This node resides
within the Control Zone – 192.168.95.0/24 network. The Engi-
neering Workstation node features a Graphical User Interface
(GUI) to allow a user to interface with the node and create
or modify PLC logic. The Engineering Workstation node is
referred to as workstation-container within VICSORT.

d) Physical Process: The physical process is hosted in
a LXC with an independent Ubuntu Linux 16.04 LTS OS.
This node combines a physical process simulation that runs
on the Unity Gaming Engine platform and virtualised sensors
communicating using Modbus. Specifically, the simulation is
implemented with Unity’s WebGL that facilitates the simula-
tion to be run via an Apache Tomcat web server hosted locally
on the container.

The simulation is designed around the TE Challenge Process
[17] and simulates a reactor core, input elements A and B,
as well as a Purge output and the Product output. The TE
Challenge Process is further discussed in the subsection III-F.

Consequently, six virtualised sensors that generate readings
displayed within the simulation are also hosted on this node.
These sensors, all implemented using the pymodbus Python li-
brary are feed1.py, feed2.py, product.py, purge.py, analyzer.py
and tank.py with an IP address mapping as listed in Table II.

This node resides within the ICS Zone – 192.168.95.0/24
network. The simulation is accessible via http://192.168.95.10.
This node is referred to as simulation-container within VIC-
SORT.

e) Firewall: The firewall of choice for this testbed is
pfSense [23] that runs on FreeBSD [24] OS. Within VIC-
SORT, pfSense is hosted on a VM and is attached to the
ICS and DMZ networks. The IP address mapping within
the ICS zone is 192.168.90.100/24 and 192.168.95.100/24
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TABLE II
PHYSICAL PROCESS IP ADDRESS MAPPING

IP Address Port
Bindings

Program
Name Function

192.168.95.10/24 502 Python feed1.py
192.168.95.11/24 502 Python feed2.py
192.168.95.12/24 502 Python purge.py
192.168.95.13/24 502 Python product.py
192.168.95.14/25 502 Python tank.py
192.168.95.15/24 502 Python analyzer.py

0.0.0.0 55555 Simulation simulation server that
updates 3D visualisation

0.0.0.0 80 Apache2 access the simulation
via web browser

within the DMZ. The firewall has custom firewall rules present
upon deployment via a base firewall configs file. The firewall
implementation associates the ICS zone with the Local Area
Network (LAN) and the DMZ with the Wide Area Network
(WAN). The WAN is intended to face the Enterprise network
whilst the LAN faces the Control zone.

The following rules on the WAN within the ruleset:

1) Allow all communication from the HMI to PLC
2) Allow access to the OpenPLC Web User Interface (UI)

from the WAN network
3) Allow access from WAN to simulation VM web inter-

face
4) Allow Internet access for all nodes on the WAN. This

rule is disabled by default and should be enabled when
Internet access is required on the WAN nodes for exam-
ple for repository updates or further package downloads.
However, the attacker node is exempt from this rule and
always has Internet access.

The following rules, associated with the LAN are included
within the ruleset:

1) Allow Internet Control Message Protocol (ICMP) to
firewall from the 192.168.95.0/24 (LAN) network. This
allows nodes on the LAN to ping the firewall

2) Allow all communication from the PLC to HMI
3) Allow Internet access to all nodes on the LAN. This rule

is disabled by default and should be enabled when In-
ternet access is required on the WAN nodes for example
for repository updates or further package downloads.

All the nodes, except the attacker node, have their default route
pointing to the firewall. Therefore, traffic from these nodes is
all routed via the firewall. The pfSense web UI is accessible via
http://192.168.95.100. This node is referred to as pfsense-vm
within VICSORT.

f) Attacker: The attacker node integrated into VICSORT
is Kali Linux 2021 running in an LXC. This node contains the
entire Kali Linux suite of tools as well as a GUI accessible
via Remote Desktop Protocol (RDP). This node resides in the
DMZ and obtains an IP address dynamically from a DHCP
server reading within that network. The assumption is that the
attacker has successfully breached the enterprise network and

managed to pivot to the DMZ zone. This node is referred to
as attacker-container within VICSORT.

E. Testbed Underlying Build Design

The host-compute housing VICSORT is built based on the
following criteria:

a) Internal Design: VICSORT relies heavily on
LXC/LXD and KVM for its implementation. There are a total
of five LXC and one VM in this implementation. The foun-
dational technologies used in the development of VICSORT
are Python and GNU/Linux. The networking between all these
nodes is handled by the LXD networking function that creates
two network bridges within the host-compute in accordance to
the VICSORT network topology namely icszone and dmzzone.
To maintain a low OS resource utilisation, VICSORT employs
lubuntu-desktop [25] that is a fast and light-weight GUI for
Ubuntu. The testbed also contains initial setup files available
within the project Github repo that are necessary during the
testbed’s setup.

b) Intended Usage: This testbed is designed to be self-
contained. This means that any Universal Resource Locaters
(URL) used within the tested, for example the HMI URL,
or URL to the simulation are intended to be accessed within
the host machine. This testbed is designed to be suitable for
deployment within a Type 2 hypervisor such as VirtualBox
or VMWare, or on any cloud infrastructure. It should be
noted however that these URLs and testbed resources can be
accessed outside the host machine though this is not covered
within the scope of this project. It is recommended to use one
of these two options, either a Type 2 hypervisor or Cloud to
host VICSORT as opposed to hosting the testbed directly on
a Personal Computer (PC).

The host-compute contains a GUI to facilitate access to
the various components of the testbed, many of which are
accessible via a web browser. If the host-compute is within
the Cloud, a user is required to RDP from their computer to
the host-compute. Within this session, the user will be able to
use the web browser to access web portal utilities that most
components leverage for their operation. If the host-compute
is within a Type 2 hypervisor, a user can simply utilise the
console interface provided by the Type 2 hypervisor itself to
access the host-compute, as opposed to using RDP. However,
RDP is still an option in this case. Furthermore, the attacker
container will also be accessed via RDP as its envisaged that
the attacks will be initiated from the attacker node and not the
host-compute. Figure 3 is a schematic illustrating how access
to VICSORT, and the nodes within it, is managed.

c) Testbed Initialisation: The testbed contains a number
of nodes. This warranted the need for an initalisation script to
bring the testbed to an operational state upon boot of the host-
compute. Upon boot of the host-compute, LXD is in a running
state as a systemd service. The LXCs in most cases will all be
in a running state too. The initialisation script initialises the
testbed performing the following functions in chronological
order.
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Fig. 3. Accessing the GUI components of VICSORT

The script obtains IP addresses for all the LXC. These IP
addresses are static; however, they still need to be requested
from the respective DHCP server. The script will then output
all the containers and their corresponding IP addresses, start
the firewall VM within KVM, provision the HMI and start
ScadaBR, provision the PLC and start OpenPLC, provision the
simulation node, start the simulation and pymodbus sensors,
set the correct timezone within all the nodes, and finally
configure a new default route on all the nodes except the
attacker, pointing all their traffic to the firewall.

At this stage, a user is ready to start using the testbed.

F. Tennessee Eastman Challenge Process
The TE Challenge Process is based off the TE plant. Figure

4 illustrates the TE plant that the presents the challenge to
establish control over.

The TE plant wide Industrial Control Process problem was
proposed by Downs and Vogel in 1993 [26] as a challenge test
problem to several control related topics such as multivariable
controller design, optimisation, adaptive and predictive control
and non-linear control. Since its design, over 60 studies have
used this case study for alternative plant-wide control, process
monitoring, fault detection and identification. The TE process
is a realistic simulation environment of a real chemical process
that is comprised of an exothermic two-phase (liquid and
vapour) reactor, a flash separator, recycle compressor, and a
reboiled stripper.

From Figure 4, the gas reactants A, C, D and E enter the
reactor where the reactants undergo an irreversible exothermic
(which means the temperature gradually increases) catalytic
gas phase reaction. Since the reaction is exothermic in nature,
it is cooled by the Cold Water Supply (CWS) and Cold Water
Reset. Inert gas does not undergo chemical reactions under
a set of given conditions. The partial condenser recovers the
products from the reactor exit gas stream. The stripper is used
to minimise the loss of reactants D and E in the liquid product
stream. The gas overhead from the stripper is combined with
the compressed overhead from the separator and recycled back
to the reactor. The purge stream is used to prevent build-up of
excess reactants, the inert B and the by-product F. The process
produces two products from four reactants. Also present are an
inert and a by-product making eight components A, B, C, D,
E, F, G and H. The process variables are temperature, pressure,
level and flow rate.

Fig. 4. Tennessee Eastman Challenge Process [26]

VISCORT simplifies these process with only two inputs;
feed1 and feed2 as well as a Product output and a Purge
byproduct. The process variables measured are pressure (kPa)
and Level (%) and flowrate (kMol/h). Figure 5 illustrates the
physical process simulation as well as its representation as
shown on the HMI.

Fig. 5. HMI and Physical Process Simulation

G. Testbed in Operation

Figure 6 lists the five LXC and single KVM VM that make
up VICSORT, in an operational state. Figure 5 illustrates the
physical process simulation as well as its representation as
shown on the HMI.

IV. BENCHMARKS

This section documents system benchmarks achieved by the
testbed.
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VISCORT implementation. This is a reduction from the
5GB minimum RAM requirement in GRFICSv2.

• VICSORT shrinks the required hard disk space required
by the host-compute to about 23GB for an operational
implementation. This is a reduction from the 38.69GB
required in GRFICSv2.

• VICSORT makes OS updates utilising more recent OS
implementations than GRFICSv2.

• VICSORT provides an F/LOSS light-weight build that is
easily deployable on both a Type 2 hypervisor or a Cloud
implementation.

• VICSORT provides a detailed installation guide to sup-
port learners that wish to replicate and build upon this
deployment.

Current limitations to VISCORT, as inherited from GRFICS,
include the lack of ease to the scaling of the number of
sensors included within the testbed as this is closely tied to
the 3D simulation. The testbed’s data is generated by virtual
sensors with the help of pymodbus [28]. The Modbus sensors
in themselves can easily be scaled and the PLC modified to
handle this change. However, the 3D simulation would require
redesign and unfortuntately, the 3D simulation base files are
not publicly available to facilitate this.

VICSORT is available at https://gitlab.com/ekisac10/vicsort.
Included in this repository are VICSORT’s required setup files,
testbed scripts and setup manual. A VirtualBox .ova file is
also available to support rapid implementation of the complete
testbed on a VirtualBox VM.

VI. CONCLUSION AND FUTURE WORK

This paper has introduced VICSORT – a light F/LOSS ICS
testbed solution intended to be repeatable, scalable and easy
to deploy. This is in an effort to lower the barriers to entry to
ICS cybersecurity and provide a playground to further the ICS
cybersecurity body of knowledge. This tool is licensed under
the European Union Public Licence version 1.2 (EUPLv1.2)
[29] and is currently in its first iteration (v1.0).

This paper wishes to acknowledge and recognise the work
of the Georgia Institute of Technology and Fortiphyd Logic [2]
in the development of the GRFICSv2 from which VICSORT
builds upon.

For future works, it is intended that VICSORT will incor-
porate an Enterprise component as described by the Purdue
model. The objective is to demonstrate the synergies between
the Enterprise and Control zones as well as demonstrate how
Information Technology (IT) cybersecurity affects Operational
Technology (OT) and how IT and OT cybersecurity can
complement each other.
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Abstract—Advanced Persistent Threat is currently one of the

most important threats to industries and governments. It is

used to describe an attack campaign in which intruders can

persistently and stealthily compromise a sensitive resource. APT

has proven to be difficult to detect and defend against in the

cloud-based environment by traditional methods, calling for more

advanced security technologies. FlipIt is a two-player security

game where an attacker and defender compete to control a sen-

sitive resource in advanced scenarios such as APTs. Its robustness

against APT attacks is outstanding. We model the FlipIt game as

a Markov Decision Process and apply reinforcement learning to

the framework. The goal is to find an optimal adaptive strategy

for a player to compete against any unknown opponent in a

FlipIt game with incomplete information. This means the best

result for a player is to maximize the ownership of the resource

with minimum cost. We perform experiments on single-agent

and multi-agent scenarios, respectively. We further extend the

model to involve noisy information and consider the openness

of the game. Our experimental analysis proves that in a two-

player FlipIt game, an adaptive player can automatically learn

and find an optimal strategy using only the last move information

of the opponent, who moves with a non-adaptive strategy (i.e. a

periodic strategy with random noise). The parameters related to

the random noise we considered affect the average benefit for

each player. In addition, we consider the openness of the game

in which new participants are introduced individually at random

time steps with a certain probability. In this case, the model is

generalized from two-player to n-player, and the convergence

of the optimal strategy learned by each player is confirmed.

Moreover, we demonstrate that varying the probability of adding

an additional player does not affect the convergence but changes

the average benefits for players.

Index Terms—Security Games, Advanced Persistent Threats,

FlipIt, Reinforcement Learning, Adaptive Strategy, Random

Noise, Game Openness

I. INTRODUCTION

Industries and governments are becoming increasingly re-
liant on clouds because of the convenient and cost-effective
access to distributed servers and shared resources [1]. How-
ever, due to the distributed nature of cloud computing, the
vulnerability of cloud environments is an area of growing
concern. The hacks and attacks to the cloud may lead to differ-
ent types of damages to networks, devices and data, causing
huge amounts of financial loss and leakage of data privacy.
Recently, Advanced Persistent Threat (APT) is becoming one
of the largest threats to companies and governments [2]. APT

is used to describe an attack campaign in which intruders
can persistently compromise a sensitive resource. It leverages
“zero-day exploits” meaning that the vulnerability is publically
unknown [3]. Moreover, it has a high degree of stealth that
cannot be detected immediately by the defender [4]. The
traditional signature-based security methods have proven to
be ineffective in detecting and defending against APTs [3],
introducing a need for more advanced security technologies.

The research of game theory in cloud security is promising
as it provides a mathematical approach to modeling and
analyzing complex cloud security problems [5]. A security
game studies the interactions between attackers and defenders
who attempt to maximize their objectives. So far, there have
been several game-theoretic solutions proposed to address net-
work security issues. Particularly, the FlipIt game which was
introduced by [6] has strong robustness against APT attacks. It
models the interactions between an attacker and defender who
compete to control a sensitive resource completely under ad-
vanced scenarios such as APTs. FlipIt has a unique “stealthy”
nature that a player does not know who is controlling the
resource until he moves [7], which distinguishes FlipIt from
other security games.

The basic FlipIt framework has the potential to be extended
to variants that are applicable to different security scenarios
[4]. The newly proposed QFlip is a Reinforcement Learning
(RL)-based FlipIt game that models the interactions between
an attacker and defender as a Markov Decision Process using
the Q-learning algorithm (a famous Temporal-Difference RL
algorithm) [7]. It learns the optimal adaptive strategy for
an agent against an opponent playing with a range of non-
adaptive strategies (e.g. periodic strategy, exponential strategy)
and demonstrates effective results.

RL models the process that one or multiple agents interact
with a dynamic environment and learn the optimal strategies
automatically through trial-and-error. In this paper, motivated
by the fact that RL is highly capable of modeling real-world
stochastic games with imperfect and incomplete information,
we dive deep into this area, exploring and evaluating RL
methodologies in more complex FlipIt game including single-
agent and multi-agent systems, and involving the uncertainty
and openness of the game. An RL-based FlipIt game in a cloud
data centre is demonstrated in Fig. 1.
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Fig. 1. Reinforcement Learning-based FlipIt Game in Cloud Data Center (
[8], [9])

Our analysis of different FlipIt variants based on simulation
experiments makes the following contributions. Firstly, we
introduce random noise to a periodic player’s strategy in a
two-player RL-based FlipIt model, and verify that the adaptive
agent is able to use only the last move (LM) information of
the non-adaptive opponent to automatically learn and find an
optimal strategy. The parameters related to the random noise
(i.e. the probability of adding a noise, the scale of the noise) af-
fect the average benefits of players. Secondly, we consider the
openness of the game in which new participants are introduced
at random time steps, respectively, with a certain probability.
In this case, the model is generalized from two-player to
n-player, and the convergence of the LM-adaptive strategy
learned by each player is confirmed. The game thereby obtains
a Nash equilibrium. Furthermore, varying the probability of
adding new participants does not affect the convergence but
changes the average benefits of players. Generally speaking,
for the original defender and attacker (i.e. the fixed two players
before new participants joined), the larger the probability, the
lower the average benefit. We believe our work can reveal that
RL is a promising technology for designing optimal adaptive
strategies in complex and dynamic security games.

The remainder of this paper is organized as follows. We start
with a comprehensive literature review to analyze related work
in Section II. Then we introduce the background knowledge
in Section III. We describe the methodologies and perform
experimental results in Section IV and Section V, respectively,
and finally conclude in Section VI.

II. RELATED WORK

Game-theoretic methods have been extensively explored in
the security area. Reference [6] introduced FlipIt as a novel
two-player game where an attacker and defender compete to
control a shared resource completely. They demonstrate the

stealthy nature of FlipIt that the controller of the resource is
unknown to a player until he moves. They restrict the defender
with non-adaptive strategies and vary the attacker’s strategy
from periodic to adaptive. Subsequently, the applications of
FlipIt including password reset policies, key rotation, VM
refresh and cloud auditing were introduced by [4]. So far,
many variants of FlipIt framework have been proposed: [10]
extends the game to which a player can check the state
(who is controlling the resource) before making a move; [11]
generalizes FlipIt to multiple resources; and [12] proposes
a model in which an attacker incrementally and stealthily
takes ownership of the resource until finally comprising it
completely. However, the above studies only focus on non-
adaptive strategies which limits the capability of the game.
Reference [13] was the first to consider adaptive strategies in
FlipIt game but the defender is non-stealthy and the moves
of the attacker are not-instantaneous. Recently, [7] and [14]
apply RL technologies to the FlipIt game and focus on adaptive
strategies.

Machine Learning (ML) is getting increasing attention in
the field of cloud security. As stated in [15], various ML
algorithms have been studied to overcome cloud security
issues, e.g. SVM for secure cryptosystems, KNN for privacy-
preserving, Naive Bayes for intrusion detection, etc. In re-
cent years, RL (a ML paradigm) has merged in this area.
Generally, an RL agent learns a policy through interactions
with a dynamic environment with limited or even no prior
knowledge. Considering that RL is highly capable of modeling
real-world stochastic games with incomplete information, we
are motivated to draw on the idea of using RL in advanced
security games. Reference [16] designs an algorithm that can
automatically find the vulnerable spots of an internet data
center power system based on RL. Reference [17] studies
how to use RL to automatically identify vulnerable spots in
software-defined networking (SDN)-enabled cloud data center
networks. In case of the FlipIt game, [7] introduces a QFlip
strategy by combining Q-learning algorithm and FlipIt, which
plays optimally against any opponent with incomplete prior
knowledge. Reference [14] uses Deep Q-Networks (DQN)
algorithm (a combination of deep learning and Q-learning)
to solve the complex game and generalizes it to n-player. Our
paper extends the existed research with the introduction of
random noise to a non-adaptive player’s strategy in an RL-
based FlipIt model. Furthermore, we consider the openness of
the game that new participants can be introduced during the
game, therefore, generalizing it from two-player to n-player. It
is important to note that the noisy information and openness
are both controlled by particular parameters.

III. BACKGROUND

The background knowledge related to this paper includes
FlipIt Game, Markov Decision Process and Reinforcement
Learning.
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A. FlipIt Game

FlipIt is a two-player game where an attacker and defender
compete to control a resource by performing moves with a
specific strategy, respectively, which is also called “the game
of Stealthy Takeover” [6]. The resource could be a password,
an infrastructure, a secret key or other sensitive resource that
is crucial to an organization. For both of the players in a game,
they can move at any time at a cost. The objective for each
player is to control the resource as long as possible with a
minimized cost. The distinctive “stealthy” feature of the FlipIt
game indicates that a player does not immediately know the
current ownership of the resource or when the other player
moves, and players can only perceive this until they move. In
addition, a player’s strategy determines how to move under a
specific state and whether can “win” the game or not, and a
strategy can be evaluated using benefits which are calculated
based on the accumulated ownership of the resource and the
total move cost during the game.

A strategy in FlipIt has two main categories: non-adaptive
and adaptive. In case of a non-adaptive strategy, players do
not receive any feedback during the game and the strategy
can be determined before the game starts. Renewal strategy
is a subclass of non-adaptive strategy which generates inter-
vals between consecutive moves by a renewal process. The
intervals are independently and identically distributed random
variables. Examples of renewal strategies include periodic
strategy, exponential strategy, uniform strategy, and normal
strategy. This paper uses periodic strategy as an example of
non-adaptive strategy where the interval between consecutive
moves is a constant value. In case of an adaptive strategy,
players receive feedback during the game and can adaptively
adjust their moves. The feedback can be the last move time
of the opponent (LM Strategy) or the full history of the
opponent’s move times (FH Strategy). This research employs
LM Strategy as it is more complex and challenging. It is
notable that the last move of the opponent known to the player
maybe not be the actual last move due to the stealthy character
of the FlipIt game.

B. Markov Decision Process

Markov Decision Process (MDP) is used for sequential
decision making under uncertainty [18]. It is equipped with
Markov Property that the next state s0 only depends on the
current state s. A MDP relies on a probabilistic model which
can be represented by a tuple of < S,A, T,R >, consisting
of a set of states, a set of actions, a transition function
T (s, a, s0) that can model the environment, and a reward
function R(s, a, s0). A policy ⇡ represents a solution to an
MDP problem, and the goal is to find the optimal policy ⇡⇤

which has the highest expected discounted sum of rewards.
The value of a policy over a time horizon (infinite) can be
represented as (1):

1X

t=1

E[�tR(st, at, st+1)] (1)

where � is a discounted factor ranging from 0 to 1.

In addition, the value of a state can be formulated using
Bellman Equation which is the immediate reward of the
current state plus the expected discounted value of the next
state that is represented in (2).

V (s) = R(s) + �maxa2A(s)

X

S0

T (s, a, s0)V (s0) (2)

C. Reinforcement Learning

RL is a tool to find the optimal policy for a MDP problem.
It models the process in which an agent iteratively interacts
with a dynamic environment and learns the optimal policy (if
it exists) automatically through exploration and exploitation
with little or no prior knowledge of the environment. At
each iteration, the agent selects an action based on what
he perceives from the environment. The environment updates
accordingly and sends the next state and a reward (determined
by a reward function) to the agent. The goal of the agent is
to find an optimal policy that yields the highest accumulative
reward in a long term. The balance between exploration and
exploitation is important because it is related to whether the
learned policy is really optimal or sub-optimal. In addition,
Multi-Agent RL (MARL) describes the situation that multiple
agents act in the same environment over time and interact to
improve their own strategies within the architecture of RL.
Each player’s decision is influenced by other players’ actions
directly or indirectly via the state of the environment. The state
of the environment transits based on the joint action of agents
and the rewards are based on the joint action and states.

Q-learning algorithm is a model-free, temporal-difference
RL algorithm that uses an action-state value function to learn
the value of an action a in a particular state s, which is called
Q(s,a) value. Q(s,a) is estimated from an immediate reward
and the discounted estimated future reward of the best action
in the next state, and is stored in a Q-table. A trade-off between
exploitation and exploration should be considered following a
specific strategy, e.g. ✏� greedy exploration strategy. Section
IV demonstrates more details of how Q-learning algorithm is
combined in our model architecture.

IV. METHODOLOGY

We model FlipIt as a MDP and apply the LM-adaptive
strategy based on the Q-learning algorithm. It is notable that
in all of our experiments, we only consider the discrete and
infinite version of FlipIt that t 2 {0, 1, 2, ...}, and we assume
a defender has some priorities over an attacker such as:

• At t=0, the defender has the ownership of the resource;
• An attacker pays a higher cost for a move than a defender;
• If an attacker and defender move together the defender

will control the resource, indicating that the attacker pays
the cost but does not gain additional time of ownership.

A. Modeling FlipIt as an MDP

In a basic FlipIt game, there are two players: a defender
p0 and an attacker p1. Their costs for performing a move are
k0 and k1, respectively, where 0 < k0 < k1. We first begin
by introducing p0 to play periodically and p1 to play with an



The application of reinforcement learning to the FlipIt security game 

 20 

LM-adaptive strategy. At each time step t 2 {1, 2, 3, . . .}, the
agent p1 chooses an action at from the action set A = {0, 1}
(0: no-move, 1: move). Specifically, there are two kinds of
move type: flipping and consecutive. Flipping indicates
that a player grabs the resource from the opponent successfully
by performing a move, while consecutive means a player
continues to move when it has already controlled the resource.
Afterwards, the environment updates accordingly and sends
the agent with a reward rt and a new state st+1. The critical
step is how to model the state and reward.

State Observation. Fig. 2 demonstrates an example of a
FlipIt game consisting of an adaptive attacker and a non-
adaptive defender. LM0 and LM0

0 are the true LM of
the opponent and the known LM perceived by the adaptive
attacker, respectively. The state to the agent is defined as the
time since the opponent’s last known move at time step t:
st = t � LM0

0. Due to the stealthy character of the game,
st � t� LM0.

Fig. 2. the State to an Agent at Time t

According to [7], the state of the environment observed by
the agent is depicted in Table I. It is important to note that
in the case of at = flipping, LM0 becomes the last known
move of the opponent at the next time step, therefore, st+1 =
t� LM0 + 1.

TABLE I
MOVE TYPES AND EXPLANATIONS

Action at Cost Outcome Explanation

1 (flipping) k1 st+1 = t� LM0 + 1
LM0 > LM1
p1 takes control

1 (consecutive) k1 st+1 = st + 1
LM0  LM1

p1 moves while in control
0 (no-move) 0 st+1 = st + 1 p1 does not move

Reward Function. It is simple to define a reward to the
action type of no � move or consecutive, which should be
�k1 and 0, respectively. However, it is challenging to find
a reward when the action is flipping. [7] has proposed a
reward function to the action type of flipping that has been
experimentally proven highly effective:

rt =
⇢� k

c
(3)

where ⇢ is the estimated average move frequency of the oppo-
nent, k is the agent’s cost per move, and c is a normalization
constant. It indicates that when the action type is flipping,
the reward rt from the environment is a fixed constant that
is related to the agent’s move cost and the opponent’s move
frequency. The value of ⇢ can be estimated by starting the
game and keeping track of the observed move time ticks of

the opponent. However, this reward function is only valid in a
single-agent system rather than a multi-agent system. Because
in a multi-agent game in which all the players adopt a LM-
adaptive strategy, they do not have a fixed constant to indicate
the average move frequency. To solve this problem, we define
a more general reward function in which at time step t, the
reward to a player pi is:

ri =
Gi
Ni

� ki

c
(4)

where Gi is the total controlling time of the resource, Ni is
the number of moves the player has performed so far, ki is
the cost for each move, and c is a constant for normalization.
This reward function is designed based on the motivation that
it should encourage the player to maximize the ownership
of the resource with minimum cost. Overall, the rewards
corresponding to different actions are demonstrated in Table
II.

TABLE II
REWARDS FOR DIFFERENT ACTIONS TO A PLAYER pi

Action at rt

1 (flipping)
Gi
Ni

�ki

c
1 (consecutive) �ki

0 (no-move) 0

B. Model Architecture

We create an LM-adaptive strategy by introducing the Q-
learning algorithm to the FlipIt framework, where an agent
learns to find an optimal strategy using the LM information
of the unknown opponent.

Value Estimation. An agent learns the optimal behaviors to
compete against the unknown opponent(s) according to limited
feedback from the dynamic environment in real-time. The
estimated value of action at in state st (Q(st, at)) is based
on the immediate feedback from the environment after each
action and the accumulated information during the game. The
true value of action at in state st (Vst, at ) is an immediate
reward plus the discounted estimated future rewards which is
defined as follows:

Vst, at = rt + � maxat+1
Q(st+1, at+1) (5)

where rt is an immediate reward and � is a discount factor
(a constant in the range of 0 to 1). After each time step,
the estimated value Q(st, at) will be updated following the
temporal-difference Q-Learning updated rule based on Vst, at

and the difference between Vst, at and Q(st, at). There are
various kinds of update rules such as (6), which is applied in
our experiments:

Q (st, at) = Q (st, at) + ↵ [rt + � maxat+1
Q (st+1, at+1)

�Q (st, at)]
(6)

where ↵ is a learning rate in the range of 0 to 1. The larger
the value of ↵, the less important the old value of Q(st, at).
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Action Selection. When selecting an action, a decaying-✏
greedy exploration strategy can be employed to make a trade-
off between the exploitation of the learned Q(st, at) and the
exploration of the new action and new state. Specifically, if
a randomly generated number is less than ✏, the agent will
choose an action at random, otherwise, he will choose the
action that is with the maximum Q value. The decaying-✏
greedy exploration strategy is represented in (7).

at =

(
choose an action at random with probability ✏

argmax Q(st, at) with probability 1-✏
(7)

where ✏ is decaying.
The algorithm of a two-player single-agent FlipIt model is

defined in Algorithm 1.

Algorithm 1 Single-Agent RL-based FlipIt Model
Initialize ✏
Initialize state
Initialize 2D Q-table with all zeros
for t 2 {1, 2, 3, ...} do

decay ✏;
select an action according to (7);
perform at and get the next state st+1, and reward rt
from the environment;
update Q(st, at) according to (6);
st=st+1.

end for when terminal condition is met

C. The Uncertainty and Openness of the FlipIt Game

We perform several experiments to study the uncertainty
and openness of the FlipIt game based on the the application
of the Q-learning algorithm. It is assumed that in all of our
experiments, the costs per move for a defender and attacker
are 5 and 1, respectively, and the non-adaptive player moves
periodically with a default move interval/period of 50 time
units.

1) Single-Agent Model: We first define p0 as a defender
playing periodically with a default move period of p = 50,
and p1 as an attacker that employs an LM-adaptive strategy
interacting with the dynamic environment. We add random
noise with specific parameters to the periodic player’s moving
intervals, and observe how the two players behave.

Adding random Noise. The parameters related to the random
noise are prob and scale which indicate the probability of
adding a noise and the scale of the noise, respectively. After
adding a random noise given a probability, the new move
interval becomes p0 :

p0 = p+ noise (8)

where the value of noise is in the range of [�scale, scale],
leading to the new move interval p0 be in the range of
[p � noise, p + noise]. Different values of prob and scale

are trialed in the experiments, e.g. scale 2 {1, 2, 3, ...20},
prob 2 {0.2, 0.4, 0.6}.

Swapping the Roles of the Two Players. A simple FlipIt
game can be treated as symmetric between two players.
However, due to the assumptions that a defender has some
priorities over an attacker in this research, the game becomes
asymmetric. Therefore, we swap the roles of the two players
so that p0 becomes the periodic attacker and p1 is the LM-
adaptive defender, and then evaluate the experiment.

2) Multi-Agent Model: Inspired by MARL, we further
extend the model to which both the defender p0 and attacker
p1 play with LM-adaptive strategies. Each player can get
information of the LM of the opponent and selects an action
according to (7). The environment updates accordingly based
on the joint action, and generates corresponding reward and
new state observation to each player. The Q-value for each
agent updates according to (6).

Action Combinations and Outcomes. Generally, there are
four kinds of action combinations: (0, 1), (1, 0), (0, 0), and
(1, 1) (0: no-move, 1: move). Table III explains each action
combination and the corresponding cost. Table IV shows the
next observation after each action, where k0 and k1 are the
move costs for p0 and p1, respectively, and LMopp is the LM
of the opponent.

TABLE III
ACTION COMBINATIONS AND EXPLANATIONS

Action Combination Explanation Cost
(1, 0) p0 moves, p1 no move (k0, 0)
(0, 1) p1 moves, p0 no move (0, k1)
(1, 1) p0 and p1 both move (k0, k1)
(0, 0) neither p0 nor p1 move (0, 0)

TABLE IV
MOVE TYPES AND OUTCOMES IN THE MULTI-AGENT MODEL

Action at Outcome
1 (flipping) st+1 = t� LMopp + 1

1 (consecutive) st+1 = st + 1
0 (no-move) st+1 = st + 1

Introducing New Participants to the Model. The above FlipIt
game involves only two players, however, in real practice new
participants may join in during the game. We perform it by
adding new attackers at random time steps, respectively, with
a certain probability, and further extend the game from two-
player to n-player. The new attackers share the same attributes
as the original attacker such as the LM-adaptive strategy and
the same move cost, and intend to compete with all the other
players to control the resource as long as possible. This means
the new attackers not only compete with the defender p0 but
also with the original attacker p1. In this case, each player can
get feedback of the LM of the opponent who is controlling the
resource upon performing a move. Furthermore, we vary the
parameters related to this experiment including the number of
players and the probability of adding a new attacker.
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V. EXPERIMENTAL RESULTS

We evaluate a player’s strategy by calculating the average
benefit using the accumulated ownership of the resource minus
the total cost and then divided by the total number of moves
that have been performed. We prove that by applying RL in
the FlipIt game, an LM-adaptive agent can find an optimal
strategy against a variety of opponents including a periodic
player (with random noise), an LM-adaptive opponent, and
even against multiple adaptive players, and the average benefits
for players can always converge to the optimal.

A. Single-Agent Model

We consider first by an LM-adaptive attacker p1 against
a defender p0 who plays periodically with a default move
interval of p = 50. According to Fig. 3 , p1 can find an
optimal strategy as the average benefit eventually converges
to the optimal against p0. We also found that the best strategy
is to move right after the periodic defender, which is consistent
with the conclusion proposed by [7]. With this strategy, the
longest ownership of the resource for the agent is 49 time units
in each 50 time units as represented in Fig. 4, which greatly
outperforms the periodic strategy.

Fig. 3. Average Benefits for Players: Periodic Defender p0 vs Adaptive
Attacker p1.

Fig. 4. The Duration of Ownership per Period for the Agent. The “flipping
count for the attacker” means the number of times that the agent grabs resource
from the opponent during the game.

Given the above, we add random noise to the move periods
of p0 and assign specific values to the parameters prob and

scale. For example, prob = 0.2 and scale = 5 mean that the
probability of adding a noise is 0.2 and the value of the noise
is in the range of [-5, 5]. Fig. 5 shows that in this case, the
adaptive player eventually finds an optimal strategy to compete
against a periodic opponent even with random noise.

Fig. 5. Average Benefits for Players: Periodic Defender p0 vs Adaptive
Attacker p1 with random Noise. Here, prob = 0.2 and scale = 5. Therefore,
the period with random noise is in the range of [45, 55].

Furthermore, we evaluate the change of the average benefit
for each player by varying the values of prob and scale.
According to Fig. 6, generally, if keeping a certain prob
(prob 2 {0.2, 0.4, 0.6}) and increasing scale from 1 to 20,
the average benefit for p0 decreases and for p1 it increases. In
addition, the larger the value of prob, the faster the average
benefit changes for each player with the increase of scale.
Apart from these, the larger the values of the parameters, the
longer duration required for convergence.

Fig. 6. Average Benefits for Players with the Change of Scale: Periodic
Defender p0 with random Noise vs Adaptive Attacker p1. The parameters
related to the noise: prob 2 {0.2, 0.4, 0.6} and scale 2 {1, 2, 3, ...20}.

In another experiment, the roles of the defender and at-
tacker are swapped so that p1 represents the LM-adaptive
defender and p0 is the periodic attacker with random noise,
and the parameters related to the noise are: prob = 0.2
and scale = 5. Fig. 7 shows that the learned strategy for
p1 achieves convergence against p0, and p1 can play with a
maximum average benefit. Obviously, it is best for p1 to move
at the same time as p0. This is due to the assumption that if a
defender and attacker move together, the defender will gain the
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ownership the resource. Therefore, with this optimal strategy,
the defender can always control the resource. Finally, we again
evaluate the effect of the parameters on the experiment. Given
scale being increased from 1 to 20, the larger the prob, the
greater the fluctuation of the average benefit for each player,
which is displayed in Fig. 8.

Fig. 7. Average Benefits for Players: Adaptive Defender p1 vs Periodic
Attacker p0 with random Noise. The parameters related to the noise are:
prob = 0.2 and scale = 5.

Fig. 8. Average Benefits for Players with the Change of Scale: Adaptive
Defender p1 vs Periodic Attacker p0. The parameters related to the noise:
prob 2 {0.2, 0.4, 0.6} and scale 2 {1, 2, 3, ...20}.

B. Multi-Agent Model

We let the defender p0 and the attacker p1 both play adap-
tively with the LM information of the opponent. According
to Fig. 9, the adaptive strategy learned by either p0 or p1
converges to the optimal and clearly the defender outperforms
the attacker.

Next, we add additional attacker(s) to the previous two-
player model at random time steps individually given a specific
probability P . We assume that if each attacker is added
successfully, the game has up to N players. However, due
to the uncertainty, there probably be fewer than N players
unless we set P = 1. As shown in Fig. 10, we add eight new
attackers individually with a certain probability P = 0.3 at
random time steps causing N = 10. Because of 0 < P < 1,
some attackers are not added successfully and the number of

Fig. 9. Average Benefits in a Multi-Agent Model: Adaptive Defender p0 vs
Adaptive Attacker p1

players in the end is less than 10. Fig. 10 shows that the LM-
adaptive strategy learned by each player gradually converges to
the optimal. In addition, we prove that changing the probability
P does not affect the convergence but would have influence on
the average benefits (we only consider the average benefits for
the original two players p0 and p1). In general, the larger the
probability P , the lower average benefit for p0 or p1, which
is demonstrated in Fig. 11.

Fig. 10. Average Benefits in a Multi-Agent Model with Additional New
Attackers. The parameters in this case: N = 10, P = 0.3. Due to P < 1,
the actual number of players is less than 10.

Fig. 11. Average Benefits for p0 and p1 with the Change of P
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VI. CONCLUSIONS AND FUTURE WORK

This paper considered several variations of the FlipIt game
to solve more challenging security scenarios based on the
application of temporal-difference Q-Learning. It proved that
an LM-adaptive player can find an optimal strategy against
a variety of opponents including a periodic opponent (with
random noise), an LM-adaptive opponent, and even against
multiple adaptive players. Specifically, when an agent com-
petes against a periodic player with random noise, varying the
parameters of the noise (i.e. the probability and scale) does not
change the result of convergence but affect the average benefits
for both players. Furthermore, when both players apply LM-
adaptive strategies, each of them can find an optimal strategy
and the game eventually achieves a state of Nash equilibrium.
This is generalized to an n-player game. Finally, we considered
the openness of the game that new participants (LM-adaptive
attackers in this case) can be added randomly and individually
given a certain probability. Varying the probability does not
affect the convergence but influences the average benefits for
players, and the larger the probability, the lower the average
benefits for the original defender and attacker. Overall, we
believe we have confirmed experimentally that Reinforcement
Learning can work effectively in the FlipIt security game.
Especially, our work can tackle well the noisy information
and the openness of the FlipIt game with the application of
RL under partial observability.

However, there are still some limitations in this research,
e.g. the assumptions of the experiments do not always hold
in real-world scenarios, and only the discrete time steps are
considered. In future work, we would consider more types
of moves and other non-adaptive strategies. We intend on
analyzing the multi-objectives problem in the multi-agent
FlipIt game and exploring the continuous version of FlipIt with
the application of deep learning techniques. We would also like
to study the network containing N nodes based on Software-
Defined Networking (SDN), rather than only one node (i.e. a
single resource) described in the basic FlipIt game. As one
of the most promising technologies, SDN makes the network
programmable, virtualizable, and equipped with centralized
control and a global view [19]. With these advantages, we
can more easily and efficiently apply the RL-based model in
SDN in the future.
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Abstract – The importance of cyber insurance as a tool for 
financial resilience to mitigate the accelerating corporate losses 
caused by cybercrime is growing. However, there exists a lack of 
standardization and mutual understanding in cyber insurance 
policies. With less than a third of cyber insurance claims paid in 
2017 in the U.S., there exists a significant gap between the cyber 
risks businesses need to cover and those actually covered through 
their cyber insurance policies. This research uses inductive 
qualitative content analysis to examine the existing exclusions in 
the terms and conditions of 40 German cyber insurers and 
compares the summarized results with existing cyber risk events. 
We posit that the lack of understanding of cyber policy wordings 
related to cyber risks is a significant problem for companies that 
could suffer significant losses. The resulting categorization of 15 
exclusions and interrelationships with cyber risk events will 
support businesses, the insurance industry, and researchers in 
their efforts to understand, measure, and manage cyber risk. 

Keywords—cyber insurance, cyber risk, contract design, 
exclusions, policy wordings, insurance policy 

I. INTRODUCTION  

By 2020, Germany's total amount of losses due to cyber risks 
in the form of cybercrime (e.g., espionage, theft, and 
sabotage) doubled to € 223 billion compared to the years 
2018 and 2019 [1]. The significance of cyber risks are 
underlined by the high ranking in the Allianz Risk Barometer 
2021 and the announcement of the European Council in April 
2021 to establish a center of excellence for cyber security to 
focus investments on research, technology, and industrial 
development [2, 3]. Cyber-attacks such as the ransomware 
attack against oil pipeline operator Colonial Pipeline in 2021 
threatened gasoline supplies in parts of the U.S. in the short 
term [4]. Promptly afterwards, a separate attack on the U.S. 
I.T. service provider Kaseya disabled the operation of cash 
register systems, causing a business interruption for up to 
1,500 companies worldwide [5].  
 
Although cyber insurance can positively impact the 
enterprise's cyber resilience, corporate efforts to protect 
against these risks are relatively low [6]. Measured against 
the advanced U.S. insurance market with a total premium 

volume of $1.28 trillion in 2020 and a cyber insurance 
premium volume of $2.74 billion, the percentage share of 
cyber insurance in 2020 is less than one per cent [7, 8]. The 
low willingness to insure against cyber risks could be due to 
the low acceptance of cyber risks and the lack of 
understanding of cyber insurance [9]. In 2017, only 28.4 % 
of cyber insurance claims were paid, with the result that the 
companies themselves had to pay for losses [10]. This 
research investigates the efficacy of existing German cyber 
insurance coverage using an inductive qualitative content 
analysis of cyber insurance policy exclusions and compares 
the results with realized cyber risk events. This comparison 
highlights the coverage gap between cyber insurance policies 
and corporate cyber exposure.  
 
All precautions must be taken within the risk management 
framework to avoid, retain, minimize, or transfer 
cybersecurity risks in a corporate context. Cyber insurance is 
one way of transferring cyber risks. In general, cyber 
insurance coverage can be divided into three categories. First-
party coverage ensures losses that directly affect the company 
itself, such as business income loss, costs for data and system 
restoration [11]. Third-party coverage extends to third-party 
liability claims. The insurance cover is, for example, 
intellectual property and media breaches, cost resulting from 
legal proceedings and fines [12]. Assistance services are 
often listed as the third category. This includes the services 
provided by the insurer or a company contracted by it in the 
event of a cyber incident. These include, for example, 
security auditing, incident response teams, public relations 
and digital forensics expenses [13]. Cyber insurers can 
positively influence cyber security measures at companies, 
acting as proxy regulators by requiring certain minimum 
levels of security from companies for the insurance cover 
they provide [14, 15]. 
 
Companies that already have cyber insurance coverage face 
issues in understanding it accurately. The reasons underlying 
this understanding deficit includes the lack of experience in 
their treatment of cyber risks, no standardized definitions, and 
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overlapping insurance coverage with other insurance 
coverage lines [16]. As a result, the cyber insurance terms and 
conditions are imprecise, and the contractually agreed 
coverage is inadequately described [17]. In addition, the 
information on insured cyber damage is unclear. However, 
the wording of insurance terms and descriptions of contracted 
coverage is the structure of cyber coverage [18]. For 
stakeholders of cyber insurers, the problem arises that they do 
not know exactly which loss scenarios are covered and which 
are specifically excluded [17]. While cyber insurers indicate 
their exclusions, these are not standardized and vary widely, 
creating coverage gaps for insured companies. This makes it 
necessary to systematically identify, analyze and 
comprehensively quantify the existing exclusions of cyber 
insurance general terms and conditions [19]. 
 
This research uses inductive qualitative content analysis to 
examine the existing exclusions in the terms and conditions 
of German cyber insurers and compares the summarized 
results with existing cyber risk events. The cyber insurers 
under review represent a combined market share of over 90% 
in Germany. The study provides a comparative analysis of the 
associations between exclusions in cyber policy wordings 
and cyber risk events. There are few studies that consider the 
provider side of cyber insurance[12, 20]. Some studies have 
looked at inclusions and exclusions but have not related them 
to cyber risk events [11, 21]. This paper is the first research 
to close the gap with its contribution through a 
comprehensive analysis of the exclusions in the general terms 
and conditions of the cyber insurers operating in Germany. 
 
For researchers involved in cyber risks and cyber insurance, 
a comprehensive overview of exclusions used by German 
cyber insurers in their general terms and conditions is 
provided. The research results can be used to identify 
differences in wordings between countries and large and 
small cyber insurers. In addition, the results can provide 
evidence for more comprehensive investigation into 
individual exclusions. For example, deeper analysis of 
exclusion clause war has already been completed [22, 23], but 
there hasn’t been further research into silent exposures 
emanating from critical infrastructure outages or deliberate 
defamation exclusions. For policymakers, the results show an 
overview of which cyber losses are not covered in the general 
terms and conditions. The research paper could provide 
guidance on the extent to which the state needs to be active 
and in which areas to ensure comprehensive cyber coverage.  
 
The remainder of the paper is structured as follows. Section 
two describes the related work regarding cyber insurance. 
Section three outlines the mixed research method used in this 
work and the process. Section four details the results of the 
identified exclusions. Further discussion is included in 
section five before concluding the article in section six. 

II. RELATED WORK 
Due to the high significance of cyber risks and their risk 
transfer, some research has already been conducted in this 
field. In their pioneering survey, Marotta et al. [19] 
summarized the current state of knowledge from practice and 
science on cyber insurance. The authors examine 14 cyber 
insurance policies and propose a list of possible research 

directions related to cyber insurance. One of these research 
areas include exploring the inclusions and exclusions of cyber 
insurance terms and conditions, which other researchers also 
indicated in their further research [20].  
 
From a risk management perspective, Majuca et al. [24] 
analyze one of the first cyber insurance products. The authors 
consider the different coverages of cyber insurance and 
analyze the inclusions and the exclusions of cyber insurance. 
In this research, seven different wordings of cyber insurers 
are considered. The researchers conclude that it may take a 
significant loss event to increase the market penetration of 
cyber insurance. Another consideration of the provider side 
of cyber insurance takes the research qualitative research on 
the provider side of cyber insurance was conducted by 
Romansky et al. [11], which analyzed the underwriting 
process for cyber insurance and revealed how cyber insurers 
understand and assess cyber risks. For this research, the 
researcher examined 235 American cyber insurance policies 
that were publicly available and looked at three components 
(coverage, application questionnaires and pricing). In the 
findings, the authors note that many of the insurers used 
simple flat rates (based on a single calculation of expected 
loss), while others included more parameters such as the 
company's asset value (or company revenue) or standard 
insurance metrics (e.g., deductibles, limits) and industry in 
the calculation. Regarding the insurance coverages, the 
authors have been able to identify the common inclusions as 
well as exclusions.  
 
Further research on exclusions in cyber insurance was 
conducted by Ferland [23]. Specifically, this paper takes an 
in-depth look at the exclusion war clause. In the context of 
insurance litigation (Zurich vs Mondolez), the paper analyses 
the attribution of a cyber-attack to a country, and the 
interpretation of the war exclusion in an insurance policy in 
the cyber context. The extent to which the war exclusion 
clause can be interpreted and construed in the context of 
insurance law is discussed. Further research on the war 
exclusion clause is presented from Woods and Weinkle [22]. 
The paper examines war clauses in 56 cyber policies through 
inductive qualitative content analysis. In their analysis, the 
researchers concluded that, due to market and regulatory 
forces, insurers specialized in cyber insurance have arrived at 
a balance that excludes circumstances well below the 
threshold for war but includes cyber-terrorism. The research 
by Wrede et al. [16] examines the design of affirmative and 
silent coverage regarding cyber risks in traditional insurance 
policies for selected product lines on the German market. The 
authors use for research an approach from an inductive 
qualitative content analysis of the general terms and 
conditions of cyber insurance policies and structured 
interviews with experts from the German insurance industry. 
Overall, the authors' results show a partial vulnerability in 
different insurance lines due to the current design of 
insurance terms and conditions.  
 
This paper is the first to comprehensively analyze, categorize, 
and summarize exclusions in general terms and conditions of 
40 cyber insurers in Germany. It further contributes to the 
current understanding by providing an overview of the 
exclusion categories and their frequencies in the policy 
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wordings. Finally, this work compares the exclusions to 
current cyber risk events and identifies risk areas and 
interrelationships not currently covered by general terms and 
conditions. 

III. METHODOLOGY 
A database of 40 cyber insurance policy terms and conditions 
was created using publicly available policy information 
(available online or by request). The 40 cyber insurers, which 
are representative of approximately 90% combined market 
share in Germany, were selected by criteria outlined in the 
following section and illustrated in Figure 1.  
 
This research focuses on cyber insurers that are active in the 
German market, whose cyber insurance serves small and 
medium-sized corporate customers, and who fall under the 
German Federal Financial Supervisory Authority (BaFin). 
The information on the selected cyber insurance companies 
was obtained from BaFin, which provides databases on the 
insurers it supervises. 
 
First, entries from BaFin's company databases were 
transferred into an Excel file. The file generated from BaFin's 
company database initially contained a total of 1303 datasets. 
The individual data sets contained information on the names 
of the insurance companies’ business areas, as well as the 
country of origin of the company's registered office and the 
corresponding address. Based on the framework of the 
Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) [25], the targeted cyber insurers were 
identified through a multistep process outlined in Figure 1. 
 
All insurers whose business was not Property and Casualty 
(P&C) were removed from the analysis in the first step. 
According to this criterion, 609 insurers were excluded. After 
that, possible duplicates in the form of subsidiaries or similar 
were sorted out. This left 593 insurers for further filtering 
after 101 duplicates were excluded. The websites of the 
remaining insurers were manually checked to determine 
whether cyber insurance was offered. The criterion was 
fulfilled if this information was visible. As a result, 50 cyber 
insurers in Germany could be identified. The collection of the 
terms and conditions of the policies to be examined was 
carried out in December 2021 and January 2022. For this 
purpose, the publicly accessible general terms and conditions 
of the identified cyber insurers were collected via their 
websites. If these possibilities did not exist, the documents 
were requested via email from the respective insurer. In this 
way, 42 general terms and conditions could be determined in 
the scope of the investigation. The information was reviewed 
by a panel of experts whose members have previously 
published on cyber liability, cyber risk and cybersecurity 
topics in peer-reviewed journals. In addition, the expert group 
members have in-depth knowledge of insurance-related 
cyber risk topics. This includes, for example, the legal 
consideration of insurance wordings. The cyber policy 
wordings were only included in the analysis if they cover 
small and medium enterprises (SME). Finally, 40 general 
cyber insurance terms and conditions could be analyzed 
within the scope of this research paper. 
 
 

 
 
Figure 1: Flow diagram of the selection process 

 
 
 
In the further step, this study methodically relies on a 
systematic evaluation of text documents. The development of 
an overview of categories based on the research objectives 
and the coding of the available text material using this 
differentiated category scheme characterizes a qualitative 
content analysis. For the research question of this study, the 
general terms and conditions of insurance of the identified 
cyber insurers that were available for this study were 
analyzed. The general terms and conditions of insurance 
products provide a suitable data basis for the research, as they 
enable the description of the scope of insurance coverage 
[18]. In addition to other contractual components, these also 
include exclusions, which exclude certain categories and 
scenarios from insurance coverage. The general insurance 
terms and conditions of the insurance products to be 
examined can be divided into standalone cyber insurance and 
bundled cyber insurance for SMEs. The reason for this 
selection is the easier availability of policy wording as well 
as the uniform structure, as industrial risks often have highly 
individualized clauses. 
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Figure 2: Sequence of inductive category formation adapted from 

Mayring [26] 

 
 
The evaluation was based on Maying’s model of 
qualitative content analysis, which enables a rule-
based and systematic evaluation of the data [26]. 
The qualitative data analysis software MAXQDA 
was used to facilitate and systematically structure 
the coding process. Due to the nature of the text 
material at hand, a pragmatic and appropriate 
combination of the two analysis techniques, 
inductive category formation and content-based 
structuring, was carried out [16, 26]. Since the 
categories were derived directly from the 
conditions of assurance to be analyzed, the method 
is particularly suitable for the study of phenomena 
from practice as well as for problems whose 
academic knowledge is limited in terms of 
literature and research [27]. 
 
An inductive qualitative content analysis approach was 
followed, in which individual categories are derived directly 
from the material without being inferred based on existing 
theoretical concepts [28]. This approach aims directly at 
drawing conclusions to answer the research objective and is 
applied to the 40 general insurance terms and conditions on 

cyber insurance. In the first step, the complexity of the 
qualitative data material was reduced successively and 
manually by coding the documents. Here, the data material 
was checked for relevant text segments, which were marked 
and assigned "text-related" codes. Relevant text segments 
were those marked as "exclusion," "uninsured perils," and 
"deemed uninsured" in the policy wordings. 
 
The text segments obtained through this process form the 
basis for inductive category formation. The entire text 
material was first to read several times to code it in successive 
degrees of abstraction. In the next step, preliminary category 
formulations were developed from the material through 
several iterations, which were applied as descriptive code. 
The text segments were then structured using the descriptive 
code and transformed into preliminary categories. After 
approximately 30% of the material was collected and coded, 
a revision of the categories was made for robustness. The 
research team reviewed the previous data material, the codes 
and the provisional categories and formulated applicable 
coding rules to ensure the quality of the coding [29]. This was 
followed by the coding of the remaining general insurance 
conditions. 
 
The coded text material was summarized and evaluated 
regarding preliminary categories. If the categories were often 
represented identically in terms of language in the cyber 
policy wordings, a main summary category was formed. This 
was necessary to determine the scope for each category and 
to form subcategories on that basis to ensure that the different 
expressions of each category were well defined. The final 
category scheme contained a total of 15 categories and was 
obtained from 40 cyber policy wordings. 
 
Figure 3: Name of exclusions and percentage of occurrence in the 

considered wordings 

 
 
For the second part of the results, an overview was compiled 
to obtain information on which exclusion categories are 
directly affected by cyber risk events and could therefore be 
of particular importance for companies. For this purpose, the 
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expert panel examined the respective exclusion categories 
and the interrelationships between cyber risk events. The 
cyber risk events used were drawn from the Advisen 
database, primarily from the cyber loss data collection [30]. 
The cyber risk events had already been used in other research 
and were suitable for classification due to their respective 
descriptions [31, 32]. The descriptions of the cyber risk 
events can be found in the appendix. In the review, the expert 
panel determined which cyber risk categories could be 
assigned to the individual exclusions. As the mapping only 
considered direct cyber risk scenarios for the respective 
categories described, it was not possible to allocate all 
exclusion categories to cyber risk events. The next Figure 
shows which exclusion category was assigned to the 
respective cyber risk events. 
 
 

Figure 4: Connections between exclusions and cyber risk events 

 
 

IV. RESULTS 

The results are divided into two parts. The first part is the 
results of the qualitative content analysis, which aims to form 
and summarize inductive exclusion categories from the text 
segments of the cyber policy wordings. The second part is the 
subsequent comparative analysis of the exclusion categories 
with the current cyber risk events. 
 
A. Results of the inductive qualitative content analysis 
 
In this subsection, the results of the qualitative content 
analysis are highlighted. As a result, the exclusion categories 
and their summary description are discussed. 
 
Assumed liability 
No coverage is provided for any claims, liabilities, losses, or 
defence costs arising directly or indirectly out of any 
contractual or assumed liability, warranty or guarantee unless 

the insured would be legally liable in any event but for such 
contractual or other assumed liability, warranty, or guarantee. 
Also included in this category are exclusions in connection 
with the recall of proprietary or third-party products. 
 
Bodily injury or damage to property 
No insurance coverage for the cyber policy wordings under 
consideration applies to bodily injury or property damage. By 
way of example, for bodily injury, these include, but are not 
limited to, physical injury, illness, or death of a person. For 
property damage, the exclusion applies to the destruction of 
tangible property, including loss of use thereof. 
 
Defined damage caused by cybercriminals 
In the context of cybercrimes, there are various specific 
exclusions defined by certain insurers. Mostly, these relate to 
insurance claims resulting from the payment of ransom or 
extortion, or the fulfilment of extortion demands. Another 
exclusion relates to damage caused by identity theft or 
phishing. In addition, one cyber insurer was found to exclude 
from its insurance covers losses resulting from targeted data 
manipulation (e.g., fake president fraud). 
 
Deliberate or reckless acts of defamation 
Excluded are any claims, liabilities, losses or defence costs 
arising directly or indirectly from a defamatory statement 
made intentionally or recklessly by the Insured. This also 
includes damage caused by a knowing deviation from the 
law, regulation, resolution, power of attorney or instruction, 
or by any other knowing breach of duty by the policyholder 
or his representatives. 
 
Financial Assets 
This class combines several exclusions relating to financial 
assets. These include insurance claims or losses arising from 
or in connection with any form of purchase or sale of 
securities, commodities, derivatives, foreign exchange, 
bonds and similar investments. Furthermore, the outflow of 
assets has been excluded if these have arisen in the context 
of a security breach. 
 
Force Majeure events and environmental pollution 
In this class, the damage is excluded to the extent that 
elementary natural forces have had an effect, such as fire, 
flood, storm, lightning, frost, explosion or extreme weather 
or temperature conditions. In addition, environmental 
pollution that contaminates or otherwise adversely affects air 
quality, the atmosphere, water quality, soils or subsoils, 
fauna, flora, human health is excluded. 
 
Hardware, software, and data 
In this category, there are aspects of information technology 
that are not insured. These include losses related to planned 
processes such as maintenance and shutdown of information 
processing systems, deletion and modification of electronic 
data, the introduction of new systems or software. Also 
included in the exclusions are the introduction of new 
systems and software, untested systems and software or 
systems and software not yet approved for the intended use. 
Coverage also does not include costs incurred to correct 
software errors or security vulnerabilities. In this exclusion 
class, costs that represent an improvement for the 
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policyholder are not reimbursed. In addition, the costs 
associated with the wear and tear of systems, software and 
data are excluded. 
 
Infrastructure outage 
This exclusion, at 91.7%, is one of the most frequent 
exclusions found in the policy wordings. Excluded are 
infrastructure outages due to or resulting from electrical or 
mechanical failures or interruptions, electrical faults, surges, 
spikes, brownouts, power outages, or failures of electricity, 
gas, water, telecommunications, or other infrastructure. This 
also includes the internet and communication via satellite. 
 
Insured and related companies 
In these categories, claims are excluded if they involve 
companies that have a closer connection to the insured 
company. In many of the coded segments, the exclusions 
mainly relate to affiliated companies that are capitalistically 
linked to the policyholder or its shareholders through a 
shareholding of more than 25 % or are under uniform 
entrepreneurial management and use the same information 
and communications technology infrastructure. This also 
includes claims by relatives of the policyholder, legal 
representatives, shareholders, and other representatives. 
 
Nuclear energy, radioactive radiation / substances 
In many other lines of insurance, nuclear risks are excluded. 
The same applies to cyber insurance. In this context, insured 
events or damage caused by nuclear energy, nuclear radiation 
or radioactive substances are not considered insured. 
 
Penalties and fines 
Losses are not considered insured if they violate applicable 
laws. These include, among others, insured events arising 
from official enforcement or orders, penalties, contractual 
penalties, fines, punitive and exemplary damages against the 
policyholder. In addition, many general terms and conditions 
of insurance have identified the exclusion of discrimination, 
with the note Damages due to violation of a provision 
protecting against discrimination from the General Equal 
Treatment Act [33]. 
 
Specific industries and services 
These exclusions target some industries and sectors that pose 
a much greater risk to cyber insurers in the course of their 
operations. These include various sectors whose business 
almost invariably relies on the use of, applies, develops, 
maintains, and operates information technology. Other 
sectors include gambling, operators of pornographic content, 
and certain large-scale risks (e.g., offshore facilities). 
 
Intellectual property and trade secrets 
Insurance claims or damages due to or in connection with 
plagiarism or infringements of patents, trademark rights, 
copyrights and other forms of intellectual property are 
excluded from insurance coverage. This also applies to 
licenses or license fees as well as infringements of 
competition and antitrust law. 
 
Vehicles 
Within the scope of the exclusions for vehicles, it could be 
determined that insured events or damage in connection with 

vehicles of any kind are excluded. Examples include motor 
vehicles, aircraft, rail vehicles, watercraft and spacecraft. 
 
War, terror, and political dangers 
The focus in this category is on the exclusion due to war and 
terror. Damages caused by the clause War and terror are 
considered excluded in this clause. Examples include war, 
invasion, insurrection, revolution, or other forms of seizure 
of power or state-initiated acts (e.g., espionage or cyber 
warfare). Terror exclusion includes any act intended to 
achieve political, religious, ethnic, or ideological goals that 
are likely to spread fear or terror among the population or 
segments of the population in order to influence a 
government. This category also includes the exclusion of 
political dangers. This excludes damage in connection with, 
among other things, confiscation, expropriation, or 
destruction of property by a government. 
 
B. Results of the comparative analysis 
 
In the second subsection, the links between cyber risk events 
and exclusion categories are discussed. This is to illustrate 
that a certain number of exclusions are exposed to a larger 
number of cyber risk events. The results are supplemented 
with brief descriptions. 
 
The second part of the results looks at the correlations 
between the exclusion categories and the cyber risk events. 
While 50% of the exclusion categories are only assigned to a 
single cyber risk event, the remaining half have more than 
one connection to cyber risk events. The exclusion of the 
“defined losses caused by cybercriminals” category is linked 
to 23.1% of potential cyber risk events. For example, cyber 
extortion is currently a popular means used by cybercriminals 
to extort money from companies in various ways. In the form 
of ransomware attacks, they infect companies' software and 
lockout users. For companies, this represents a significant 
financial risk. On the one hand, they must pay the ransom 
demands, and on the other, they are blackmailed into 
publishing the captured data on the darknet in the event of 
non-payment. Thus, such an exclusion poses a significant risk 
for a company that does not fully understand its cyber 
insurance coverage. In terms of hardware, software and data 
exclusions are associated with 18.2% of potential cyber 
events.  
 
The increasing number of companies working with cloud 
service providers creates a certain dependency. Many 
companies use cloud platforms to outsource parts of their data 
storage, processing, analysis, and I.T. infrastructure. As a 
result, companies are dependent on the services of cloud 
service providers to function continuously. The exclusion of 
infrastructure outages could be a major potential loss for 
many companies if they cannot access the infrastructure they 
need. At 23.1%, this exclusion also has a high association 
with other cyber risk events. Cyber risk events that have a 
connection to infrastructure outages include cyber extortion, 
industrial controls and operation, and network/website 
disruption. This exclusion is one of the most common 
exclusion categories and has a higher probability of occurring 
due to the higher number of causes. Regarding industrial 
controls and operation, vehicles should also be included. Due 
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to the progressive development of connected and autonomous 
vehicles, these represent an increasing risk potential [34]. 
 
Another exclusion category that has different connections to 
cyber risks is war, terror, and political dangers category. As 
with the previous exclusion categories, the cyber risk cyber 
extortion also belongs to this category. The reason for this is 
the possibility that state-funded cybercriminals or terrorist-
motivated cybercriminals could be behind such an attack. 
Due to the difficulty of detection, cyber insurers could refer 
to this clause and reject the claims. In addition, sovereign 
intervention by the government or local authorities on the 
company could also result in claims not being insured. 
 

V. DISCUSSION 

 
This paper presents an inductive qualitative content analysis 
on exclusions of 40 general cyber insurance terms and 
conditions for small and medium-sized enterprises in 
Germany. In this framework, various exclusion categories 
were fully identified and then classified and summarized into 
15 different categories. The exclusion categories and their 
associations with cyber risk were then analyzed. The results 
provided a comprehensive overview of the exclusions in the 
cyber policy wordings and their connections to cyber risks. 
Each exclusion category contains a description of which 
exclusions the category refers to and which examples are 
available. In this way, the different categories can be 
compared and related to cyber risks. Of course, this research 
has its limitations, so our selection of identified exclusions 
cannot necessarily be considered as a representation of all 
available cyber insurance terms related to cyber insurance. 
For example, we considered only the general insurance terms 
and conditions of German cyber insurers. The wording of the 
insurance policies included cyber insurance for SMEs as 
standalone and as bundled insurance. The additional options, 
in which cyber insurers include some exclusions for an 
additional premium, were not considered. In addition, only 
the exclusions were considered; individual areas such as 
definitions, which can be interpreted as a scope in the 
interpretation of the insurance coverage, were not addressed. 
Finally, it should be noted that this is an overview of currently 
available cyber insurance exclusions, which are subject to 
constant change. 
 
The results of the exclusion categories show that some 
exclusions represent a large loss potential for policyholders 
despite cyber insurance.   For this reason, clear and consistent 
communication of cyber risks and cyber insurance is 
important [9]. The global cyber insurance market is estimated 
to be $5.5 billion in 2020 [35]. Compared to the just under $1 
trillion in global losses from cybercrime [36], action needs to 
be taken for both the insurance industry and international 
commerce to provide complete and understandable insurance 
coverage as well as appropriate safeguards to minimize cyber 
risk. 
 
The European Union Agency for cybersecurity clearly shows 
that cybercriminals represent a major potential threat to 
companies [3]. For this reason, it is important that companies 
have comprehensive cyber insurance coverage as part of risk 

management, but also in terms of financial resilience, and are 
informed about their possible exclusions.  
 
The results of this research can be used by companies to 
review their existing insurance coverage. In addition, the 
correlations between exclusions and cyber risk areas where 
companies need to take greater action are becoming apparent. 
The exclusion categories listed make it possible to 
systematically review the individual areas for the company 
and initiate appropriate measures. These range from 
increased security measures to risk management. The 
presentation of exclusion categories and cyber risks can be 
used by cyber insurers as an opportunity to review their own 
cyber insurance products. By providing appropriate insurance 
supplements that cover the exclusions, new market potential 
can be tapped. In addition, cyber insurers can become the 
results to develop a better understanding of the coverage 
needs of businesses. Many exclusions are not clearly worded 
and offer the risk that customers will interpret them 
differently. In addition, this research supports the 
standardization of insurance terms and conditions. During the 
research, it was found that many cyber policy wordings 
varied widely, and there were rarely consistent definitions. 
 

VI. CONCLUSION 

 
In this paper, we conducted an inductive qualitative content 
analysis of exclusions in general cyber insurance terms and 
conditions. We found that some exclusions represent 
significant and, potentially unperceived, cyber loss exposure 
for companies. Due to the dynamic nature and lack of 
historical data, assessing and understanding cyber risks and 
their risk transfer is a major challenge for all cyber insurance 
stakeholders. To address this challenge, appropriate measures 
must be taken to reduce the occurrence of cyber risks, 
formulate understandable and clearly identifiable exclusions, 
and highlight their impact. 
 
Companies could consolidate this new knowledge into their 
corporate culture to address the risk of exclusions in cyber 
insurance and their connections to cyber risks in more detail. 
For cyber insurance companies, the exclusions show that 
many exclusions pose a serious risk to companies and that 
there is no comparability between different cyber insurance 
policies due to a lack of standardization of cyber policy 
wordings. As a result, companies may be in the dark about 
their coverage. Cyber insurers can use the findings to revise 
their cyber insurance products. By making appropriate 
additions to cyber insurance coverage, only a larger premium 
can be collected, thus contributing to customer satisfaction by 
allowing customers to respond appropriately by identifying 
potential gaps in coverage. 
 
This paper proposes several research directions. Currently, 
there is only limited research on the provider side of cyber 
insurance. Some topics could have been further researched 
for this purpose. Examples of areas include pricing, cyber 
insurance claims processing applications, and cyber policy 
wording. The last category has already been explored 
somewhat in this paper with respect to exclusions. Further 
areas of research may include the study of individual 
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exclusions, inclusions, coverage extensions, limitations, or 
the wording of cyber policies in other countries. By 
compiling different areas of cyber insurance research, the 
insurance industry can be assisted in publishing consistent 
policy wordings for policyholders, which will lead to better 

market penetration [37]. This would benefit not only cyber 
insurers but also customers, as standardized clauses could 
lead to better and more understandable insurance coverage 
[38].
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APPENDIX 
 
With reference to Shevchenko et al. (2021), the cyber risk 
events of the Advisen "Loss Cyber Data" database are 
described as follows: 
 
Privacy – Unauthorized Contact or Disclosure: cases when 
personal information is used in an unauthorized manner to 
contact or publicize information regarding an individual or an 
organization without their explicit permission. 
 
Privacy – Unauthorized Data Collection: cases where 
information about the users of electronic services, such as 
social media, phones, websites, and similar is captured and 
stored without their knowledge or consent, or where 
prohibited information may have been collected with or 
without their consent. 
 
Data – Physically Lost or Stolen: situations where personal 
confidential information or digital assets have been stored on, 
or may have been stored on, computer, peripheral equipment, 
data storage, or printouts which has been lost or stolen, or 
improperly disposed of. 
 
Data – Malicious Breach: situations where personal 
confidential information or digital assets either have been or 
may have been exposed or stolen, by unauthorized internal or 
external actors whose intent appears to have been the 
acquisition of such information. 
 
Data – Unintentional Disclosure: situations where personal 
confidential information or digital assets have either been 
exposed, or may have been exposed, to unauthorized viewers 
due to an unintentional or inadvertent accident or error. 
 
Identity – Fraudulent Use/Account Access: identity theft or 
the fraudulent use of confidential personal information or 
account access in order to steal money, establish credit, or 
access account information, either through electronic or other 
means. 
 
Industrial Controls and Operations: losses involving 
disruption or attempted disruption to "connected" physical 
assets such as factories, automobiles, power plants, electrical 
grids, and similar (including “the internet of things”). 
 
Network/Website Disruption: unauthorized use of or access to 
a computer or network, or interference with the operation of 
same, including virus, worm, malware, digital denial of 
service (DDOS), system intrusions, and similar. 
 
Phishing, Spoofing, Social Engineering: attempts to get 
individuals to voluntarily provide information which could 
then be used illicitly, e.g. phishing or spoofing a legitimate 
website with a close replica to obtain account information, or 
sending fraudulent emails to initiate unauthorized activities 
(aka “spear phishing”). 
 
Skimming, Physical Tampering: use of physical devices to 
illegally capture electronic information such as bank account 
or credit card numbers for individual transactions, or installing 
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software on such point‐of‐sale devices to accomplish the 
same goal. 
 
IT – Configuration/Implementation Errors: losses resulting 
from errors or mistakes which are made in maintaining, 
upgrading, replacing, or operating the hardware and software 
IT infrastructure of an organization, typically resulting in 
system, network, or web outages or disruptions. 
 

IT – Processing Errors: Losses resulting from internal errors 
in electronically processing orders, purchases, registrations, 
and similar, usually due to a security or authorization 
inadequacy, software bug, hardware malfunction, or user 
error. 
 
Cyber Extorsion: Threats to lock access to devices or files, 
fraudulently transfer funds, destroy data, interfere with the 
operation of a system/network/site, or disclose confidential 
digital information such as identities of customers/employees, 
unless payments are made. 
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Abstract—Cyberattacks on Industrial Control and Automation
Systems (ICAS) have significantly increased in recent years due
to IT and OT convergence. Traditionally, ICAS were isolated sys-
tems running proprietary protocols on specialised software and
hardware. However, to improve business processes and efficiency,
ICAS vendors are adopting smart technologies such as Industrial
Internet of Things (IIOT), Machine to Machine (M2M), Digital
Twin, cloud computing, and Artificial Intelligence (AI). This
integration presents new vulnerabilities in ICAS that can be
exploited by threat actors. ICAS are utilised in critical infrastruc-
ture and widely used in power, nuclear plant, water, oil, natural
gas, and manufacturing industries. Therefore, cyberattacks on
these systems can pose a significant threat to humans and the
environment, disrupt social services, cause financial losses, and
threaten national security. Because of these threats, numerous
mitigation measures are being implemented to protect ICAS from
cyberattacks. However, security experience and expertise have
demonstrated that we can never fully protect a system and one
should never propose that their solution will fully protect. Rather
one can claim that their solution / mitigation technique adds a
layer to the defence in depth approach. This paper discusses
the different cybersecurity standards and frameworks for ICAS,
investigates the existing threats and vulnerabilities, and methods
of securing ICAS

Index Terms—Industrial Control and Automation Systems,
Threats and Vulnerabilities in Industrial Control and Automation
Systems, Industrial Cybersecurity standards and frameworks,
Industrial Protocols

I. INTRODUCTION

Industrial Control and Automation System (ICAS) is a
general term that includes Process Control Systems (PCS),
Distributed Control Systems (DCS), Supervisory Control And
Data Acquisition (SCADA) systems, Safety Instrumented
Systems (SIS), and Programmable Logic Controller (PLC).
ICAS is found in critical infrastructure and is widely used in
power, nuclear plant, water, oil, natural gas, and manufacturing

industries [1]. The interconnections and interdependencies of
the main components of ICAS are described by the Pur-
due Reference Model in Table 1. The hierarchical industry-
adopted model has five levels, and each level presents unique
cybersecurity challenges from on-site physical devices to re-
mote connections. These challenges require defence-in-depth
approach such as network segmentation, network monitoring
using intrusion detection systems and physical security [2].

Level 5 - Enterprise network
Level 4: Site business planning and logistics
Industrial Demilitarized Zone
Level 3 - Site operations
Level 2 - Area supervisory control Level
Level 1 - Basic control
Level 0 - Process

TABLE I: Purdue Model

A. Level 5 - Enterprise Network
Level 5 is the enterprise network where corporate IT in-

frastructure systems and applications reside. The functions at
this level includes enterprise resource management, Business-
to-Business (B2B), and Business-to-Customer (B2C) services
functions [2]. Protecting enterprise networks is challenging
due to network and software vulnerabilities, and increased
sophistication of attacks. The vulnerabilities and attacks at this
level include network leaks, unauthorised access, backdoors,
Denial of Service (DoS), direct-access attacks, eavesdropping,
code injections, rootkit behaviour, and phishing [3].

B. Level 4 -Site Business Planning and Logistics
Level 4 is for Site Business Planning and Logistics which

include systems that require standard access to the enterprise
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network. The systems at this level include database servers,
non-critical plant systems ,and other enterprise applications
such as SAP. Adversary can use this level to pivot to the
manufacturing zone [2]. NIST SP 800-82 [4] recommends
implementing an Industrial Demilitarized Zone(IDMZ) to pro-
vide security between Level 4 and lower levels.

C. Industrial Demilitarised Zone (IDMZ)

IDMZ is a buffer that enforces data security policies be-
tween a trusted network, the Industrial Security Zones (ISZ)
and an untrusted network, the Enterprise Security Zone (ESZ).
It is an additional layer of defence-in-depth that provides
secure data transfer between the ISZ and ESZ [2].

D. Level 3 -Site operation and management

Level 3 provides high-level monitoring and management
of the industrial operations. Applications and systems at this
level include batch management software, manufacturing exe-
cution/operations management systems (MES/MOMS), main-
tenance and plant performance management systems, Open
Platform Communication (OPC) servers, and data historians.
Level 3 systems and applications use standard operating sys-
tems, such as GNU/Linux or Microsoft Windows, and IT com-
munication protocols (Transmission Control Protocol/Internet
Protocol (TCP/IP), User Datagram Protocol (UDP), and Eth-
ernet) which makes them vulnerable to IT-related attacks [2].

E. Level 2 – Supervisory control

Level 2 is comprised of devices and applications for su-
pervising, monitoring, and controlling the physical processes.
The devices at this level include standalone Human Machine
Interface (HMI), DCS, and SCADA [2]. The HMI remains the
main target for the adversaries since it is used by operators
to monitor and control the industrial process. Compromising
the HMI could facilitate attackers to manipulate the physical
processes, disable alarms and notifications intended to alert op-
erators which can be detrimental. HMI vulnerabilities include
lack of authentication and authorisation, memory corruption,
poor credential management, and code injection bugs. These
vulnerabilities can be minimised by adhering to secure devel-
opment practice [5].

F. Level 1 – Basic control

Level 1 is composed of Intelligent Devices such as PLC,
Remote Terminal Unit (RTU), and Programmable Automation
Controller (PAC) which control the input and output devices
at Level 0 [2]. Level 1 devices are designed to ensure High
Availability (HA) and efficiency but have limited security
features such as authentication, encryption, and authorisation
as evidenced by previous attacks such as Black Energy3
[6]. These attacks could permit an adversary to control and
manipulate the input/output field devices causing physical
damage to the entire industrial plant. An attacker could, for
instance, replace the PLC program with a logic boom or
modify the firmware [7]

G. Level 0 – Processes
This level consists of input and output devices used to

measure the physical processes such as temperature, humidity,
and pressure. The input and output devices include sensors,
switches, valves, pumps, and motors [2].

Cyberattacks on ICAS related networks have significantly
increased, in recent years. A report by Otorio [8] showed
that cyberattacks on Industrial Control Systems (ICS) have
significantly increased by 200% in First Quarter (Q1) of 2021
as compared to Last Quarter (Q4) of 2021. The attacks were
detrimental to many manufacturing plants and critical infras-
tructures such as Colonial Pipeline [9], JBS Food processing
company [10], and the German chemical distribution company,
Brenntag [11].

This paper is divided into five sections: Section 2 reviews
the common industrial cybersecurity standards and frame-
works. Section 3 discusses the current threats and vulnera-
bilities in ICAS. Section 4 examines and analyses the various
methods of securing ICAS. Finally, Section 5 presents conclu-
sions derived from the paper.

II. CYBERSECURITY STANDARDS AND FRAMEWORKS FOR
ICAS

Cybersecurity standards and frameworks for ICAS provide
guidelines, approaches, and best practices to protect systems
and networks from cyberattacks. According to Micheal [12],
47.8% of organisations in critical infrastructure sectors map
their control systems to the US National Institute of Standards
and Technology (NIST) Cybersecurity Framework. In addi-
tion, some of widely used frameworks include the International
Society of Automation (ISA) / International Electrotechnical
Commission (IEC) 62443 (32%), NIST 800-53 (31.5%), NIST
800-82 (29.6%), and ISO 27000 Series (29.1%). In recent
years MITRE Adversarial Tactics, Techniques, and Common
Knowledge (ATT&CK)® ICS has become increasingly popu-
lar in response to cyberattacks, especially in the oil and energy
sector [12]. The majority of ICAS vendors use standards
and frameworks they deem appropriate for their organisations.
However, some standards are mandatory based on the sector,
jurisdiction and the geographical location. For instance, North
American Electric Reliability Corporation (NERC) Critical
Infrastructure Protection (CIP) is mandatory for most Bulk
Electrical System (BEM) vendors in the US and some other
countries in North America.

A. ISA/IEC 62443
The ISA/IEC 62443 standards provide a comprehensive

approach to protect IACS from cyberattacks. The holistic
approach of the standards relies on the structural aspects
of security strategy which include technology, process, and
people.

The standard defines the roles of all the stakeholders in-
volved in designing, developing, deploying, operating, and
maintenance of IACS components and systems [13]. The
product supplier is responsible for the development and com-
mercialisation of secured components and systems. While
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the system integrator is responsible for designing, deploying,
and commissioning the automation solutions. Lastly, the asset
owner is responsible for the specification of the requirements,
operation, and maintenance of the automation solution, as well
as the decommissioning of the assets at the end of their life
[13].

B. NIST SP 800-82 Guide to ICS Security

The NIST Special Publication (SP) 800-82r2 describes
series of recommendations, approaches, and methodologies
to evaluate the security of ICS. Although NIST does not
provide complete standards, it is an excellent tool to improve
cybersecurity risk management in ICAS. The standard guides
asset owners to identify, protect, detect, respond, and recover
from cyberattacks [4] [14].

The standards, guidelines, and practices in the NIST frame-
work provides a common taxonomy and mechanism for or-
ganisations to [15]:

• Describe their current cybersecurity posture,
• Describe their target state for cybersecurity,
• Identify and prioritise opportunities for improvement

within the context of a continuous and repeatable process,
• Assess progress toward the target state,
• Communicate among internal and external stakeholders

about cybersecurity risk.

C. NERC CIP Standards

NERC CIP provides a set of standards to protect BES
in the North America from cyber threats using results-based
approach. The result-based approach focuses on performance,
risk management, and entity capabilities. Some of NERC CIP
version 6 policy guidelines subject to enforcement include
BES Cyber System Categorisation,Security Management Con-
trols and Electronic Security Perimeter [16].

D. CISA Recommended Practices

The Cybersecurity and Infrastructure Security Agency
(CISA) is a US agency that supports industrial vendors to
comprehend and prepare for emerging ICS cyber security
issues, vulnerabilities, and mitigation strategies. CISA has
developed several recommendations based on cyber threats,
vulnerabilities, and secure architecture design to minimise
ICS cyberattacks. These recommendations cover the following
areas [17];

• Improving ICS cybersecurity with Defence-in-Depth
strategies,

• Creating cyber forensics plans for control systems,
• Developing an ICS Cybersecurity Incident Response Plan

(IRP),
• Good practice guide for firewall deployment on SCADA

and process control networks,
• Patch Management for ICS,
• Remote Access for ICS,
• Updating Anti-virus in an ICS,
• Mitigations for vulnerabilities in ICS networks.

E. MITRE ATT&CK for Industrial Control Systems

MITRE ATT&CK for ICS (MAICS) provides various
phases of an adversary’s attack life cycle, as well as the
assets and systems they are known to target. These tactics in-
clude initial access, execution, persistence, evasion, discovery,
lateral movement, collection, command, and control, inhibit
response function, impair process control, and impact. MAICS
techniques can apply to common ICS components which
include control server, data historian, engineering workstation,
field controller/RTU/PLC/IED, HMI and Safety Instrumented
System (SIS). Majority of these devices are in levels 1 and 2
of the Purdue Model [18].

The MAICS’s initial access techniques include drive-by
compromise, spearphishing, supply chain compromise, and
replication through removable media. After gaining access
to ICS network, a threat actor can use techniques such as
hooking or command-line interface to execute malicious code.
In the persistence phase, a threat actor can use valid account
to perform privilege escalation and modification of system’s
application or firmware [18].

III. VULNERABILITIES AND THREATS IN ICAS

A. Threats in ICAS

The threat landscape in ICAS has drastically changed in
recent years. A report by [19] showed that “46% of known
OT threats are poorly detected or not detected at all”. The
poor detection rate could be attributed to several reasons such
as increase in the sophistication of attacks with capability of
evasive behaviours. Threats to ICAS can be classified into
adversarial, environmental (natural and man-made disasters),
accidental and structural [4]. By understanding threat sources
and attributes such as capability and intention, ICAS vendors
can minimise attacks. Table II summarises major attacks on
ICAS systems from 2016 to 2021. The most imminent threats
to ICAS are adversarial and environmental.

Adversaries such as nation states, hacktivist, organised
criminal groups, script kiddies and hackers pose a significant
threat to ICAS. There have been several previous attacks on
ICAS by adversaries such as attacks on Colonial Pipeline
[20], JBS Company [10] and the Oldsmar water treatment
system [21]. In the Oldsmar’s attack, the adversary attempted
to poison the water system by changing the level of sodium
hydroxide to more than 100 times its normal level. Fortunately,
the operator detected the changes and immediately corrected
the level of sodium hydroxide. If the attack was not detected
early, it would have caused health related complications to a
city of about 15,000 people [21].

Natural and man-made disasters such as hurricanes, earth-
quakes, bombing and flood/tsunami pose an immense threat
to ICAS and critical infrastructure. In 2020 alone, a total
of 313 major natural disasters occurred worldwide [22]. The
magnitude of these disasters on ICAS could not fully be
quantified, thus not included in Table 2. In order to reduce
the impact of natural disasters, it is essential to implement
robust and resilient systems [23].
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Furthermore, ICAS are affected by unintentional threats
which are mostly accidental, such as incorrect configuration
of the industrial systems during installation, maintenance, and
other human error during daily operations. Previous incidents
caused by human error and breaches of safety principles
include the Tokaimura Nuclear accident (1999) in Japan and
the Chernobyl accident (1986) in Ukraine. Adequate training
of employees and designing a comprehensive safety polices
can minimised these threats [24].

B. Vulnerabilities in ICAS

ICAS has weaknesses and flaws that can be exploited
by threat actors. These vulnerabilities exist in the hardware,
firmware, software application, network, and the process [7].
According to Claroty [29] report, the number of ICAS vulner-
abilities published significantly increased from 449 in 2nd of
2020 to 637 in the 1st Quarter of 2021. The largest percentage
of vulnerabilities disclosed affected Level 3 of the Purdue
Model: Operations Management (23.55%), followed by Level
1: Basic Control (15.23%) and Level 2: Supervisory Control
(14.76%). Remotely exploitable vulnerabilities attributed to
61.38% lower than 71.49% reported in the 2nd Quarter of
2020. Furthermore, vulnerabilities exploitable through local
attack vectors in the 1st Quarter of 2021 rose to 31.55% from
18.93% in the 2nd Quarter 2020. The vulnerabilities discovered
by sources external to the affected vendor, including research
organisations, independent researchers, and academics, among
others attributed to 80.85%.

1) Hardware: ICAS hardware components such as PLCs,
RTUs, HMI, and PAC are vulnerable to cyberattacks. Ac-
cording to Basnight et al. [30], the three main hardware
attack vectors include physical manipulation of the hardware,
software exploitation of the hardware designed flaws, and
supply chain compromise. The physical manipulation requires
physical access to the hardware, for instance through or
by malicious insiders. In addition, supply chain compromise
involves an attacker infiltrating the manufacturing process to
create vulnerabilities or backdoors [30].

2) Firmware: The firmware modification attack of field
devices such as PAC, PLC, and RTU requires vulnerable analy-
sis which is majorly implemented through reverse engineering
[30]. Several researchers have demonstrated how firmware
vulnerabilities can be exploited by adversaries. Basnight et al.
[30] demonstrated how legitimate firmware can be updated
and uploaded to an Allen-Bradley ControlLogix L61 PLC.
Similarly, Konstantinou and Maniatakos [31], presented the
impact of firmware modification attacks on power systems
field devices. They demonstrated how to reverse engineer the
firmware of a relay controller and inject malicious tripping
commands to disrupt the operation of Circuit Breakers. Hui,
McLaughlin and Sezer [32], used reverse engineering of the
software and communication protocols used by Siemens S7-
1211C PLCs. They demonstrated how an attacker can take
control of the PLC using the potential exploits of the commu-
nication protocol.

3) Software: ICAS systems such as HMI, engineering
workstations, historians, and Open Platform Communications
(OPC) servers use software and applications which are sus-
ceptible to cyberattacks. The software stack are vulnerable
to buffer overflows, SQL injection, and cross-site scripting
due to poor input validation, violation of least privilege, and
other access control errors [33]. In addition, some of these
vulnerabilities are zero-days without any security patches. The
famous attack that used software vulnerabilities to access the
industrial network was Stuxnet. The malware exploited four
zero-day vulnerabilities that existed in Microsoft Windows
operating system, at the time, to gain access to Purdue level 0,
1 and 2 devices at the Iranian nuclear facility at Natanz [34].

4) Network: Network vulnerabilities are associated with
several factors such as insecure network architecture design,
unencrypted communication protocols, insecure device con-
figuration and lack of network security management policy
[35]. For instance, implementation of a flat ICAS network
with no zones, no port security, and lax enforcement of
remote access policies can lead to the entire network being
compromised [36]. Cybersecurity standards and frameworks
such as ISA/IEC 62443 and NIST 800-82r2 provide guidelines
and best practices to secure industrial networks.

5) Industrial Communication Protocols: Industrial commu-
nication protocols (ICP) connect various systems and instru-
ments in the ICAS domain. ICP are designed to be efficient
and reliable to meet the real-time communication requirement
of the industrial network [1]. Therefore, majority of ICPs are
insecure by design to conform to the industrial environment.
These vulnerabilities include lack of authentication, authori-
sation, and encryption. Thus, ICPs are vulnerable to attacks
such as Man-in-the-Middle (MitM), DoS, replay, injection,
spoofing, and eavesdropping [37].

Modbus: Modicon Communication Bus (Modbus) is an
industrial protocol that operates in a master-slave or server-
client model. The master or server initiates the request, and
the slave or client responds to it. The standard Modbus pro-
tocol lacks basic security features such as authentication and
encryption to ensure high efficiency, stability, and reliability of
the industrial environment. In addition, the protocol does not
have any inherent checksum or integrity checking mechanisms,
making it susceptible to flooding, spoofing, and replay attacks
[1] [38].

DNP3: Distributed Network Protocol 3 (DNP3) is a non-
proprietary communication used in SCADA and remote mon-
itoring systems. The protocol facilitates communication be-
tween the master station and the substations. It is widely used
in the water, oil, and gas sectors. The protocol was designed
to ensure high reliability and efficiency but lacks security
mechanisms such as authentication and encryption [39] [40].

Thus, the protocol is vulnerable to attacks such as MitM,
packet modification, and injection, DoS attack, replay attack
and spoofing. DNP3 Secure Authentication (DNP3-SA) has
been developed to address the security weakness of DNP3. It
introduces a separate protocol layer between the DNP3 Appli-
cation Layer and the DNP3 transport layer which can address
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Incident Year Threat Actor Affected Areas Initial Access
point

Sector Impact

Ukrainian Power Grid (In-
dustroyer) [25]

2016 Adversarial (Or-
ganised group)

Ukraine Spear phishing Energy Disk wipe, loss of produc-
tivity and revenue, loss of
safety

Wolf Creek Nuclear Oper-
ating Corporation [25]

2017 Adversarial (Or-
ganised group)

Kansas, USA Spearphishing Civil nuclear Not disclosed

Cadbury Factory Attack
[25]

2017 Adversarial (Or-
ganised group)

Australia External remote
service

Food Food Loss of productivity
and revenue

Triton [25] 2017 Adversarial (Na-
tion state)

Saudi Arabia Workstation
compromise

Petrochemical Denial of control, Loss of
safety

Norsk Hydro [25] 2019 unknown Norway Spear phishing Manufacturing
and energy

Loss of view

Kansas Water Treatment
Plant [8]

2019 Adversarial (In-
sider)

USA Remote Access
services

Water Not disclosed

Shahid Rajaie Port Attack
[25]

2020 Adversarial (Na-
tion state)

Iran Unknown Transport Loss of productivity and
revenue

Honda Factories Attack
[25]

2020 unknown USA, Turkey Spear phishing Manufacturing Denial of control

CPC Corporation [26] 2020 unknown Taiwan unknown Petrochemical Loss of revenue
Oldsmar water treatment
system [21]

2021 Adversarial Oldsmar, Florida,
US

Remote Access
(Team Viewer)

Water Increased level of sodium
hydroxide by 100 times

Colonial Pipeline Com-
pany [27]

2021 Adversarial (Or-
ganised criminal
group)

USA VPN Petroleum
and gas

Loss of revenue and pro-
ductivity

JBS Company [28] 2021 Adversarial (Or-
ganised criminal
group)

USA, Australia;
Canada; Brazil

Not disclosed Food Loss of revenue and pro-
ductivity

TABLE II: Summary of major attacks

four threats: spoofing, modification, replay, and eavesdropping
[40].

ICCP/IEC 60870-6: Inter-Control Centre Communications
Protocol (ICCP) was designed to provide data exchange over
Wide Area Network (WAN) between utility control centres,
Independent System Operators (ISO), Regional Transmission
Operators (RTO), and other Generators [41]. ICCP is vulnera-
ble to session hijacking and spoofing attacks because it lacks
authentication and encryption security features. Similarly, the
protocol is susceptible to attacks such as MITM, DoS, and
Distributed DoS (DDoS) since it provides data exchange over
WAN [42]. The inherent vulnerability of standard ICCP led
to the development of Secure ICCP that uses Transport Layer
Security (TLS) to provide encryption and authentication [41].

OPC: Open Platform Communication (OPC) industrial pro-
tocol is primarily designed to provide communication between
Personal Computer (PC) based software and automation de-
vices. Its design was based on Object Linking and Embedding
(OLE) which works on client/server mode [43]. OPC is sus-
ceptible to different forms of attack such as Buffer Overflow
(BOF) and DoS due to the use of Distributed Component Ob-
ject Model (DCOM) and Remote Procedure Call (RPC) [44].
OPC United Architecture (OPC-UA) addresses the security
concerns of OPC and provides greater interoperability, elim-
inating the Microsoft Windows dependency, but maintaining
retro compatibility with its predecessor [45].

IV. SECURING ICAS

Securing ICAS from cyberattacks requires implementation
of layers of security measures. There is no single solution
that can prevent all ICAS attack vectors. Therefore, ICAS

vendors should implement comprehensive security measures
to protect the physical assets, networks, devices, and software
applications [2].

A. Intrusion Detection System

Intrusion Detection System (IDS) monitors ICAS networks,
systems and detect any malicious activity or abnormal be-
haviour. IDS detects malicious activity by collecting and
analysing various data sources such as network traffic, security
logs, audit data, and system/application. Furthermore, IDS can
detect network related attacks such as DoS, MITM and other
forms of malware in ICAS environment [46].

Conventional IDS are classified into Misuse-based (MIDS)
and Anomaly-based IDS (AIDS). MIDS uses known sig-
natures to detect attacks, while AIDS uses statistical and
Machine Learning (ML) algorithms to detect anomalies. In
addition, IDS can be categorised based on the data sources;
Host-based IDS (HIDS) and Network-based (NIDS). HIDS
monitors a specific host for malicious activities and very
effective to detect advanced persistent threats on a specific host
[47]. NIDS detects anomalies in the entire network; however,
it lacks visibility into the internal nodes and cannot locate
the specific node under attack [48] [4]. In ICAS, IT systems
at the Purdue Levels 2 and 3 can be monitored using open-
source IDS such as Suricata, Snort and Zeek. While industrial
zone requires OT-oriented IDS (OT-IDS) such as Forescout’s
eyeInsight [49].

1) Misuse or signature-based IDS: Misuse IDS identifies
abnormal behaviour of a system or network based on the
signatures of the known attacks and vulnerabilities. MIDS has
a very high detection rate and effective in detecting known
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attacks. However, MIDS cannot detect unknown attacks, such
as zero-days, whose signatures have not yet been included in
the database. This is challenging with the increasing zero-day
vulnerabilities being discovered in ICAS. A good example of
an open source MISD for monitoring Purdue model level 3
devices is Snort [50] [49].

2) Anomaly-based IDS: AIDS uses a defined normal be-
haviour baseline to detect any malicious activity in a system or
a network. The IDS raises an alert when the deviation between
the current behaviour and the normal behaviour transcends
the predefined threshold. AIDS can identify a variety of
unknown attacks but has a relatively high false alarm rate
[47]. AIDS can mainly be classified into the statistical base
and machine learning-based approaches. Statistical-based IDS
uses statistical methods and algorithms such as Time series
analysis, and Markov chain to process system events and
network traffic [51]. While ML-based IDS uses ML algorithms
to classify the normal and abnormal behaviour of the system or
network. Some of the ML algorithms include Support Vector
Machines (SVM), deep learning, clustering and classification,
and decision trees [46].

Industrial network behaviour tends to be highly predictable
especially in well-isolated control zones, making anomaly
detection more reliable [1]. There are several off-the-self AIDS
for OT systems such as Darktrace for OT, Dragos Platform,
Forescout and Claroty Platform [52].

B. Network segmentation

Network segmentation involves the logical grouping of in-
formation systems and ICAS devices. It provides an additional
layer of defence against cyberattacks [2]. NIST recommends
separating the ISZ from the ESZ by creating an Industrial
Demilitarised zone (IDZ) [4]. In addition, ICAS networks can
be further segmented into small sub-networks called zones.
Each zone is protected by security perimeter that monitors and
filters network traffic. Although network segmentation is very
crucial for securing industrial networks, it can be challenging
to implement for complex networks with many interconnected
devices [1].

The network segmentation approach includes physical im-
plementation, logical implementation, and network traffic fil-
tering [53]. Physical segmentation involves partitioning the
ICAS network infrastructure into small physical components.
It guarantees high security but costly since it involves investing
in additional hardware such as routers, gateways and switches
[54]. Logical segmentation can be implemented using Virtual
Local Area Networks (VLAN) or Virtual Private Network
(VPN). It is cost-effective but relatively insecure compared to
physical segmentation. Several previous ICAS network-related
attacks exploited VPN vulnerabilities. For instance, in the
Colonial Pipeline attack, the adversaries used a legacy VPN to
gained access to the IT system of the company [27]. Lastly,
network traffic filtering provides segmentation by restricting
certain parts of the system from communicating with others
[53].

C. Securing endpoints

Securing devices in ICAS requires holistic security ap-
proaches such as patch management, anti-malware software,
device hardening, application whitelisting, monitoring and
logging, least user privilege, password management, config-
uration, and change management [2] [55].

1) Patch management : Patch management involves identi-
fication, installation, scheduling, and verification of the patches
to be applied to a system to either add new functionalities or
resolve vulnerabilities [56]. ICAS has HA requirements, and
any unplanned downtime can cause physical damage, financial
losses and other safety concerns. Therefore, a systematic patch
management process such as rigorous testing of the patches
is required before deployment. This is to ensure safety and
minimise risk of downtime. In addition, patching ICAS legacy
systems can be challenging since most vendors no longer
support these systems [4].

2) Antimalware software: Anti-malware such as antivirus
is relatively effective in defending against malware in both
ESZ and the ISZ when properly installed, configured, and
maintained. Adoption of antivirus in ICAS requires special
precautions such as compatibility checks, change management
issues, and performance impact metrics. In addition, regressive
testing of the antimalware is required by both the vendor and
the asset owner to avoid disruption of the industrial operation
[4] [57].

3) Application WhiteListing: Application WhiteListing
(AWL) involves setting a list of approved applications that are
allowed while blocking any application not on the list [58].
AWL can be applied to detect and prevent attempts to execute
malware uploaded by adversaries on ICAS devices such as
HMIs, PLCs, RTUs and servers. The downside of AWL
implementation is its inability to effectively detect malware
that exploit applications that run in the higher-level execution
environments, such as Java, .NET Framework, and other
scripting languages. In addition, AWL is pointless in an event
where the adversary has already gained access and escalated
the privileges in the ICAS environment. The adversary can
modify the AWL list to allow any executable malware without
being flagged [59].

4) Device Hardening : The suppliers and manufacturers
play a critical role in securing ICAS devices. Some of the
devices such as PLCs have hard-coded credentials which can
easily be extracted by reverse engineering the firmware [2]. For
instance, the recent hard-coded key vulnerability (CVE-2021-
22681, CVSS 10.0) which affected Rockwell Automation
Logix PLCs [60].

5) Configuration/change management: Integrating ICAS
cyber security and reliability requires proper configuration of
all assets, including operating systems, networking equipment,
and other embedded devices. Improper configuration practices
such as the use of device default passwords, and plain text
transmission of usernames and passwords can allow adver-
saries to gain full access to the industrial network [35]. The
NERC CIP-010-4 provides configuration change management
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and vulnerability to prevent and detect unauthorised changes
to BES [61].

D. Physical security

Physical security controls involve the implementation of
physical measures to limit an authorise access to the ICAS en-
vironment. Unauthorised physical access to the ICAS environ-
ment can lead to physical modification, theft, and destruction
of industrial systems which can have a devastating impact [62].
NERC CIP and ISA/IEC 62443 provide recommendations,
and guidelines to protect the ICAS physical assets. Some of
these physical protection settings include physical boundaries
such as a fence, a closed control house, locked cabinets, and
installing video cameras for monitoring purposes.

E. Cybersecurity awareness and training

Cybersecurity awareness and training support employees
to recognise potential threats and take the appropriate ac-
tions to minimise cyber risks. Employees should have basic
knowledge on cybersecurity such as phishing, physical access,
password management, and organisation cybersecurity policies
and guidelines [63]. Several previous ICAS attacks such as the
Honda Factories attack, the Black Energy3 and the Wolf Creek
Nuclear Operating Corporation attack used spearphishing as
initial access vector [25].

F. Risk assessment

A comprehensive risk assessment in ICAS helps to iden-
tify, categorise, prioritise, and mitigate risk. Risk assessment
involves asset identification, system characterisation, vulner-
ability identification, threat modelling, risk calculation, and
mitigation planning [2] [13].

V. CONCLUSION

Cyberattacks on ICAS are on the rise due to several factors
such as OT/IT convergence and threats from nation-states, or-
ganised criminal groups, and hacktivists. This paper provided
an overview of the current unique cybersecurity challenges
at each level of the Purdue Reference Module. As noted,
securing devices at Purdue level 0 and 1 remains a chal-
lenge, since majority of these devices have limited resources
and lack strong security measures such as authentication.
Furthermore, this paper examined the widely used security
standards and frameworks in ICAS. Though most of these
standards provide similar guidelines, the NIST framework and
ISA/IEC 62443 are widely adopted by critical infrastructure
organisations. The current threats and vulnerabilities in the
ICAS were also considered. Adversarial and environmental
threats pose high risk to ICAS. Lastly, this paper recommends
approaches and best practices to secure ICAS. Further research
and investigations are still required to protect ICAS from the
evolving cyberattacks. Future work in this project will focus
on exploring methodologies and approaches to secure Purdue
model level 0, 1, and 2 devices.
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Stuxnet attack with BDMP: Towards more formal risk assessments,” 7th
International Conference on Risks and Security of Internet and Systems,
CRiSIS 2012, pp. 1–8, 2012.

[35] W. Richard, “How to Design and Configure Secure Industrial Networks,”
2017. [Online]. Available: https://blog.isa.org/how-to-design-configure-
secure-industrial-networks

[36] Rockwell & CISCO, “Securely Traversing IACS Data across the Indus-
trial Demilitarized Zone,” no. May, 2017.

[37] X. Yikai, Y. Yi, L. Tianran, J. Jiaqi, and W. Qi, “Review on Cyber Vul-
nerabilities of Communication Protocols in Industrial Control Systems,”
pp. 1–6, 2017.

[38] P. Huitsing, R. Chandia, M. Papa, and S. Shenoi, “Attack taxonomies for
the Modbus protocols,” International Journal of Critical Infrastructure
Protection, vol. 1, no. C, pp. 37–44, 2008. [Online]. Available:
http://dx.doi.org/10.1016/j.ijcip.2008.08.003

[39] M. Majdalawieh, F. Parisi-Presicce, and D. Wijesekera, “DNPSec:
Distributed network protocol version 3 (DNP3) security framework,”
Advances in Computer, Information, and Systems Sciences, and Engi-
neering - Proceedings of IETA 2005, TeNe 2005, EIAE 2005, vol. 3, pp.
227–234, 2006.

[40] B. Sangewar and A. R. Buchade, “Survey On Analysis Of Security
Threats In DNP3 Protocol,” vol. 9, no. 06, pp. 365–369, 2020.

[41] J. T. Michalski, A. Lanzone, J. Trent, and S. Smith, “Secure ICCP
Integration Considerations and Recommendations,” no. June, pp. 1–98,
2007.

[42] M. Nitesh, “TASE 2.0 and ICCP - Infosec Resources,” feb 2020.
[Online]. Available: https://resources.infosecinstitute.com/topic/tase-2-
0-and-iccp/

[43] Q. Wanying, W. Weimin, Z. Surong, and Z. Yan, “The Study of Security
Issues for the Industrial Control Systems Communication Protocols,” no.
Jimet, pp. 693–698, 2015.

[44] B. Rolston, “Security Implications of OPC , OLE , DCOM , and RPC
in Control Systems,” no. January, p. 254795, 2006. [Online]. Available:
https://inldigitallibrary.inl.gov/sites/sti/sti/3494180.pdf

[45] M. Conti, D. Donadel, and F. Turrin, “A Survey on Industrial Control
System Testbeds and Datasets for Security Research,” IEEE Communi-
cations Surveys & Tutorials, pp. 1–1, 2021.

[46] M. Kaouk, J. M. Flaus, M. L. Potet, and R. Groz, “A review of intrusion
detection systems for industrial control systems,” 2019 6th International
Conference on Control, Decision and Information Technologies, CoDIT
2019, pp. 1699–1704, 2019.

[47] Y. Hu, A. Yang, H. Li, Y. Sun, and L. Sun, “A survey of intrusion detec-
tion on industrial control systems,” International Journal of Distributed
Sensor Networks, vol. 14, no. 8, 2018.

[48] Checkpoint, “What is an Intrusion Detection Sys-
tem (IDS)? - Check Point Software.” [Online]. Avail-
able: https://www.checkpoint.com/cyber-hub/network-security/what-is-
an-intrusion-detection-system-ids/#

[49] P. Ackerman, Industrial Cybersecurity Second Edition, second edi ed.
Packt Publishing, 2021.

[50] R. Samrin and D. Vasumathi, “Review on anomaly based network
intrusion detection system,” International Conference on Electrical,
Electronics, Communication Computer Technologies and Optimization
Techniques, ICEECCOT 2017, pp. 141–147, 2017.

[51] S. Jose, D. Malathi, B. Reddy, and D. Jayaseeli, “A Survey on Anomaly
Based Host Intrusion Detection System,” Journal of Physics: Conference
Series, vol. 1000, no. 1, 2018.

[52] C. M. Hurd and M. V. McCarty, A Survey of Security Tools for
the Industrial Control System Environment, 2017, no. 571. [Online].
Available: https://www.osti.gov/servlets/purl/1376870

[53] R. Arief, N. Khakzad, and W. Pieters, “Mitigating cyberattack related
domino effects in process plants via ICS segmentation,” Journal of
Information Security and Applications, vol. 51, p. 102450, 2020.
[Online]. Available: https://doi.org/10.1016/j.jisa.2020.102450

[54] P. Steve, “Network Segmentation: What it is & How it Works,” 2019.
[Online]. Available: https://www.auvik.com/franklyit/blog/network-
segmentation/

[55] C. Davidson, T. Andel, M. Yampolskiy, T. McDonald, B. Glisson, and
T. Thomas, “On SCADA PLC and fieldbus cyber-security,” Proceedings
of the 13th International Conference on Cyber Warfare and Security,
ICCWS 2018, vol. 2018-March, no. March, pp. 140–148, 2018.

[56] U. Gentile and L. Serio, “Survey on international standards and best
practices for patch management of complex industrial control systems:
The critical infrastructure of particle accelerators case study,” Interna-
tional Journal of Critical Computer-Based Systems, vol. 9, no. 1-2, pp.
115–132, 2019.

[57] V. Matvey, “Updating antimalware solutions in in-
dustrial control systems,” 2018. [Online]. Available:
https://www.kaspersky.com/blog/updating-in-ics/20962/

[58] T. William, Cybersecurity for SCADA Systems, 2nd ed. Pennwell Books,
2020.

[59] DHS and NCCIC, “Guidelines for Application Whitelisting in
Industrial Control Systems,” Cybersecurity and Infrastructure
Security Agency (CISA), pp. 1–6. [Online]. Available: https://us-
cert.cisa.gov/sites/default/files/documents/Guidelines for Application
Whitelisting in Industrial Control Systems S508C.pdf

[60] B. Sharon, “CLAROTY DISCOVERS CRITICAL AUTHENTI-
CATION BYPASS IN ROCKWELL SOFTWARE,” 2021. [On-
line]. Available: https://claroty.com/2021/02/25/blog-research-critical-
authentication-bypass-in-rockwell-software/

[61] NERC, “CIP-010-4 – Cyber Security — Configuration Change Man-
agement and Vulnerability Assessments,” North American Electric Re-
liability Corporation(NERC).

[62] Nccic, Ics-cert, and DHS, “Recommended Practice: Improving Industrial
Control System Cybersecurity with Defense-in-Depth Strategies Indus-
trial Control Systems Cyber Emergency Response Team,” Communica-
tions Integration Center (NCCIC), 2016.

[63] A. Nagarajan, J. M. Allbeck, A. Sood, and T. L. Janssen, “Exploring
game design for cybersecurity training,” Proceedings - 2012 IEEE
International Conference on Cyber Technology in Automation, Control,
and Intelligent Systems, CYBER 2012, pp. 256–262, 2012.



 
 

 43 

An Analysis of Ireland’s Homecare Companies’ 
Cookie Practices in terms of GDPR Compliance. 

Gerard Reynolds  
Department of Computing, School of Science and Computing 

Galway Mayo Institute of Technology 
Castlebar Co Mayo, Ireland 
gerard.reynolds@aghra.ie 

 Seamus Dowling 
Department of Computing, School of Science and Computing 

Galway Mayo Institute of Tecnology 
Castlebar Co Mayo, Ireland 
seamus.dowling@gmit.ie  

  

Abstract—The General Data Protection Regulation (GDPR) 
2016, the Data Protection Act 2018 and the e-Privacy Directive 
2002 are applicable legal instruments that impose 
responsibilities on homecare companies as ‘data controllers’.  
One of these responsibilities is that they provide their clients 
with information pertaining to their clients’ rights and the data 
controllers’ responsibilities as set out by the GDPR. Many 
homecare companies publish their Privacy Policies on the 
company website to showcase their compliance and make 
themselves more attractive to potential clients. Many websites 
use Cookie (or consent) Management Platforms (CMP’s) to 
manage their cookies and fulfil their legislative obligations. 
Cookies gather information and must comply with the terms of  
data protection and e-Privacy legislation.  This research 
evaluates homecare companies’ Cookie Practices to ascertain 
GDPR compliance and found them to be lacking the substance 
and detail necessary to be considered compliant. This was 
achieved by identifying the websites of homecare companies 
operating in Ireland, accessing their website using a cookie 
cleared browser and then examining the researcher’s computer 
immediately afterwards to see what (if any) cookies had been 
uploaded, in addition to assessing the homecare companies CMP 
(where present) for compliance.  This research found a high 
level of non-compliance and suggests that Ireland’s Data 
Protection Commission (DPC) could and should become more 
involved in creating solutions by evolving their role to that of a 
Data Protection Service Provider. By doing so they will improve 
compliance with data protection legislation and enhance the 
protections afforded to an individual’s right to privacy. 

Keywords—data protection, GDPR, cookies, privacy 

I. INTRODUCTION  
The Health Service Executive’s National Service Plan 

identified that 19.2 million home support hours are to be 
delivered to 53,700 people.[1]  Homecare companies have 
become increasingly reliant on information technology to 
manage and coordinate the delivery of these home support 
hours. The e-Privacy regulation (S.I.No.336/2011)[2], in 
addition to GDPR Recital 30 [3], aims to ensure electronic 
communications are conducted in such a way as to protect a 
person’s right to privacy. 1   The e-Privacy Directive 
acknowledges that IP addresses and cookie identifiers might, 
when combined with other unique identifiers, be used to 
profile natural persons and by doing so breach the right to 
privacy. This paper and associated research focuses on GDPR 
compliance in the Irish homecare environment. In doing so it 
achieves the following: 

• identified and consolidated the requirements that the 
GDPR and the e-Privacy Directive impose on 

 
1 Directive 2002/58/EC Of the European Parliament and of the 
Council 12 July 2002. 

homecare companies operating in Ireland specific to 
their websites’ use of Cookies. 

• develops a criterion matrix for evaluating homecare 
companies’ Privacy Policies and Cookie Practices. 

• provides an indication of the level of compliance 
amongst homecare companies in Ireland. 

• poses the question; are Homecare Companies’ 
cookie practices GDPR compliant? And answers it 
by collating and analysing homecare companies’ 
website cookie practices. 

II. RELATED RESEARCH 

A. Cookies 
A cookie is a small text file that may be stored on a 

computer or mobile device that contains data relating to a 
visited website. It may allow a website to ‘remember’ an 
individual’s actions or preferences over a period of time, or it 
may contain data relating to the function or delivery of the site. 
It is considered valuable information as it can be used to 
identify an individual’s interests or preferences.  This 
information can subsequently be used by those involved in 
sales and marketing.  

A CMP is a tool that controls user consent on websites, it 
requires a site user/visitor to give their consent to their data 
being collected managed via cookies. They should be built to 
comply with the latest data privacy legislation, by providing 
the necessary information in an appropriate manner to enable 
the site user/visitor to make an informed decision. 

Yang et al [4] assert that data governance involves 
coordination of people, policies, processes, strategies, 
standards, and technologies to allow organisations to utilise 
data. CompTia [5], conducted an online survey of companies 
based in the United States, (425 businesses responded) and 
their report identified ‘privacy concerns’ as one of the main 
driving forces behind investment and expenditure in 
cybersecurity. Their report highlighted the importance of 
Governance Risk and Compliance (GRC) as functions 
essential to cybersecurity. Their report concluded that GRC is 
less technical but more reliant upon an understanding of the 
regulatory environment. The legislative environment is 
complex and evolving, the GDPR [3] contains 7 principles, 99 
Articles and 173 Recitals, SI 336 /2011 [2] has 35 Sections 
and the Data Protection Act [6] contains 7 Parts 156 Sections 
and 67 amendments and case law continues to evolve. 
However, lack of understanding is not considered an 
acceptable excuse by the Courts or the DPC for 
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noncompliance. Whilst the regulatory environment may be 
considered complex, 

Article 12 (1) requires that homecare companies acting as 
data controllers (as they are the owners of their websites) ‘take 
appropriate measures to provide any information relating to 
processing to the data subject in a concise, transparent, 
intelligible and easily accessible form, using clear and plain 
language’.  Proof of compliance can be established using an 
appropriate Privacy Policy and via CMP. 

Ireland’s e-Privacy Regulations SI 336/2011 [2] 
transposed the EU e-Privacy Directive 2002/58/EC (amended 
in 2009) into Irish law to protect the confidentiality of 
electronic communications, including the use of cookies and 
similar technologies. 

Regulation 5(3) of the e-Privacy directive is clear in stating 
the rules regarding use of cookies and states: A person shall 
not use an electronic communications network to store 
information, or to gain access to information already stored in 
the terminal equipment of a subscriber or user, unless 

(a) the subscriber or user has given their consent to that 
use, and 

(b) the subscriber or user has been provided with clear 
and comprehensive information in accordance with the Data 
Protection Acts which— 

(i) is both prominently displayed and easily 
accessible, and 

(ii) includes, without limitation, the purposes of 
the processing of the information.  

Regulation 5(4) requires that the methods of giving 
information and consent should be as user-friendly as 
possible. Regulation 5(5) acknowledges the occasions where 
technical requirements may necessitate access to and technical 
storage of information in order to provide a service ‘explicitly 
requested’ by a user and stipulates that such storage and access 
must be ‘strictly necessary’.  

The evaluation and analysis of homecare companies’ 
Cookie Policies and practices will be based on the 
requirements as set out in Regulation 5(3), 5(4) and 5(5), and 
must be analysed in conjunction with the terms of the GDPR. 
The standard for consent placed on controllers by the GDPR 
requires that it be obtained by means of a clear, affirmative act 
and be freely given, specific, informed and unambiguous. 

Recital 24 of the e-Privacy Directive 2002/58 further 
clarifies the obligation to ensure the confidentiality of 
communications. 

“Terminal equipment of users of electronic 
communications networks and any information stored on such 
equipment are part of the private sphere of the users requiring 
protection under the European Convention for the Protection 
of Human Rights and Fundamental Freedoms. 

So-called spyware, web bugs, hidden identifiers and other 
similar devices can enter the user’s terminal without their 
knowledge in order to gain access to information, to store 
hidden information or to trace the activities of the user and 
may seriously intrude upon the privacy of these users. The use 

 
2 Regulation 5(3)(a), ePrivacy Regulations 2011 

of such devices should be allowed only for legitimate 
purposes, with the knowledge of the users concerned.” 

This last line reinforces and clarifies the requirement to 
establish active consent by the user as proof that they have 
‘knowledge’ of the cookies that will be placed on their 
machine once they give their consent. The Court of Justice of 
the European Union (CJEU) Planet49 case [7] further clarified 
the nature and requirements around consent and established 
that the consent for the placement of cookies is not valid if it 
is obtained by way of pre-checked boxes which users must 
deselect to refuse their consent. In setting the use of cookies, 
the data controller normally needs the user’s consent to use 
these types of technologies.2 The data controller also needs to 
provide the user with certain prominently displayed, easily 
accessible, clear and comprehensive information on the 
technology being used and the purpose for which it is being 
used.3  The position of the Irish DPC is stated clearly in their 
published report [8], that “Users must be provided with easily 
accessible, ‘clear and comprehensive’ information on: 

• The technology used by the website to collect 
personal data 

• The purpose for which the collected data will be 
used.”  

Article 12(1) of the GDPR stipulates that ‘Information 
relating to processing must be presented in a concise, 
transparent, intelligible and easily accessible form, using 
clear and plain language. The information shall be provided 
in writing, or by other means, including, where appropriate, 
by electronic means.’   

Therefore, when a user accesses a homecare company’s 
website, they should be asked for their consent to ‘cookies’ in 
a manner which is clear and unambiguous and provides all the 
information necessary for them to make an ‘informed’ 
decision as to how they will proceed (e.g. give full or limited 
consent or refuse consent). 

The Article 29 Working Party (WP29) has noted the 
practical problems related to obtaining consent, particularly if 
consent is necessary every time a cookie is read for the 
purposes of delivering targeted advertising [9]. WP29 also 
recommended limiting the scope of the consent to a period of 
time e.g. 1 year. 

The practice of bundling cookie types by purpose, to make 
it easier (quicker) for the user to decide which cookies they 
are willing to accept, has become commonplace. The Planet49 
judgment provided clarity on the practice of bundling of 
cookies when achieving consent, whilst allowing that consent 
‘does not need to be given for each cookie, but rather for each 
purpose. Where a cookie has more than one purpose requiring 
consent, it must be obtained for all of those purposes 
separately’. The DPC reports that in their sweep they found 
potential controller compliance issues which included “the 
setting of cookies on landing without any engagement by the 
user with consent banners or other tools, lack of choice for 
users to reject all cookies and the bundling of consent for all 
purposes and the possible misclassification of cookies as 
‘necessary’ or strictly necessary”. [8] 

3 Regulation 5(3)(b)(i), ePrivacy Regulations 2011 
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B. Requirement for Speed of Access 
Shastri et al [10] identified the phenomenon of ‘metadata 

explosion’ and the impact it has had in creating new 
workloads in relation to the GDPR.  The research found that 
this explosion of metadata required changes to electronic 
storage systems to comply with the GDPR and resulted in 
significant performance overheads for database systems. In an 
increasingly digitised society, where speed is linked to 
performance, any reduction in the speed of database systems 
and their associated apps is not welcomed. This could 
potentially result in practices designed to speed up access to 
websites, databases or health apps taking precedence over 
requirements for privacy protection. The resulting delay in 
accessing a website due to the requirement placed on data 
controllers and website providers to provide the information 
necessary to achieve the ‘informed’ consent required to 
proceed and satisfy GDPR requirements is most likely 
unwelcomed by homecare company, website provider and 
client. It is the data controller’s responsibility to ensure 
compliance with all relevant legislation and so they must 
provide sufficient information and in an appropriate format to 
facilitate the website users informed decision making.  

Mulder [11] states in her study that the average length of 
the Privacy Policies analysed was 3,783 words (the largest 
was 11,344 and the shortest 347). Knowing that the average 
person reads 200-250 words per minute, it can be calculated 
how long it takes an average person to read a provided Privacy 
Policy prior to making an ‘informed’ decision.  In Mulder’s 
research this was 15-20 minutes.  

 

III. DATA PROTECTION AS A SERVICE 
Data protection by default from a technical perspective 

could be achieved in terms of cookie practices, as current 
software and programming can ensure no cookies are 
delivered unless informed consent is actively given and as 
such compliance is achieved.  

Article 4 of the GDPR defines consent as “… any freely 
given, specific, informed and unambiguous indication of the 
data subject's wishes by which he or she, by a statement or by 
a clear affirmative action, signifies agreement to the 
processing of personal data relating to him or her”.   

Article 7 determines that the data controller needs to be 
able to demonstrate that the data subject has given their 
consent. As a result, a written statement with an ‘I agree’ 
button combined with a Privacy Policy is one of the most 
common mechanisms used on websites to comply with 
GDPR. 

    The quality of the information provided in the written 
statement to inform such consent presents greater challenges 
when evaluating compliance.  This author suggests such 
information should be standardised i.e. standardised 
acceptable information for each cookie purpose should be 
published by the DPC for inclusion on all cookie consent 
management platforms. Barrett [12] identified the influential 
role that the DPC is likely to play in evolving data protection 
legislation, not just in Europe but across the wider world due 
to its enforcement actions and guidance. Provision of 
standardised acceptable (to the DPC) content for inclusion on 
CMP’s etc would be most effective guidance. 

Mulder [11] suggests that the European Data Protection 
Board (EDPB) should, in cooperation with those involved in 
healthcare, create solutions to help ensure GDPR compliance. 
If the Data Protection Authorities (DPA’s) are the masters of 
privacy protection, and as such fully understanding of the 
complex legislation, then perhaps the role of the EDPB and 
DPAs should evolve to that of providers of Data Privacy as a 
Service (DPaaS). 

In the DPC’s Annual Report 2020,[13] the Data Protection 
Commissioner identifies a requirement for the DPC role to 
expand ‘to the benefit of organisations and data subjects alike 
including codes of conduct and certification’. El-Gazzar and 
Stendal [14] identified the threat to privacy protection posed 
by emerging technology because of the legal framework’s 
inability to keep up with technological advances, such that 
innovative technologies can inadvertently threaten the privacy 
of individuals. This author would suggest developing El-
Gazzar and Stendal’s approach to achieving improved GDPR 
compliance by providing ‘governance and monitoring in 
context’ through the provision of acceptable context specific 
content by the offices of the DPC for inclusion on CMP’s. 

IV. METHODOLOGY 
This explorative research provides a better understanding 

of the problem of GDPR compliance pertaining to private 
homecare companies and their websites use of cookies. This 
research uses the content of homecare company websites, 
specifically their cookie practices (as experienced upon 
entering their websites) to evaluate if they are GDPR 
compliant. 

A. Homecare Company Identification 
Sixty-one homecare companies were identified using the 

following three sources: 

1. The HSE published list of HSE ‘approved’ homecare 
support providers, where such homecare companies were 
franchisees the website of their main office located in Ireland 
was evaluated for content. (available on www.hse.ie) 

2. Home and Community Care Ireland (HCCI) is the 
national representative body for homecare companies in 
Ireland.  In 2020 Bedenik, the HCCI’s Research and Policy 
Officer, published research that included the details of 
eighteen HCCI member homecare companies that were 
involved in the research [15]. This study included those same 
eighteen homecare companies identified in Bedenik’s 
published research in its survey population.  

3. An Internet search using the term “homecare 
Ireland” was initiated to find any homecare companies not 
identified at 1 and 2. Any additional homecare companies 
identified via this search also had their websites evaluated for 
content. Six of the companies identified did not have a website 
and so were discarded from the study.  Each of the 55 websites 
were accessed using a cookie cleaned browser and their cookie 
practices identified, recorded, and analysed for GDPR 
compliance. 

B. Cookie Compliance requirements  
For a homecare company to be GDPR and e-Privacy 

compliant its website cookie practices must comply 
specifically with the Regulation 5(3) and 5(4) of the e-Privacy 
Directive. The following six questions based on the 
requirements set out in Regulation 5(3) and 5(4) were used to 
identify if such compliance was present. 
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1. Was a cookie pop up with choice presented when 
entering website?  

2. Were there Cookie accept/reject/choose options 
presented?  

3. Was cookie information as provided Clear & 
intelligible? 

4. Was cookie information concise? 

5. Were the cookie choice button/s presented in a 
balanced manner with equal prominence? 

6. Were the website cookie Practices transparent and 
honest? i.e. Did they deliver cookies prior to 
permission being given and or having been 
specifically denied permission? 

V. RESULTS 
The Chart below displays the consolidated results of the 

observed cookie practices of the homecare companies based 
on the criteria required to be compliant with the GDPR and e-
Privacy directive.   

 
Chart 1. Consolidated Cookie Practice Results 

49 of the 55 websites placed cookies prior to receiving 
permission, one of the companies placed 23 cookies without 
permission. Three of the companies had a default setting such 
that if accept was clicked you agreed to accept non- necessary 
cookies, this fact was hidden from the user. 

Evaluating conciseness is problematic, as its subjective in 
nature, the average wordcount for those websites that 
published website specific privacy policies (WSPP) was 408 
words (smallest was 36 words and largest was 1282 words). Is 
it possible to provide sufficient information in 36 words to 
inform a decision, is it realistic to think that a visitor will spend 
between two and six minutes reading the information before 
clicking the agree/disagree button?  

Content of Homecare Company Website Privacy 
Policies 

The homecare companies’ website polices were of a 
particularly poor standard in terms of containing the required 
criterion set out in Articles 12 and 13 of the GDPR. Some of 
the content of the Privacy Policies viewed was of particular 
concern.  Table 1 below displays direct quotations taken from 
the privacy policies and statements of homecare companies 
and are provided as further indicators of legislative breaches 
poor standards and lack of understanding of the requirements 

of GDPR and e-Privacy legislation as encountered by the 
author. 

TABLE1  EXAMPLES PRIVACY POLICY STATEMENTS 
POLICY STATEMENTS 

“no information is collected that could be used by us 
to personally identity website visitors.”  

The next paragraph of the same policy acknowledges 
that the website cookie management platform (CMP) 
collects the IP addresses of visitors. 

“By visiting the website, you are accepting the terms.” 

By using our website you agree to us placing this type 
of cookie on your device,” which included unnecessary 
cookies. 

“By using our website you agree to the terms of the 
privacy policy in effect at that time.” 

“We may combine your account information with 
information we gather from your cookies.” 

“If you have signed up to marketing communications 
you have agreed to the transfer of your information to 
our email provider in the USA.”.  The same homecare 
company goes on to say it “does not generally transfer 
personal information abroad”. 

“A fee will be charged for access requests”. 

 

One homecare company used a different format when 
explaining and categorising cookie type and purpose in their 
Privacy Policy to that presented by their CMP, which also had 
a default setting such that the accepting ‘non-necessary’ 
cookies box was prechecked. 

Aggregated cookie results 

Four of the homecare companies could be considered as 
GDPR cookie practice compliant as there were no cookies 
detected on the author’s computer having accessed their 
websites.  None of the four published Cookie Policies or 
provided banners for evaluation etc. whilst still allowing 
access to their websites.  Forty-four per cent of the sites 
accessed did not present cookie pop up banners, of the 31 
companies that did only 35 percent (11) of those banners 
provided choices to reject accept etc that could be considered 
as GDPR compliant. Eighty-nine percent of the sites delivered 
cookies immediately upon landing on their site without any 
engagement by the user with consent banners or other CMP 
tools.  Whilst some of these cookies may be considered strictly 
necessary or first party analytical, and perhaps pose little risk 
to those accessing the website, legislation requires consent and 
all CMP’s, should be configured in such a way as to ensure 
legislative compliance. 

The DPC [8] graded the 38 respondents to their cookie 
sweep using the ‘traffic light’ system: red, amber and green.  
For comparison purposes the same criteria is used to rank the 
cookie practices of the 55 homecare companies in this study. 

GREEN: substantially compliant, any concerns 
straightforward and easily remedied. 

AMBER: but at least one serious concern. 

RED: with several serious concerns. 
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For comparison purposes the results were converted to 
percentages and are displayed in Table 1.  As can be seen the 
DPC gave a range which facilitated those sites that were 
considered borderline between two grades. 

Table 1.   Comparing multi-sector cookie compliance as 
reported by the DPC to that of the homecare companies 

Rating   Green   Amber Red 

DPC 5%-7% 53%-60% 32%-39% 

This research 7%-29% 24%-33% 38%-47% 

   

 Four homecare companies were graded green and twelve 
were borderline amber to green, as the latter had minor issues 
that could be easily remedied, such as an unbalanced (in terms 
of prominence) banner button.  Thirteen homecare companies 
were given an amber rating for having one significant concern, 
such as no cookie management information or banner 
displayed when entering the site.  Five were given an amber 
to red as a result of having more than one but less than three 
concerns.  Twenty-one homecare companies were given a red 
rating due to having several serious concerns including no 
banner or cookie information, no option to accept or reject 
cookies and the delivery of cookies against the expressed 
wishes of the site visitor. Five were given amber to red rating 
due to the nature and number of the concerns encountered. 

VI. DISCUSSION 
      The observed lack of compliance of companies that 
included the details of their Data Protection Officer (DPO) 
raises the question of DPO competency and is worthy of 
consideration. How they are selected, trained, and supported 
this author suggests is essential to achieving compliance. 
Currently the DPC requires that they are notified of the 
DPO’s contact details (not all organisations are required to 
have a DPO). The matter of education and training is left to 
the discretion of the companies employing a DPO.  

     The DPC’s published guidance on the qualifications for 
DPOs is taken from Article 37-39 of the GDPR and the 
Article 29 Working Party Guidance and is the further 
endorsed by the EDPB.  It lists the relevant necessary skills 
and expertise required of a DPO as: 

• Expertise in national and European data protection 
laws and practices including an in-depth 
understanding of the GDPR. 

•  In-depth understanding of how their organisation 
processes personal data. 

• Understanding of information technologies and data 
security. 

• Thorough knowledge of their organisation and the 
business sector in which it operates. 

• Ability to promote a data protection culture within 
the organisation (DPC, Qualifications for DPOs). 

 
Eighteen homecare companies provided the contact 

details of their DPOs, it would be reasonable to expect that at 
least eighteen of the companies would be fully compliant in 
terms of cookie practices (which was not the case), as DPOs 
are expected to have the relevant expertise skills and 
knowledge as outlined above. 

This author would suggest the DPC should have the 
responsibility for certification of DPOs.  They should 
evaluate and certify that a DPO has achieved and or displayed 
the necessary expertise and competencies to be awarded the 
title of DPO.  

 

 Grading the results of the homecare companies using a 
traffic light system facilitated comparison with the results of 
the DPC’s research DPC [8].  However, it is the author’s 
contention that homecare companies are adjudged to be either 
‘compliant’ or ‘non-complaint’, whilst degrees of compliance 
(Red Amber or Green) may be considered when issues such 
as quantifying fines etc, the substantive question is and should 
be, is the homecare company compliant or not?  

 The subjective nature required to decide which breaches 
are more significant or which cookies are more wrong is 
immaterial if in the eye of the e-Privacy and GDPR legislation 
website owners must achieve informed consent before 
launching a cookie onto a visitor’s computer. Issues regarding 
consent and implied consent have been clarified by both the 
GDPR and e-Privacy legislation and it is unacceptable to 
consider consent as being given just by landing on a website. 
Eighty-four per cent of the homecare companies did not 
provide an option to decline all cookies and dispatched 
cookies to the author’s computer prior to the author 
responding to the banner or CMP. 

 

As can be seen in the chart above the majority (strict 
interpretation would suggest 93%) of homecare companies 
were considered to be non-compliant.   

Article 4 of the GDPR requires “Clear and affirmative 
action” on the part of the data subject to indicate consent.  

Article 7 requires that the data controller be able to 
demonstrate that the consent has been given (usually by 
pressing an ‘I agree’ type button).  

Regulation 5(3) of the e-Privacy Regulations requires 
consent to be “explicitly requested”. 

 Regulation 5(4) require that the information be provided 
in a user-friendly fashion and similarly the ability to consent 
and conversely reject cookies should be in a user-friendly 
fashion.   

Regulation 5(5) acknowledges the occasion where 
technical requirements may necessitate access to and technical 
storage of information in order to provide a service “explicitly 
requested” by a user and stipulates that such storage and 
access must be “strictly necessary”.  Evidence of the key 
words of ‘explicitly requested’ and ‘strictly necessary’ was 
noticeably absent in the numerous poor cookie practices as 
observed and reported above.  

The CJEU Planet49 [7] case referred to earlier specifically 
excludes the use of prechecked boxes for unnecessary 
cookies.  Again, this practice was observed and reported 
above.  The legislation requires that all websites using cookies 
are legally compliant; whilst acknowledging that some 
cookies are of higher risk in terms of right to privacy.  Cookie 
management platforms have the potential to provide the 
technical ability to ensure such risks are removed and begs the 
questions; Why do websites use CMPs that are not fit for 
purpose and why are all CMP’s not fit for purpose? 
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 Mulder [11] calculated that the average time required to 
read a privacy policy was 15 to 20 minutes, allowing for a 
reading rate of 200-250 words per minute. In our increasingly 
digitised society speed of access is considered essential. Will 
a website user spend sufficient time to read the content as 
provided on the CMP? If ‘consent’ is to be considered 
informed clear and concise, to satisfy legislative 
requirements?  How much information (word count) its 
content (ease of understanding) and formatting are subjective 
risks, managed and owned by data controllers using CMP’s. 
The competition for speed and ease of access versus 
legislative compliance.  

 Should content be sacrificed for speed?  The author 
suspects that no DPA or legislator could or would ever agree 
to do so and that a potential solution would be to remove the 
necessity for data controllers to achieve consent through a 
technological solution as follows; ensure only necessary 
information is gathered, that cannot be further processed than 
that for which it was immediately required and that it is 
immediately anonymised and or erased so that the data 
subject’s privacy is guaranteed.  

The question as to why all websites do not use CMPs that are 
fit for purpose and protect users’ privacy is relevant and 
worthy of further research. The following could be considered 
contributing factors:  

• Legacy/older websites and CMPs not being 
maintained or upgraded in line with legislative 
requirements 

• Ignorance of the legislative requirements and the 
responsibilities placed on data controllers and 
processors, inferred from the observation that 66% of 
homecare companies made no reference to 
‘recipients’ (a GDPR requirement) in their Privacy 
Policies.  

• Technical ignorance on the part of homecare 
companies with regards to website and cookie 
technologies 

• Legislative ignorance on the part of technology 
providers.  As CompTia [5] reports technical SMEs 
are lagging in awareness of the importance and 
responsibilities regarding data protection.  

• Delayed enforcement actions on the part of the Irish 
DPC, although as can be seen from the DPC’s 2020 
activity this is something that has recently appeared 
on their ‘action list’. 

 This author believes that there is a viable technical 
solution, provided by using websites and CMP’s that are 
GDPR and e-Privacy compliant, requiring certification and or 
approved or by the DPC. This would create a situation 
whereby privacy is established by default in the manner 
decisions are presented to the user i.e., only strictly necessary 
cookies are let through unless the user actively adjusts the 
settings presented by the CMP having been presented with the 
relevant information in a manner acceptable to the DPC. The 
information necessary to personalise the templated CMP are 
provided by the homecare companies in a similar fashion to 
that proposed for the construction of Privacy Policies. All 
website providers and owners should be required to use a valid 
(DPA Certified) CMP and held culpable for failing to do so if 
they use cookies.  

Website and CMP providers would be required to take part in 
a certification process that would allow them to market their 
products with the DPC’s stamp of approval. Enabling perhaps 
the less versed (in terms of IT and data protection) homecare 
providers to be comforted that the product they invest in is 
meeting the required standards. 

 

VII Conclusions 

 The homecare companies evaluated in this research were 
found to be lacking in terms of their compliance with the e-
Privacy Directive and the GDPR. The homecare sector is a 
vital part of the social fabric of Ireland, providing essential 
services to the most vulnerable in our society. To do so, they 
are trusted to provide care and assistance in an appropriate 
manner, often unsupervised in the homes of the vulnerable. It 
is essential that homecare companies preserve the dignity and 
privacy of those they are entrusted to care for. Homecare 
companies use privacy and trust in their marketing strategies 
as they understand their importance to those in need of care. It 
would be hugely detrimental for any homecare company to be 
publicly ‘outed’ as being in breach of legislation specifically 
designed to protect an individual’s right to privacy. The 
marginal gains in terms of marketing strategies and data 
analytics (resulting from non-consented cookies landing) are 
far outweighed by the impact and reputational damage that 
would be caused to a homecare company found guilty of 
breaching data privacy legislation. To that end this author 
suspects the breaches and poor practices identified by this 
research are more likely the result of ignorance of technology 
and the applicable legislation. Ignorance of the law, however, 
is never an acceptable excuse. 

If the necessity to use cookies continues then to move cookie 
practices to green from red (Table 1 refers) there are broadly 
speaking two elements required: a technical element and a 
content/information-based element. The technical element is 
easily achieved and requires that all CMP’s should be DPC 
approved/certified with the following automated settings. 

1. No cookie should be installed on a user’s computer 
prior to receiving consent, the CMP default option 
should be set to ‘reject all’ 

2. The CMP should provide information on cookie 
types utilised that is approved/certified by DPC 

3. All CMPs should include options to 

a. Reject all cookies (always the prechecked 
default option) 

b. Accept necessary cookies only 

c. Accept other ‘Stated’ categories of cookies 
(with a suitable certified explanation of the 
function and purpose of each category) 

4. All cookies should have an appropriate expiration 
date. 

5. The options buttons should be balanced in terms of 
prominence (size and colour). 

The content or information element is essential to ensure that 
consent is considered as properly informed, this should be in 
a standardised format explaining the category and function of 
the cookies utilised in a format (clear and concise) and 
approved/certified by the DPC. An alternatively is not to use 
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cookies or ensure automated anonymisation is achieved and 
no identifiers are captured to protect the privacy of website 
users. As mentioned earlier the evolution of the DPC’s role to 
that of a service provider would help to improve compliance 
and protect privacy. The author agrees with Mulder’s 
recommendations [11] (2019:19) that the EDPB and its DPAs 
become involved in “creating solutions” and with El-Gazzar 
and Stendal’s suggestion [14] (2020:270) that GDPR 
compliance by design cannot be achieved without close 
cooperation and collaboration. Similarly, Yang et al [5] 
identifies the requirement for coordination of people and 
policies to achieve effective governance further support for 
these authors suggestions that DPAs become ‘providers of 
acceptable content’ for users. The suggested enhanced role of 
Ireland’s DPC should include the following: 

• Provide sector specific Privacy Policies and 
information content using appropriate software to 
enable personalisation as required 

• Provide certification/approval for website and CMP 
providers 

As the levels of noncompliance with both GDPR and the 
e-Privacy directive were so high in terms of homecare 
companies’ cookie practices. The homecare companies 
DPO’s could be considered as failing to display the skills and 
expertise required of that role as published by both the EDPB 
and DPC, specifically in terms of understanding information 
technologies, data security and the regulatory environment. 
The latter considered essential by CompTia [5] as a function 
to ensuring cybersecurity. 

  This research identified compliance failure in terms of 
homecare companies’ websites use of cookies, performance 
failure on the part of homecare companies’ DPO’s. And while 
it may be inadvertent and unintentional it poses a risk of 
reputational and financial damage to homecare companies. 
The failings are more likely to have resulted from a lack of 
understanding on the part of website and CMP providers of 
the legislative environment. Evidenced by the fact that the 
technical solution is easily achieved. The research also 
identified an opportunity for the DPC to evolve their role to 
become certification providers and providers of approved 
content to resolve or reduce the negative impact operating in 
a complex and evolving legislative environment causes on 
data protection compliance.  

 

VII Recommendations 

Future Research should engage with homecare companies and 
website and CMP providers to establish their level of 
awareness of the relevant legislation. 

An analysis of the effectiveness of DPO’s should be 
conducted in terms of their ability to aid compliance and the 
potential influence that a DPC controlled certification process 
for DPO’s would have on improving compliance.   
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      Abstract —This study explores the Critical Success 
Factors (CSFs) for Security Education, Training and 
Awareness (SETA) programmes. Data is gathered from 
20 key informants (using semi-structured interviews) 
from various geographic locations including the Gulf 
nations, Middle East, USA, UK, and Ireland. The 
analysis of these key informant interviews produces 
eleven CSFs for SETA programmes. These CSFs are 
mapped along the phases of a SETA programme lifecycle 
(design, development, implementation, evaluation). 
 
Keywords: SETA; Security; CSFs; Key Informant  
 

I. INTRODUCTION 
 

    One of the most vital and prominent approaches to 
managing IS security risks and safeguarding IS and 
information assets in an organization is its Security 
Education, Training, and Awareness (SETA) 
programme. Many researchers recommend 
establishing a SETA programme as part of the 
organization’s overall security strategy (Alshaikh et al, 
2018; Kirova and Baumöl, 2018; Tsohou et al., 2015; 
D'Arcy et al., 2009). In the literature, the SETA 
programme is also referred to as IS security training 
(Parrish and San Nicolas, 2012; Karjalainen and 
Siponen; Heikka, 2008), and an IS awareness 
programme (Bauer et al., 2017; Tsohou et al., 2015). 
Peltier, 2005). The importance of SETA programmes 
has received significant academic attention: various 
studies discuss the use of a SETA programme to 
improve employees’ behaviour (Alshaikh et al., 2019; 
Bulgurcu et al., 2010; Mahmood et al., 2010), to 
comply with IS policy (Cram et al., 2019; Barlow et 
al., 2018; Puhakainen and Siponen, 2010), and to 
increase the level of awareness and reduce IS security 
risks (Tsohou et al., 2015; Karjalainen and Siponen, 
2011; D'Arcy et al., 2009). 

    Despite the prominence of SETA programmes for 
organisational IS/cyber security governance “only a 
small portion of practitioners” claim that their SETA 
programmes are “very effective” (Hu et al., 2021a, 
p.1). It is reported that poor SETA programme 
effectiveness is linked to the programmes failure to 
achieve its goal of impacting positively on employee 
security-related behaviours (Alshaikh et al., 2021; Hu 
et al., 2021a; He and Zhang, 2019; Alshaikh et al., 
2019). A lack of a “systematic understanding” of the 
“nature of SETA programmes” and their impacts on 
“security-related beliefs” is viewed as a possible 
reason for this lack of effectiveness (Hu et al., 2021a, 
p.1). In fact, Alshaikh et al. (2021, p.1) argue that 
existing SETA programmes are “suboptimal” as they 
“aim to improve employee knowledge acquisition 
rather than behavior and belief”. Therefore, more 
theorizing and conceptual clarity is needed in 
investigating the effectiveness of SETA programmes 
(c.f. Alshaikh et al., 2021; Hu et al., 2021b; Kirova 
and Baumöl, 2018; Puhakainen and Siponen, 2010). 
This paper sets out to address this research need by 
exploring the Critical Success Factors (CSFs) for 
SETA programmes.  
    The paper is organized as follows: Section 2 
presents a background to SETA programmes. Section 
3 describes the methodology: the data gathering and 
the data analysis techniques. Section 4 presents the 
findings: the CSFs for SETA programmes. Lastly, 
section 5 presents the conclusion and the plan for 
future research. 
 

II. SETA PROGRAMME BACKGROUND 
      The Security Education, Training and Awareness 
(SETA) programme is an educational process 
designed to reduce the number of accidental security 
breaches that occur due to a lack of employee 
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awareness of IS security (Whitman and Mattord 2008; 
D’Arcy et al., 2009; Puhakainen and Siponen, 2010; 
Han et al.,2017; Alshaikh et al., 2018; Barlow et al., 
2018; Yoo et al., 2018; Dhillon et al., 2020). The 
existing literature distinguishes between education, 
training, and awareness terminologies based on their 
specific aim and target. For example, Whitman and 
Mattord (2008) propose that the aim of ‘education’ is 
for security experts to gain a deep knowledge 
regarding the design and implementation of a SETA 
programme; ‘training’ helps employees to acquire a 
level of skill that enables them to perform their job 
securely; and ‘awareness’ encompasses the delivery of 
information and informal training to employees to 
increase their awareness of potential risks and IS 
security issues. Therefore, the significance of SETA 
programmes is widely accepted by both academics and 
practitioners (Wilson and Hash, 2003; D’Arcy et al., 
2009; Tsohou et al., 2015; Alshaikh et al., 2018). 
Based on a review of the literature, SETA programmes 
typically address the following:  

1. provides employees with knowledge regarding 
organizational information threats and IS 
security (D’Arcy et al., 2009; Yoo, et al., 2018; 
Dhillon et al., 2020);  

2. clarifies existing technical and procedural 
countermeasures available to employees 
(Pastor et al., 2010; Silic and Lowry, 2020);  

3. determines the possible sanctions for security 
policy violations in the organization (Siponen 
and Vance, 2010; Karjalainen et al., 2013; 
Herath, et al., 2018), and 

4. improves employees’ awareness of their roles 
and responsibilities in protecting the 
organization’s information assets (D’Arcy et 
al., 2009; Lebek et al., 2014). 

    In fact, there is a stream of research that examines 
SETA programmes by focusing on an individual 
employee (micro-level) analysis and explores the 
factors that affect security behaviour directly or 
indirectly. This then allows exploration of the factors 
that influence security-compliant behaviour (Burns et 
al., 2015; Alshaikh et al., 2019). Another research 
stream focuses on the individual but also identifies 
organizational-level factors that influence information 
security compliance policies (Chen et al., 2015; Lowry 
et al., 2015; Burns et al., 2018). A third stream focuses 
on an organizational level (macro-level) analysis, 
providing directions for the design and 
implementation of awareness programmes, change of 
information security strategy, power relations, and 
allocation of responsibilities (Straub and Willke, 
1998;  Peltier, 2005; Puhakainen and Siponen, 2010; 
Karjalainen and Siponen, 2011; Tsohou et al.,2015).  
    However, research is still required on the design, 
development, implementation, and evaluation phases 

of SETA programmes (Alyami et al., 2020; Alshaikh 
et al., 2018). For example, where empirical studies 
investigating the effectiveness of SETA programmes 
exist, they fail to examine all phases of the SETA 
programme lifecycle (design, development, 
implementation, evaluation), tending to focus more on 
one or two of the lifecycle phases. For example, 
Puhakainen and Siponen (2010) propose a method to 
design an information security awareness programme, 
while Okenyi and Owens (2007) identify four factors 
that contribute to the development of a successful 
SETA programme. Furthermore, Silic and Lowry 
(2020) report on the use of an IT artefact (a gamified 
security training system) enabling a SETA programme 
implementation, while Rantos et al. (2012) provide a 
methodology to assist organisations in the evaluation 
of their awareness programme efforts.  
    Leveraging the SETA programme lifecycle phases 
(design, development, implementation, evaluation), 
we now explore the CSFs for SETA programmes. 
Each one of these CSFs is mapped to the relevant 
lifecycle phase. This mapping produces 11 CSFs for 
SETA programmes. In the next section, we present 
further details on our research methodology. 
 
III. RESEARCH METHODLOGY 

     To fulfil the research objective, this research 
follows an exploratory design. As agreed by Marshall 
and Rossman (1989), the purpose of an exploratory 
research approach is to investigate a little-understood 
phenomenon. The CSFs for SETA programmes are the 
outcome of this exploratory research approach. 

A. DATA GATHERING 
    In this research, we adopt the “key informant” 
approach for data gathering and engage with key 
informants through semi-structured interviews. A key 
informant is an expert in a particular field who is 
highly experienced and knowledgeable. According to 
Marshall (1996), the five criteria for selecting a key 
informant are as follows: (1) knowledge (the 
informant should have a depth of information and 
experience of the phenomenon); (2) willingness (the 
informant must be willing to communicate and share 
their knowledge and experience); (3) communicability 
(the informant should be able to transfer their 
knowledge in a way that is understandable to the 
interviewer); (4) impartiality (the informant should be 
unbiased, and any relevant biases must be disclosed 
beforehand to the interviewer); (5) role in community 
(the informant should understand how their role 
contributes to an understanding of the phenomenon). 
Therefore, key informants were selected based on their 
position, experience, and professional knowledge 
about IS/cyber security, particularly SETA 
programmes. 
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    Interviews are one of the most suitable techniques 
for gathering valuable data from experts (Marshall and 
Rossman, 1989). The semi-structured interview is 
suited to exploring new ideas, capturing new 
phenomena, and identifying the rich contextualized 
detail of complex concepts. Twenty individual semi-
structured interviews were conducted with selected 
key informants from various geographic locations 
which included the Gulf nations (Saudi Arabia, United 
Arab Emirates, Qatar and Kuwait), the Middle East 
(Egypt and Lebanon), USA, UK and Ireland. Table 1 
provides a list of the key informants’ positions, years 
of experience and interview duration.  

Table 1.      The key informants’ positions, years of 
experience, and interview duration 

Key 
Informant 
No. 

Country Role Experience 
(years) 

Interview 
duration 
(minutes) 

1 Saudi 
Arabia  
 

IS security 
consultant  

more than 
12 years 

60 

2 Saudi 
Arabia 

CISO (chief 
information 
officer)  
 

almost 8 
years 

45 

3 Saudi 
Arabia  
 

Supervisor in 
the 
cybersecurity 
department 

10 years 55 

4 Kuwait Cyber 
security 
leader 

almost 22 
years 
 

60 

5 Lebanon Governance 
and risk 
management 
compliance 
manager  

10 years 
 

40 

6 Qatar Senior 
manager for 
governance 
risk and 
compliance 
 

12 years 45 

7 UAE InfoSec 
training lead 

10 years 40 

8 UAE Consultant in 
IS security 

more than 
17 years 
 

50 

9 Saudi 
Arabia 

CISO (chief 
information 
officer) 

15 years 55 

10 Kuwait CISO (chief 
information 
officer 

8 years 40 

11 USA Consultant in 
IS security 

20 years 60 

12 UK  CISO (chief 
information 
officer) 
 

almost 20 
years 

55 

13 USA Director for 
cyber 
leadership 

25 years 45 

and strategy 
solutions 

14 Kuwait Head of 
information 
security 
governance 

20 years 50 

15 Saudi 
Arabia 

Cyber 
security 
consultant 

10 years 60 

16 Egypt Head of 
cyber 
security 

20 years 55 

17 UK Security 
Awareness 
Manager 

15 years 50 

18 USA Director of 
Security 
Awareness 

over 20 
years 

45 

19 Ireland  Senior 
lecture in IS 
security 

17 years  45 

20 Ireland IT security 
officer 

21 years 50 

    All of the interviews started by introducing the 
objective of the research. Each interviewee was then 
asked to provide a brief summary of their background. 
Thereafter, topics relating to the CSFs for SETA 
programmes, throughout the lifecycle phases (design, 
development, implementation, evaluation), were 
discussed. The interviews were conducted in two 
languages, some in Arabic and some in English, and 
the Arabic interviews were translated into English 
also. All the interviews were transcribed line-by-line 
and checked against the voice recordings, where 
necessary, to ensure the accuracy of the transcription 
of the interviews. 
 
B. DATA ANALYSIS  
    Data analysis is a crucial step in qualitative research 
(Leech and Onwuegbuzie, 2008). Its main purpose is 
to develop an understanding of the phenomenon of 
interest (Kawulich, 2004). In this research we adopted 
an inductive open coding approach as part of our 
qualitative data analysis. This coding technique is 
aimed at generating concepts from field data 
(Walsham, 2006) and according to Strauss and Corbin 
(1990, p.61) open coding is defined as “the process of 
breaking down, examining, comparing, 
conceptualizing, and categorizing data”. Moving 
through the open coding process afforded us the 
opportunity to identify the concepts or key ideas 
hidden within the key informant interview data and 
related to the phenomenon of interest (c.f. 
Bhattacherjee, 2012). As part of our open coding, we 
also grouped similar concepts into higher-order, more 
abstract concepts, called categories. 
    When all 20 key informant interviews were 
transcribed, the data analysis commenced using 
sentence-by-sentence coding to identify relevant 
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codes. The open coding procedure for the 20 key 
informant interviews resulted in 212 coded excerpts 
relating to the factors impacting on the effectiveness 
of a SETA programme. These 212 coded concepts led 
to the emergence of 15 categories mapped across the 4 
SETA programme lifecycle phases. Specifically, the 
code/category distribution is as follows: design phase 
– 95 codes – 8 categories; development phase – 27 
codes – 4 categories; implementation phase – 50 
codes – 5 categories; evaluation phase – 40 codes – 3 
categories. Thereafter, unpacking the categories with 
at least five key informant voices (25% coverage) led 
to the emergence of the 11 CSFs for SETA 
programmes. The next section discusses the research 
findings. 
 
IV. FINDINGS: THE CSFs FOR SETA 

PROGRAMMES 
    Critical Success Factors (CSFs) are defined as “key 
areas where things must go right in order to 
successfully achieve objectives and goal” (Bullen and 
Rockart, 1981, p.9). CSFs have been widely 
researched, debated and cited across a wide range of 
information systems (IS) topics, which accounts for 
their continuing popularity. In essence, their 
simplicity, as a statement of focus and action, is their 
most valued characteristic. Given the purpose of this 
study, the remaining sections present the CSFs for 
SETA programmes.  
 
1. CSF#1: Conduct an Initial Assessment of 

Employee Security Awareness 
    This CSF highlights the fact that conducting an 
initial assessment is an essential factor in designing a 
SETA programme. Primarily, a focus on determining 
what the employees understand about the 
organization’s security policy is crucial, along with an 
understanding of their appreciation of the risks 
associated with current cyber security threats. Within 
this study, key informants suggest conducting an 
initial assessment using tools like surveys or quizzes 
in an effort to gauge how knowledgeable the 
employees are about IS security issues. For example, 
one key informant mentions “completing a test on IS 
security to realize what the employee understands 
exactly about information security” while another 
informant suggests “an initial assessment to 
understand what is working and what is not working”. 
It is also noteworthy that employees at various levels 
within the organisation will have different types of 
assessments to complete. For example, the assessment 
that an IS security manager completes will be different 
to the one completed by the end-user. As noted by one 
of the key informants: “each level has a specific 
security awareness programme regarding 
cybersecurity”. Therefore, this CSF emphasizes that 

identifying the current level of understanding around 
cybersecurity issues, as part of the design phase of a 
SETA programme lifecycle, will increase the 
likelihood of successful SETA programme outcomes. 
    In comparing these findings with those presented in 
the literature, a number of observations can be made. 
Several studies have called out the importance of 
understanding the need to establish a SETA 
programme and identify the security awareness plan 
that addresses employee needs (Alshaikh et al., 2018; 
Puhakainen and Siponen, 2010; Vroom and von 
Solms, 2002). In fact, Peltier (2005) suggests that 
when organizations use assessments to determine what 
the expected threats are and what the associated risk 
level of these threats is, then the information needed to 
protect the organization is provided. The outcome of 
the assessments helps to determine the needs that must 
be covered. This kind of assessment assists in 
designing an appropriate SETA programme and 
makes it easier to prioritize the design to meet a 
specific need (Okenyi and Owens, 2007). As a result, 
this step is crucial to show the current position of the 
organization with regard to security reports, previous 
incident attacks and previous threat responses.  
 
2. CSF#2: Build Security Awareness Campaigns   
    This CSF highlights the fact that targeted awareness 
campaigns can update employees (or end-users) on 
how to mitigate against the potential risks associated 
with an IS security threat and keep them informed on 
what is coming, and most crucially, why they need to 
care. Within this research study, key informants state 
the need for discussion at the end of an IS security 
training session or awareness campaign. It is as part of 
these conversations that individuals understand the 
security awareness message. For example, one key 
informant noted: “what is important in this session is 
to assess if the people are actually getting your 
security message…”. In addition, a security awareness 
campaign should be rolled out every three months and 
a follow-up also organized with employees, for 
consistency and reliability, and to emphasize the 
importance of the security awareness programme to 
the organization. As stated by another informant: “to 
build a security awareness and training program, you 
need to communicate with all the stakeholders and say 
this is coming. This is why you care. People need to 
understand why it is important…”. Therefore, to build 
a security awareness campaign that plays an important 
role in the success of a SETA programme is of critical 
importance. 
    In comparing these findings with those presented in 
the literature, a number of observations can be made 
around the criticality of building a security awareness 
campaign as part of a SETA programme. For example, 
Rantos et al., (2012) discuss launching the awareness 
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campaign across the company, to cover all IS security 
topics, as a vital element of measuring the 
effectiveness of the SETA programme. Several studies 
highlight the need to design an awareness campaign, 
as a periodic short communication, to clarify the 
importance of the SETA programme in terms of 
protecting the IS assets, personal data, enhancing IS 
security awareness, complying with IS security policy, 
and reducing IS security risks (Vroom and von Solms, 
2002; Puhakainen and Siponen, 2010). Therefore, 
formal awareness campaigns are communications with 
employees with the specific aim of: [1] increasing the 
understanding of, and [2] reducing the likelihood of, 
harmful information security practices within the 
organization (D’arcy et al., 2009; Hearth et al., 2018). 
 
3. CSF#3: Design for Cultural Context and 

Employee Cultural Diversity 
    This CSF focuses on the criticality of understanding 
the cultural diversity in the organization when 
designing a SETA programme, simply because the 
cybersecurity message can be interpreted differently 
from one culture to another. Employees come from 
different backgrounds, and it is necessary to 
understand this diversity. Various aspects of cultural 
context require focus when designing a SETA 
programme, such as: language, knowledge, level of 
education, age, and gender. All these aspects 
contribute to a successful SETA programme outcome. 
For example, within this research study, the key 
informants come from many countries and all these 
countries have their own culture. Therefore, if our key 
informants represented a typical organisation’s 
employees, then these differentiations would need to 
be considered when designing a SETA programme. 
For example, the cultures of Saudi Arabia, Egypt, and 
UAE care more about language, and as a result use 
artefacts for SETA programmes, such as videos and 
posters in Arabic, to make the message more attractive 
and easier to understand. As stated by one key 
informant: “culture is an important factor to consider 
when you want to design an awareness program, we 
design the videos in the Arabic language that contains 
street language; we noticed the employees interact 
with these kinds of videos”. However, understanding 
culture across different geographical locations in 
terms of knowledge, language and education further 
contributes to the success of a SETA programme. As 
commented by key informant: “...design the SETA 
programmes in a way that is close to the culture to 
make it a success.” Therefore, each culture has 
specific characteristics that make it unique from other 
cultures and this must be appreciated to ensure the 
effectiveness of the SETA programme.  
    In comparing these findings with those presented in 
the literature, a number of observations can be made. 

Previous studies address ‘culture’ in the context of IS 
security practice. For example, Hovav and D’Arcy 
(2012) examine the influence of the culture on the IS 
security policies, training, and monitoring. In fact, to 
understand culture in terms of IS security practice is to 
understand individual differences within each cultural 
context (c.f. Walsham, 2002). These cultural 
differences can be beliefs, norms, and values in a 
social setting, known collectively as a country. Thus, 
different cultures require different IS security 
interventions (Kirova and Baumöl et al., 2018; 
Karjalainen et al., 2013; Von Solms and Von Solms, 
2004). Thus, understanding the cultural context is an 
essential factor when designing a successful SETA 
programme. 
 
4. CSF#4: Make a Yearly Plan to Align Goals 

and Objectives  
    This CSF highlights the importance of 
communicating the SETA programme objectives 
(knowing what is required to be delivered) clearly and 
consistently to the employees. It is also important to 
ensure that the SETA programme goals meet the 
specific needs of the organization (as captured in its 
strategy) and these two aspects are aligned during the 
design phase. Within this research study, key 
informants suggest that a yearly plan be devised to 
determine the objectives and design of the SETA 
programme based on the activities it wants to achieve. 
For example, one key informant states: “…every year 
we make a plan, determine our goals or objectives of 
the year, then we design activities for the awareness 
programme to see how to execute the plan….”. In 
addition, each year, most organizations update their 
objectives regarding the SETA programme. Another 
key informant commented: “…if it wasn’t specifically 
designed, the organisational SETA programme would 
not succeed. As well, if its objectives are not 
associated with the strategies of the institution, it will 
not work”. This suggests that organisations should 
create a plan for designing a SETA programme and 
that plan should contain what is necessary to be 
delivered, such as the types of IS security issues or 
topics. 
    In comparing these findings with those presented in 
the literature, several observations can be made around 
tailoring SETA programmes to meet specific 
organizational needs. For example, Rantos and 
Manifavas (2012) discuss methods to create an 
effective awareness programme. One of those methods 
is based on planning around the specific needs (e.g. 
materials to cover on the security awareness 
programme) to meet the organization’s goals. Other 
studies mentioned that identifying the objectives is the 
initial step when establishing a SETA programme 
(Peltier, 2005; Hansche, 2001). Most organizations 
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initiate the design of the SETA programme with 
specific goals in mind. For example, a plan and new 
security policies to address any ongoing challenges 
(from years previous) and to ensure the delivery of a 
successful SETA programme.  Therefore, to establish 
the SETA programme, one must have a clear goal that 
supports the organization’s overall mission. 
 
5. CSF#5: Adhere to Organisational Security 

Policy and the “Law of the Land”  
    This CSF focuses on the guidelines and procedures 
needed to protect the IS assets of the organization. 
These factors can be regulation or legislation that help 
to modify employee IS security behaviour. It is 
critically important that all of the organizational 
security policies and the “law of the land” are adhered 
to when designing a SETA programme (e.g., General 
Data Protection Regulation (GDPR) in Ireland, and the 
Saudi Arabian Monetary Authority (SAMA) in Saudi 
Arabia). Within this research study, key informants 
stress that the organization should be aware of all 
regulations and policies. Each country has its own 
rules and regulations regarding data privacy and data 
security. As mentioned by one key informant: “most 
of the organizations design SETA programmes in-
house, and these programmes should align with their 
security policy. For example, laws in some countries 
are different”. In addition, all employees in the 
organization are obliged to be aware of the 
information security policy within their organization. 
Each organization has its own policies, for instance, 
the restriction on the sharing of passwords among 
employees and other social engineering issues. For 
example, one key informant stated: “all members of 
the organization, from the board to the technical 
employee, have a duty to be aware of the information 
security policy and privacy”. Thus, understanding the 
business requirements and their policies are 
fundamental to designing a SETA programme. 
    In comparing these findings with current literature, 
a number of observations can be made. Some studies 
focus on the security policy and regulations in building 
a SETA programme (D’Arcy et al, 2009; Peltier, 
2005). The security policies are presented to the 
employees to show what is expected from them. 
Therefore, to make a SETA programme successful, the 
employee should follow the policies and regulations in 
order to deal with issues such as: how to deal with 
suspicious sites; how to keep company data 
confidential; and which information can be shared on 
social media. 
 
6. CSF#6: Know Your Audiences to Ensure 

Content Suitability 
    This CSF highlights the importance of allocating the 
appropriate privileges to employees, using their 

organizational role to determine their security 
responsibilities. Identifying “who your audiences are” 
is critical in designing a SETA programme to ensure 
content suitability. Within this research study, key 
informants explain how most organizations set up a 
SETA programme based on their audiences’ levels. 
Therefore, materials used must be appropriate for each 
level to ensure that employees understand the contents 
of the security training. For example, one key 
informant comments: “we start to plan to design a 
SETA programme based on audience classification, 
it's important to provide the material based on 
knowing those who we are speaking to understand 
what we are saying…”. It is clear that a top 
management employee has different security training 
to a new graduate employee. As one key informant 
states: “so employees working in operation sites, oil 
production, or HR, etc., they might see some different 
pieces of training and sometimes different material”. 
Thus, each job role in the organization has specific 
responsibilities such that the requisite IS security 
training needs are different. 
    In comparing these findings with those presented in 
the literature, Pelter (2005) discusses establishing a 
security awareness programme by classifying the 
audience to ensure the security message is 
communicated effectively. Accordingly, a SETA 
programme must comprise a plan to transmit the IS 
security message to the target audience (De Maeyer, 
2007; Siponen, 2000). It can be argued that identifying 
the target audiences in designing a SETA programme 
is the main step toward its success; thereby delivering 
particular security training, with appropriately suitable 
material, to each employee. 
 
7. CSF#7: Sustained Communication of 

Relevant Messages  
    This CSF is based on how to communicate with 
audiences regularly and how to follow up with updated 
materials and topics. The security message should be 
repeated differently because the audience can lose 
concentration and forget. Thus, continuous 
communication with employees regarding IS security 
practices is an effective way to assist them in reducing 
security incidents and breaches. Within this research 
study, key informants highlight the importance of 
sustainable communication with the employees for the 
development of the SETA programme. For example, 
one key informant notes: “we need to direct and 
inform the employees that this issue of security 
awareness is not only crucial in their work 
environment but also in their life routine”. Effective 
communication clarifies why some issues are not 
permitted. It can show the employees examples of 
real-life cases of human errors at play while informing 
them of the enormity of the problems by using pictures 
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and real stories. As stated by one key informant: 
“…when we have a real human error, telling them this 
is a real problem by proving this with pictures and real 
stories with consequences, is invaluable….”. In 
addition, security training and awareness materials 
must be updated based on current situations. For 
instance, one key informant comments: “we are facing 
problems such as Covid-19 and working remotely. It 
is important to have materials based on this situation, 
so they can connect both things and will never forget 
whatever was given”. Thus, it is necessary to always 
remind the employees that IS security issues exist all 
the time, whether in the work environment or in one’s 
personal life. 
    In comparing these findings with existing literature, 
we find a limited number of studies that examine the 
impact of communication on the effectiveness of a 
SETA programme. This presents an opportunity for 
further research. For example, Barlow et al. (2018) 
state that more research on the role of communication 
in delivering a SETA programme is required. 
Therefore, from a practical point of view, sustained 
communication plays an important role in the success 
of a SETA programme. 
 
8. CSF#8: Apply Diverse Methods to Deliver 

Security Awareness Messages 
    This CSF highlights that organizations use various 
approaches to deliver SETA programme messaging. 
For example, they can deliver security awareness 
messages via SMS, emails, online courses, face-to-
face meetings, videos, quizzes, and posters. In 
addition, by placing security awareness messages on 
internal screens in public areas, such as corridors, 
employees are reminded frequently of this security 
issue. Thus, organizations determine the best methods 
to use to implement their SETA programme 
messaging based on their resources, size, and budget. 
Within this research study, key informants identified 
the various methods to deliver a successful SETA 
programme. As commented by one key informant: 
“the best security awareness programmes include 
various IS security delivery methods because we have 
to consider individuals’ differences”. The popular 
method used to implement a SETA programme is 
computer-based training (CBT) that includes all 
training materials and quizzes. It is a platform that 
anyone can access anywhere. However, the latest 
trending method is ‘gamification’ which is a very 
interactive application like playing a game. The 
organization engages the user by sending out materials 
or videos, and employees can watch the videos and 
answer the questions accompanying them. For 
example, one key informant states: “the new trend in 
Cybersecurity Awareness is ‘gamification’ - 
conducting games for employees…”. All 

organizations have access to this and other methods to 
promote security awareness to their employees. 
    In comparing these findings with those presented in 
the literature, several studies discuss different methods 
to implement a SETA programme (Silic and Lowry, 
2020; Bauer et al., 2017; Tsohou et al., 2015; Johnson, 
2006; Peltier, 2005). For example, Silic and Lowry 
(2020) present a study that aims to improve security 
training in organizations by applying a gamification 
approach. While other studies discuss different 
communication channels such as posters, videos, 
emails etc. to deliver a SETA programme (Johnson, 
2006; Peltier, 2005). It can be argued that the 
successful implementation of a SETA programme can 
be determined by a diversity of delivery methods 
aligned with individual differences. 
 
9. CSF#9: Motivate Employees to Engage in 

Security Awareness 
    This CSF highlights that employees can be 
encouraged to adhere to IS security policies by earning 
a bonus or other recognition (reward) based on their 
practices. This can have a positive impact on the 
effectiveness of the organization’s SETA programme. 
In this research study, key informants mentioned 
several methods to motivate employees to embrace IS 
security training. For example, employees can be 
invited to complete several tasks such as quizzes or 
videos that are assigned scores. These scores can 
waive other requirements such as attending security 
awareness courses. This method was described by a 
key informant as follows: “I think it is a really good 
incentive for employees. If the employee can pass the 
quiz with 100%. You don't have to watch the video…”. 
This type of motivation encourages the employee to 
learn necessary materials to pass quizzes. An 
employee can also be motivated by attending events or 
celebrations that promote the organization's security 
policy. One key informant from Saudi Arabia 
mentions that “some government agencies contributed 
to arranging activities and are welcoming of the 
employees’ families and their children by giving 
colouring books to their children…”. These events 
include recommendations about appropriate security 
practices to promote security awareness. Additionally, 
focusing on the social side motivates employees to 
attend the events and understand the IS security issues 
in a social setting. 
    For this study we use the definition of ‘motivation’ 
proposed by Rogers (1975), where motivation can be 
either intrinsic (doing something since one finds it 
interesting) or extrinsic (doing something since one is 
obliged to, or to be rewarded). Several studies examine 
the influence of motivation to sustain compliance with 
IS security policy (Puhakainen and Siponen, 
2010; Herath and Rao, 2009), change employee 
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behaviour (Alshaikh et al., 2018; Kirova and Baumöl, 
2018; Karjalainen et al., 2013) and reduce IS security 
risk (Zani et al., 2018). Although we did not find 
studies that examine the impact of motivational 
aspects on the effectiveness of SETA programmes, it 
is an area that requires further research.  
 
10. CSF#10: Maintain Quarterly Evaluation of 

Employee Performance 
   This CSF focuses on providing a year-end evaluation 
summary to measure each employee’s performance, 
level of awareness, and number of training sessions 
completed. This evaluation is a report of the 
employee’s progress and provides guidance on 
improvements to be made. For example, one of the 
significant tools for evaluating employees' 
performance in the annual report is the Key 
Performance Indicators (KPIs) related to IS security 
issues, such as: cybersecurity attacks, phishing 
campaigns, sharing password policy breaches, etc. 
Each quarter, most organizations use KPIs to evaluate 
employee performance and the percentage that fulfil 
the training requirements, in order to assess the 
knowledge retained by employees and thereby review 
the effectiveness of the SETA programme. Within this 
research study, key informants highlight several 
techniques to assess the employees’ responses to the 
SETA programme. One of the techniques used is a 
survey/questionnaire to evaluate employee knowledge 
before and after they have undergone training. This 
type of evaluation answers important questions such 
as: have we overcome the challenges?, or, did we 
make the same mistakes? As one key informant 
comments: “...conducting a questionnaire before the 
training and after to know the amount of knowledge 
the employee is getting from the security context. Then 
we can measure the effectiveness of these 
programmes…”. Another technique is the use of 
quizzes. After completing IS security training, passing 
a quiz can be an effective tool to evaluate the 
employee’s performance. As mentioned by one key 
informant: “passing the quizzes can assess the 
employee behavior and level of awareness ….”. 
Lastly, by using the KPIs technique, it is possible to 
identify the number of training sessions/programmes 
the employees attended and completed. As a key 
informant explains: “… we need to convince the 
management that the programme is doing great, and 
that employee behaviour is being changed. So, KPIs 
could be used to evaluate them”. 
These tools, therefore, assist in the evaluation of 
employee performance with regard to SETA 
programmes and this also provides an indication of the 
programme’s success.  
    In comparing these findings with those presented in 
the literature, it was noted that there are several studies 

which discuss the use of evaluations for the SETA 
programme. For example, Rantos et al (2012) illustrate 
several methods for evaluating a SETA programme. 
One of those methods is using a survey / questionnaire 
to evaluate the success of the programme overall. 
Other methods evaluate security awareness campaigns 
by highlighting that gaps exist and measuring the 
effectiveness of the SETA programme (Alshaikh et al., 
2018; Johnson, 2006). However, this is an area that 
requires further research.  
 
11. CSF#11: Measure Employee Reporting of 

Security Incidents   
    This CSF highlights the security incidents reported 
by the employee. Most organizations use phishing 
campaigns to simulate attacks. They want to know 
how many of the employees click the suspicious links, 
to measure the employees' awareness and knowledge 
regarding IS security issues. Thus, an increase in the 
number of suspicious links or other incidents reported 
by the employees is a valuable indication of the SETA 
programme’s effectiveness. Within this research 
study, key informants described the methods to 
evaluate employee behaviour and the level of their 
awareness regarding the detection and reduction in 
security incidents. When the employee sends emails to 
the IS security department to report a suspicious link, 
that reflects on the success of the SETA programme. 
For example, one key informant comments: “the 
reporting of a suspicious email indicated they get the 
awareness message”. The employees are the strongest 
link to protect the organization, provided they are 
aware of the suspicious emails and report them 
directly. In addition, the KPI tool can also be used to 
compare the current and previous years to measure the 
percentage of clicks on suspicious links. If employees 
recognize a percentage decrease in clicks, then it 
shows that the SETA programme is effective and 
improving security. As mentioned by one key 
informant: “KPIs as a tool will let you know 
percentages and statistics, e.g., how many people 
clicked on suspicious links….”. Lastly, most 
organizations rely on phishing campaigns, as a key 
informant states: “a simulation phishing campaign is 
used to identify who clicks and opens suspicious 
emails, and the percentage of those who report the 
incident to the security department…”. The main 
reason for a phishing simulation is to raise the level of 
awareness among employees. Therefore, reducing the 
number of security incidents (e.g. clicks on suspicious 
links) would show that the level of awareness is 
increasing (highlighting SETA programme 
effectiveness). 
    In comparing these findings with those presented in 
the literature, a number of observations can be made. 
Several studies recommend various countermeasures 
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that can be used to reduce IS security incidents (c.f. 
Chen et al., 2015; D’Arcy et al., 2009; Peltier, 2005). 
For example, D’Arcy et al., (2009) proposes that a 
SETA programme aims to mitigate IS risks and 
security incidents. Understanding the IS security 
policies through the delivery of SETA reduces IS 
security misuse (Peltier, 2005). It can be argued that a 
decreasing number of security incidents and security 
attacks provides an organization with a significant 
indication that the practice improvements are due to a 
successful SETA programme. 
 

V. CONCLUSIONS AND FUTURE 
RESEARCH 

    This paper presents an exploratory study identifying 
the CSFs for SETA programmes. The CSFs emerge 
from the analysis of 20 key informant accounts of 
SETA programme effectiveness. The 11 CSFs are 
associated with the design, development, 
implementation, and evaluation phases of a SETA 
programme lifecycle. We found six CSFs relating to 
the design phase (CSF#1,2,3,4,5,6), one CSF relating 
to the development phase (CSF#7), two CSFs relating 
to the implementation phase (CSF#8,9), and two 
CSFs relating to the evaluation phase (CSF#10,11). 
The next step in this research is to conduct a focus 
group with additional key informants (experts) who 
have valuable experience in SETA programmes. The 
purpose of this next step is to validate our findings and 
to rank the 11 CSFs in order of importance. These 
findings will further contribute to building a lifecycle 
model of CSFs for SETA programmes. 
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Abstract—In this work, we conduct a systematic study on

data poisoning attacks to Matrix Factorisation (MF) based

Recommender Systems (RS) where a determined attacker injects

fake users with false user-item feedback, with an objective to

promote a target item by increasing its rating. We explore the

capability of a MF based approach to reduce the impact of attack

on targeted item in the system. We develop and evaluate multiple

techniques to update the user and item feature matrices when

incorporating new ratings. We also study the effectiveness of

attack under increasing filler items and choice of target item.

Our experimental results based on two real-world datasets

show that the observations from the study could be used to design

a more robust MF based RS.

Index Terms—recommender systems, matrix factorisation,

data poisoning attacks, attack resistance

I. INTRODUCTION

The issue of robustness against malicious attack is receiving
attention from the research community [1, 2, 3]. Recommender
System (RS) in social media platforms such as Facebook
and Twitter have been in the limelight due to the risks they
constantly pose to society by influencing their user base. From
the point of view of RS, not only do they recommend items
by learning a user’s preferences but also help users discover
and develop new interests thus influencing user behavior.

In poisoning attacks, an adversary creates fake profiles
with carefully crafted ratings for items and attempts to target
an item with the objective of increasing or decreasing the
item’s rating, thus making the item more/less likely to be
recommended by the system. For our work, we consider that
the attacker’s goal is to promote a target item, i.e. an attacker-
chosen target item’s rating is increased and thus is more likely
to be recommended to true users. We look at a common attack
strategy called ’Average Attack’ on collaborative filtering
systems discussed in literature [1, 4, 5]. We assume that the
attacker can only inject a limited number of fake users and
each fake user rates a limited number of items (including the
target item and other non-target items called filler items) to
evade suspicion.

In this paper, we revisit Matrix Factorisation (MF) based
RS [6]. MF is widely known in RS due to its simplicity
and effectiveness. The typical paradigm of MF in RS is to

This work was supported by SFI grant 16/IA/4610

decompose the user-item interaction matrix R 2 Rm⇥n into
the product of two low-dimensional latent matrices U 2 Rd⇥m

and V 2 Vd⇥n such that their dot product UT · V is a
good approximation of R. Matrix U captures the relationship
between a user and the latent features while matrix V captures
the relationship between an item and the features. We call U
as the user-feature matrix and V as the item-feature matrix.

Typically, when new ratings are introduced to the system,
the latent feature matrices are updated to incorporate the new
ratings and thus update the user-item prediction matrix. Most
works in literature take random items or unpopular items with
fewer ratings as target items [3, 7, 8, 9]. We consider target
items with different number of ratings received by true users
and look at the shift in rating of the target item after updates
to U, V . We conclude that some items are easier to attack than
others. Items with fewer ratings are most vulnerable to attacks
presumably due to the ease with which their feature vectors
in V can be changed. An item which received a large number
of ratings from the true users proves harder to attack.

Based on these observations, we further explore the role
of U and V as a possible defense mechanism against fake
user attacks. While one common approach is regular MF
where both U and V are adapted, we look at other ways
to boost the recommendation robustness under data poisoning
attacks by looking at different ways of updating these latent
feature matrices when introduced to new ratings. For example,
consider the following new ways to incorporate the newly
added ratings by fake users :

i) Hold V constant and update U just for the fake users. Here
attack has no effect on true users. The U for the true users
remains same as before the attack. Although this offers an
immunity to attacks, it has no collaborative learning involved
since U and V of true users remain unchanged to any incoming
ratings.

ii) Hold V constant, add attackers and update U for all
users.

iii) Thirdly, perform a modified alternating least squares
method where find U using (i), then update V and repeat
until converged.

From our study, we observe that ii) leads to very low change
in rating of target item after attack. In comparison iii) shows
larger change in rating of target item. So the effect of the
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attack is pronounced when V is updated.
We show that these observations could be used to make

updates to predicted ratings matrix more robust.

II. RELATED WORK

The impact of data poisoning attacks where fake users are
injected in RS with carefully crafted user-item interaction has
been studied extensively. Detailed survey on attack models and
robustness of RS algorithms are provided in [1, 2, 4, 5].

Recently, there is a line of work [7, 8, 9, 10] focusing on
modelling the attack as an optimisation problem to decide the
rating scores for the fake users and model attacks specific to
the type of RS. For example, [8, 9] proposes data poisoning
attacks for deep learning based RS and graph-based RS
respectively. [7] proposes to select a subset of true users who
are influential to the recommendations, to craft ratings for the
fake user’s attack on regular MF based RS.

In [10], instead of attacking the top-N recommendation lists,
their goal was to study the change in the rating predictions
after attack, for all missing entries of the rating matrix.

Most works in literature [7, 8, 9] use HR@N or ’Hit -Ratio’
as the metric to study the effectiveness of attack where Hit-
Ratio of a target item is the fraction of normal users whose
top-N recommendation lists contain the target item.

We feel that the top-N recommendation list per user is too
fragile a metric for observing attack effectiveness since the
relevance of that list is user dependent. The standard prediction
shift metric [1, 4, 11] used in literature also seem crude. It
does not account for the initial rating of the target item before
attack. i.e a target item with low initial rating would show
larger deviation than an item with rating closer to mean value
before attack. Keeping in mind all of the above, we introduce
a new metric that gives the change in rating relative to the
maximum deviation possible after attack. i.e. It depicts the
ratio of the maximum deviation that the attack has achieved.

Although the impact of filler items in attack effectiveness in
terms of Hit Ratio is studied in [8, 9], no relationship between
the hit ratio and the number of filler items was concluded. The
relationship was shown to be heavily dependent on the data-
sets. Interestingly, our study on the same using the relative
change in mean metric yielded a different result. Increasing
filler items also increased the relative change in rating of the
target item under attack.

While there are many studies exploring defensive techniques
against data poisoning attacks [12, 13, 14], to the best of our
knowledge, there is no existing studies that look at the factors
affecting the defence capability of MF based RS.

III. ATTACK MODEL

For the type of attacks that we focus on, there is a target item

that the attacker is interested in promoting and a set of filler

items that is used to make the fake users seem real and ensure
that some correlation is established with other true users.

A. Target Item

The target item is given the maximum rating to promote it
in the system. We consider three types of target items based on
the number of ratings received from the true users. Specifically,
in our experiments, we sample an item uniformly at random
from those items which have received 1, 10, 100 ratings and
treat it as the target item.

B. Attack Knowledge

We assume that the adversary knows the mean rating and
standard deviation for every item in the system. This is a
reasonable assumption since such aggregate information about
user preferences may be found online from databases which
publicly displays the average user ratings of items. (e.g. movie
databases, amazon product databases etc)

The filler items are chosen randomly from the list of items.
Intuitively it will be much more difficult to detect such a fake
user profile since the set of rated items change from profile
to profile. The ratings for the filler items are sampled from
the Gaussian distribution using the mean rating and standard
deviation of every item available with the adversary.

IV. EXPERIMENTS

A. Datasets

We evaluate the effectiveness of attack on the MovieLens
dataset (943 users rating 1682 movies, contains 100000 ratings
from 1-5) which is widely used in literature for evaluating rec-
ommender systems under attack and Goodreads 10K dataset
(53,424 people rating 10,000 books, 5.9M ratings from 1-5).

We take a dense subset of the Goodreads dataset, obtained
by selecting the top 1000 users which have provided the most
ratings. This provides us with 1000 users and 8557 items rated
by these top 1000 users.

B. Evaluation Setup

Unless mentioned otherwise, the attack size is fixed to 1%
of the total true user population. We also look at how the
number of filler items and the number of ratings of targeted
item by true users impact attack effectiveness. We sample 50
instances of target items under each set-up and will average
their experimental results.

C. Performance Metrics

We use change in rating of target item relative to the
maximum deviation possible as our evaluation metric.

Change in Ratingu =
µf (u, i)� µo(u, i)

|5� µo(u, i)|
where µf (u, i) is the predicted rating of target item i of

user u after attack, µo(u, i) is rating of the same target item i
of user u before attack and 5 is the maximum rating that can
be given to target item.

V. RESULTS ANALYSIS

Let us first consider the usual MF where we adapt both U
and V and look at how number of attacker filler items and
ratings of target item by true users impact the attack.
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(a) (b)

(c) (d)
Fig. 1: Box-plot comparing the distribution of change in rating
over true users for number of ratings of target item and
different number of filler items respectively for MovieLens
and Goodreads dataset when updating both U and V

(a) (b)
Fig. 2: Boxplot comparing the distribution of change in rating
over true users for different methods of adapting new ratings
using U, V for MovieLens and Goodreads dataset.

1) Impact of the number of ratings of target item : Figure 1
(a),(b) have box-plots showing distribution of change in rating
when targeting items with different number of ratings. For
this study, we fix the number of filler items to the minimum
number of items rated by true users in the respective data-set.

It can be seen from both Figure 1(a) and Figure 1(b) that
some items are easier to attack than others. From table I, an
item with just 1 rating shows the most mean shift in rating
after attack compared to an item with 100 ratings when both
U, V are updated. In fact, target item with 100 ratings proves
much harder to attack with a mean change in rating close to
0 for both data-sets.

Targeting items with higher number of ratings seems to
make it difficult for the attackers to change the feature vector.
In comparison, an item with fewer ratings is fragile and an
attack to such an item would be very difficult to defend. It
becomes extremely easy for the attackers to change the feature
vector of such an item.

2) Impact of the number of filler items: Figure 1 (c),(d)
show the impact of the number of filler items on our attacks
for target item.

# target ratings # filler items
Dataset/Update Method 1 100 <min =mean
ML/ Update U,V 0.48 -0.04 0.33 0.67
ML/ Fix V, Update U 0.005 0.04 0.005 0.005
GR/ Update U,V 0.73 -0.005 0.10 0.89
GR/ Fix V, Update U 0.02 0.1 0.02 0.02

TABLE I: Mean change in rating for MovieLens and
Goodreads datasets for number of ratings of target item
=1,100 and number of filler items=minimum, mean number
of items rated by true users. Legend: ML=MovieLens dataset,
GR=Goodreads dataset

For this study we fix the item with 1 rating as the target
item for both MovieLens and Goodreads data-set since it is
the easiest to attack.

For both data-set, we observe the distribution of change
in rating against number of filler items as 1) less than the
minimum number of items rated by true users in the data-set
2) equal to minimum number of items rated by true users in
the data-set 3) equal to the mean number of items rated by
true users in the data-set.

It can be seen from both Figures 1 (c) and (d) and table I
that increasing filler items from less than minimum to mean
increases the mean change in rating of target item when
both U, V are updated. It seems that changes to V are more
pronounced when filler items increase. Perhaps because such
a fake user would be similar to more true users and thus
contributes more to change in V .

Although an attacker would achieve increased change in
rating of target item when using more filler items, rating items
more than the mean number of items rated by true users may
be flagged as a suspicious behaviour.

For the rest of the experiment, we fix the number of filler
items to the minimum number of items rated by true users in
the data-set and choose a target item with one rating to better
capture the effects of attack for the next part of the experiment.

A. Incorporating New Ratings

Figure 2 (a),(b) compares the distribution of change in rating
over true users in the data-set when applying different ways
to adapt U and V vectors to incorporate new ratings into the
system. As discussed previously, for all the scenarios below
we fix the number of filler items to the minimum number of
items rated by true users in the data-set and choose a target
item with one rating to show our results.

1) Update V and fix U : In this set-up, we first update U
only for attackers by holding V constant. We obtain an updated
U for fake users but with values for true users same as before.
Then proceed to update V .

Here, change in rating observed after attack is slightly
higher for both the data-sets in comparison to regular MF.
The effect of number of ratings of target item and number
of filler items are similar to Figures 1 (a),(b) and so are not
reported separately. Just as in regular MF, a fragile item with
one rating can be easily attacked while a well-reviewed item
proves harder to attack.
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2) Update U and fix V : We hold V constant, add attackers
and update U for all users. From Figure 2, attack has only a
small effect on ratings for true users in this scenario. Updated
U is very close to its original version before attack assuming
that the regularisation penalty is not too high. This means the
change in rating on target item after attack is very low.

The effect of number of filler items and ratings of target
items is reported in table I. The increasing number of filler
items seems to have no effect on this set-up. Also, the mean
change in rating for any choice of target item are found to
be negligible compared to regular MF. We believe that the
small increase in change in rating as we move from target
item with 1 rating to 100 ratings for this set-up comes from
the regularisation penalty applied.

We conclude that the effect of the attack on the target
item is captured by V matrix. As long as V is kept constant,
updated U after attack is very similar to the one before attack
unless regularisation parameter is too high. This ensures that
the predicted ratings matrix after attack is very close to the
predicted matrix before attack. So effect of attack on true users
is found negligible.

Thus using method 2) for incremental updates to U when
new ratings are added, then periodically using regular MF to
update U and V would help in monitoring attacks. If a big
difference between their results is observed, then that might
flag a warning for items that change rating a lot.

B. Conclusions

In this paper, we revisited the MF approach to RS and
studied the effect of attack under different update methods
of latent matrices when incorporating new ratings. We also
studied the effectiveness of attack under increasing filler items
and choice of target item.

We can use these observations to make updates to RS
more robust. Items that are more vulnerable to attacks can
perhaps be defended from fake users by using dummy ratings
which would make it harder for injected fake users to change
their feature vector. Also updates to latent feature matrices
need not be performed frequently together. Instead, regular
MF methodology could be used periodically with Approach 2
for incremental updates to the ratings matrix. Thus any large
shift in rating of items could be monitored periodically and
necessary actions taken.

Our approaches are simple, yet effective and can be easily
used in existing systems.
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Abstract—Global geopolitical forces are pushing much of the
world towards Internet nationalism, threatening to turn the
Internet into a ‘Splinternet.’ In this paper we argue that the
crisis in software security will exacerbate this trend. We examine
existing moves towards Internet fragmentation on multiple levels.
We discuss current trends in online crime, espionage, and warfare.
We look at the role of software vulnerabilities, discussing how
the prevalence of software security issues could propel nations
further apart. We argue that there is an urgent need for a ‘zero
tolerance’ attitude to software security issues, and discuss what
is needed to create this.

Index Terms—Cybersecurity, software security, Internet na-
tionalism, Splinternet

I. INTRODUCTION

With its elegant protocols and built-in redundancy, the
Internet is inherently global in nature. Nevertheless, it is not
immune to geopolitical forces. Inter-country fragmentation is
happening on several different levels, and has been referred to
as the ‘Splinternet’ [1].

Ubiquitous access to the Internet means that software flaws
can be exploited remotely from anywhere, with local law
enforcement having no jurisdiction in the country from which
a crime was committed. Thus, the Internet facilitates previously
unimaginable scenarios like the May 2021 ransomware attack
on the Irish Health Service Executive [2]. Similarly, espionage,
sabotage, and cyberwarfare can be conducted remotely, provid-
ing hostile forces with unprecedented access.

Secure software is a core cybersecurity concern. While
firewalls, anti-virus tools, network segmentation, and other
tools and strategies are deployed to protect digital assets,
software defects and design flaws can provide attackers with a
back door. It is impossible to prove the security of non-trivial
software. Indeed, severe implementation flaws have been found
in firewalls [3], anti-virus tools [4] and network segmentation
tools [5] themselves.

The number of newly reported software vulnerabilities
increases each year [6]. Efforts to tackle software security
issues are haphazard. Until very recently there was little gov-
ernment guidance, and organisational software security drives
in unregulated industries are entirely voluntary. While critical
domains use regulations often based on the U.S. National
Institute of Standards and Technology (NIST) guidelines, these
guidelines are rather heavy-weight, and thus unsuitable for
most organisations. We argue that a rapid escalation of effort
in eliminating software vulnerabilities is needed. Otherwise,

exploitation will continue to increase, exacerbating the trend
towards Internet nationalism. The vulnerability of military and
critical infrastructure and of nuclear control software to remote
exploitation will be seen as too much of a risk.

Previously, Claessen [7] discussed how the understanding
of cyberspace as a military as well as civilian domain has
led to increasing attempts to impose state sovereignty on the
Internet, with particular reference to the different approaches
adopted by Russia and the European Union (EU). Hoffman
looked at how the new technical standards proposed by China
could lead to Internet fragmentation [1]. In this paper, we
contribute to this line of work by examining contemporary
pressures on a cohesive Internet, explore the forces that are
driving the Internet to fragment, and consider how untamed
software security risk adds to those pressures. We advocate for
a new culture of software insecurity intolerance.

In Section II we look at drivers towards Internet nationalism
and ways in which countries are currently uncoupling from a
cohesive global Internet. In Section III we discuss large scale
security issues that the Internet facilitates. In Section IV we
examine how software vulnerabilities impact on cybersecurity.
In Section V we discuss approaches to reducing software
vulnerabilities, and some exacerbating factors. The conclusion
in Section VI discusses possible global consequences of a
failure to improve software security.

II. INTERNET NATIONALISM

Internet fragmentation is an existing phenomenon driven by
perceived national interest and facilitated by design choices on
different Internet layers. We first discuss the different layers
in which changes are happening. We then briefly discuss how
some countries are diverging on multiple levels.

A. OSI Model Layer 1: Physical

Approximately 95% of global Internet traffic travels through
undersea fibre-optic cables, which comprise the Internet’s
backbone [8]. Cables are increasingly perceived as relevant to
geopolitical tensions [9]. Russian naval exercises off the Irish
coast in January 2022 focused minds on the vulnerability of
transatlantic communications cables, damage to which would
severely impair Irish and European Internet connectivity [10].
Underlining the fragility of the world’s Internet connectivity,
in January 2022 Tonga’s external communications were almost
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completely cut off after a volcanic explosion severed the single
undersea cable connecting it to Fiji [8].

Russia recently decreed that its transnational cables must be
registered with a central authority [11]. Data on transnational
cables is already collated and made public in the U.S. [12].
U.S. researchers recently mapped crucial internal cables in a
project funded by the Dept. of Homeland Security [13].

There is concern about espionage via physical cable access
[14], with China-funded cables increasingly regarded with
suspicion [15]. The U.S. Department of Justice (DoJ), in 2020,
objected on national security grounds to a new undersea cable
connecting the U.S. to Hong Kong [16].

B. OSI Model Layer 2: Data Link

The U.S. have banned use of Chinese company Huawei’s
technology in 5G networks, citing security concerns [17]. Four
other Chinese tech companies have also been deemed security
threats by the U.S. Federal Communications Commission
(FCC) [18]. Russia mandates use of local technology for key
Internet controls [11]. As each country moves to using only
local suppliers, commonality declines and the feasibility of
standards and protocols diverging increases.

C. OSI Model Layer 3: Network

Communication between networks is often done via Internet
Exchange Points (IXPs) where multiple network endpoints are
located in close proximity, using Border Gateway Protocol
(BGP) records to move traffic directly between networks. This
may be done for example to avoid transit fees [19]. BGP can
be used to prevent a nation’s Internet traffic from travelling
through another nation’s territory. Russia has directed that
Internet traffic should only be directed through approved IXPs
registered with Roskomnadzor [7]. This policy is likely to keep
Russian Internet traffic within the country.

Because BGP is the protocol that allows networks to find
destinations, it can also be used for censorship. Pakistan
accidentally propagated an incorrect YouTube destination to the
global Internet when it banned YouTube in 2008 [20]. Ververis
et al. [21] found that BGP configuration is one of the most
widely-used tools for Internet censorship. Limonier et al. found
that, over the six years prior to 2020, Internet traffic from
disputed Donbas in Ukraine shifted to being routed almost
entirely through Russia [22]. They concluded that routing can
reflect geopolitical concerns.

D. OSI Model Layer 4: Transport

All Internet traffic currently uses TCP/IP. While the transition
from IPV4 to IPV6 brings its own fragmentation concerns
[23], China has proposed a ‘decentralised Internet’ model and
associated entirely new protocol named New IP. It argues that
the 50-year-old IP protocol is creaking under today’s massive
Internet use and new communication needs for technologies
like virtual and augmented reality [24]. New IP facilitates
centralised surveillance and control of the Internet, and is seen
by some as entailing the loss of individual freedom to the state
[1]. It is suggested that the protocol will not be adopted by the

U.S. or its allies and that this could lead to a fragmentation
into at least two separate versions of the Internet, with different
countries or blocs using their own protocols. Hoffman et al. [1]
note that, although involvement in Internet protocol standards
committees is resource-intensive and expensive, nations should
participate in order to ensure that their values are reflected.

E. Data, Applications and Access
China, Russia, and other states require data pertaining to

their citizens to be stored within their borders [25]. The EU
only allows data to be held overseas if certain privacy and
protection guarantees are followed. Data localisation allows
states to ensure that their data remains within their jurisdiction,
but it also contributes to fragmentation.

Many countries have banned or restricted other countries’
websites and applications for reasons of censorship, privacy
or national security. For example, China’s ‘Great Firewall’
prevents the use of Twitter, Facebook, Google, Signal and
numerous other applications [26]. In 2020, India banned over
200 Chinese apps including Baidu, WeChat and Alipay, citing
national security and surveillance concerns amid escalating
border tensions [27]. Russia’s February 2022 invasion of
Ukraine was swiftly followed by a ban on Instagram, Facebook
and other sites due to ‘extremist activities.’ In March 2022, the
FCC added Russian anti-virus organisation Kaspersky, already
banned from U.S. government networks, to its list of firms
posing a security threat [28].

Governments may use strategies to control the flow of
information over the Internet [29], often to limit foreign content.
In a 2020 global, longitudinal study of Internet censorship,
Niaki et al. [30] found the most censorship overall in Iran, South
Korea, Saudi Arabia, Kenya, and India. India is the world’s
largest democracy, a reminder that censorship is not the sole
preserve of authoritarian regimes. Conservative countries may
resist open access to pornographic or gambling sites, seeing
these as conflicting with national values.

Removal of Internet access is a favourite tool of oppressive
regimes in times of turmoil. For example, most Internet access
was lost for three days during the 2016 general election
in Uganda [31]. In Belarus, where all Internet access is
government controlled, there was a 61-hour Internet blackout
during protests against a disputed Presidential election result
in August 2020 [32]. In Myanmar in February 2021, new
cybersecurity laws were introduced allowing mass censorship
and surveillance after a military coup. In January 2022,
Kazakhstan was subject to an Internet blackout amid anti-
government protests about fuel charge hikes [33]. Those are
a few examples among many; the Access Now activist group
estimated that there were at least 155 Internet shutdowns in
29 countries in 2020 alone (https://www.accessnow.org/).

F. Multi-Level Divergence
China’s Internet is a model for all nations, like Russia, that

want to be able to disconnect from the global Internet at will.
It has no foreign telecommunications companies within its
borders. External connections are made via cables that pass
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TABLE I
ENISA CYBER CRIME ACTORS & MOST COMMON ACTIVITIES 2020-2021

Level Description

State-sponsored actors Malware
Espionage
Supply chain compromise
Disinformation\misinformation
Cybercrime for monetary gain
Sabotage (targeting of Industrial Control
System (ICS)s)
Cyber arms race

Cybercriminals Ransomware
Cryptojacking
Malware
Cybercrime-as-a-service
DDoS, Web Attacks

Hacker-for-hire actors Access-as-a-Service

Hacktivists DDoS
Sensitive data release
Account takeovers

through the ‘Great Firewall,’ leave China, and connect with
external IXPs on foreign soil [34].

Having banned most U.S. apps, China has very successful
social media apps of its own. Chinese government organisations
were ordered to remove foreign hardware and software from
their offices by the end of 2022 in a 2019 edict [35]. This move
away from reliance on computers and software developed by
the U.S. and its allies, along with the Intranet-like nature of
China’s Internet, its use of the ‘Great Firewall’ and its drive
to replace IP with New IP show that China is splitting from
the global Internet on multiple levels.

Russia has been attempting to emulate China and modify
its Internet (the ‘RuNet’) to remove dependence on external
connections at every level. For example, in 2017 the Russian
Security Council launched a process for developing a parallel
DNS service [36]. A 2019 law mandated installation of local
apps on devices sold in Russia [37]. Successful tests of RuNet
independence were reported in 2019 and 2021 [38].

Subsequent to the Russian invasion of Ukraine in February
2022, many foreign service providers withdrew from the
Russian market [39]. Others were banned by Russia. The
Ukrainian representative at ICANN requested that top-level
Russian domains and certificates be revoked by ICANN [40].
ICANN refused this unprecedented request. In early March
2022, the rumour that Russia would disconnect itself entirely
from the global Internet on March 11, apparently based on a
Kremlin document on preparing for separation, was widespread
[41]. Some commentators suggested that this would presage an
all-out cyberattack on the U.S., or the cutting of transatlantic
cables by Russia. Calls for Russia to be disconnected from
the Internet, and rumours that it will disconnect itself, are still
circulating at time of writing in April 2022.

III. SECURITY ISSUES FOR A GLOBAL INTERNET

Metcalfe’s law states that the value of a communications
network is proportional to the square of the number of

connected users of the system [50]. However, it has been
shown that an increase in the number of connected users also
increases risk, which in turn diminishes value [38]. In this
paper we argue that the uncertainty and fragility caused by
widespread insecure software is likely to add further pressure
to a global Internet infrastructure that is already fragmenting.
We base this argument on the fact that insecure software
facilitates crime, espionage and sabotage across borders. In this
section we discuss the top crimes and threats from the Threat
Landscape report issued by The European Union Agency for
Cybersecurity (ENISA) [42], which covers the year prior to
July 2021. Published in October 2021, the report lists the main
threats encountered and defines four categories of threat actor.
Like the ENISA report, we do not consider localised issues such
as those related to intimate partner abuse and cyberbullying,
because those very real risks are not primarily international.
Having discussed threats defined by ENISA, we add cyber
patriotism and cyberwarfare.

A. Threat actors in the ENISA report
The ENISA report defines four different threat actors.
1) State-Sponsored Actors: The report (see Table I) describes

a rise in cyberespionage related to Covid-19, with state actors
observed searching for information on national Covid-19 re-
sponses and treatment. Healthcare and medical research sources
were targeted. Supply-chain compromises were significant, in
particular the highly sophisticated SolarWinds SunBurst breach
[43]. State actors were observed engaging in money-making
activities such as cryptojacking, perhaps partially to disguise
breaches as cybercrime.

Both defenders and state actors raised their game in the
reporting period, with numerous joint declarations and legal
stratagems. State actors showed increasing levels of sophistica-
tion. ‘False flags’ were sometimes used to muddy attribution,
and hack-and-leak campaigns were used for strategic gains.

2) Cybercriminals: Covid-19 was used by cybercriminals in
multiple phishing campaigns preying on concern about the virus.
The report notes increased collaboration and professionalism,
a move to the cloud and an increasing tendency to attack
critical infrastructure. The report mentions the ‘Cybercrime-
as-a-Service’ trend, wherein services for cybercrime are com-
moditised and broken down; it is possible to purchase access to
victim servers from one dark web supplier and run ransomware
on them which has been purchased from a different supplier.
Many other services are offered in this ecosystem. Since it
is global, hackers in one country can sell their services to
cybercriminals in another.

3) Hacker-For-Hire Actors: The ENISA report described
the Access-as-a-Service (AaaS) market. Commonly known
as spyware, AaaS allows the user to access the contents of
a victim’s phone, potentially including the microphone and
camera. The report predicted that this sector will be subject
to increasing regulation on human rights as well as national
security grounds. This prediction has been borne out by events.
In November 2021, the U.S. blacklisted well-known AaaS firm
NSO group [44], and Israel drastically reduced the number



Ryan et al. 

 69 

of countries to which cyber-weapons could be exported [45].
The technology continued to cause controversy in 2022, with a
stream of revelations including the discovery in February that
Israel had used NSO spyware against some of its own public
figures [46]. In April, use of NSO spyware for surveillance of
Jordanian human rights defenders was revealed [47].

4) Hacktivists: Early hacktivism was generally associated
with idealistic left-wing anti-corporate ideology. Hacktivists use
cyberspace for activities related to political activism in the real
world, aiming to increase awareness or to cause reputational
damage to organisations. Hacktivism is typically not done for
financial or material gain [48]. The ENISA report finds low
current levels of hacktivism, but anticipates a possible rise in
the future as environmental issues come to the fore. It notes
that hacktivism can be faked by nation state actors to confuse
attribution for subversive activities.

In October 2021, protests in Belarus over the disputed
re-election of Alexander Lukashenko were accompanied by
hacktivist activity, including the theft and release of information
revealing the identities of Belarussian security agents [49].

B. Cybercrime threats in 2020-2021
1) Ransomware: Ransomware is the practice of encrypting

the files on an organisation’s devices and demanding a ransom
for the decryption key. Since CryptoLocker first appeared
in September 2013 [50], ransomware has become increas-
ingly sophisticated. Recent escalation tactics include using
Distributed Denial of Service (DDoS) [51], and threatening to
expose sensitive data, including embarrassing data from the
devices of organisational decision-makers [52]. Some hackers
search networks for details of cybersecurity insurance coverage
amounts, tailoring their ransom requests accordingly [50]. With
an estimated $590 million of ransomware payments made in
the first six months of 2021 [53], by November an insurance
backlash had begun, with rises in premiums of up to 300%
and steep falls in amounts covered [54].

Ransomware crews make their expertise available to fran-
chisees in what is known as a Ransomware-as-a-Service model
[55]. They take precautions to ensure that franchisees do not
launch attacks in their home countries, often automating a check
of the installed language on a system before file encryption [56].
Security journalist Brian Krebs suggested that installing certain
Eastern European languages on a computer could provide
protection against some ransomware strains [57].

The ENISA report describes how zero-day vulnerabilities,
generally bought by nation-state actors, were in 2021 often used
in sophisticated attacks on small numbers of very high-value
ransomware targets, a practice known as big game hunting.

In June 2021, the U.S. government raised the priority of
ransomware to the same level as terrorism [58]. Subsequent
initiatives such as the international ‘Counter Ransomware
Initiative’ [59] sought to improve international ransomware
prevention and response. Priorities were increasing resilience,
disrupting illicit finance and jurisdictional arbitrage, and improv-
ing international cooperation and diplomacy to encourage states
to address ransomware operations within their own territories

[60]. A series of arrests and forum shutdowns by Russian
authorities in January and February 2022 was considered
a change in Russian policy towards ransomware and other
cybercrime [61]. Whether a conciliatory gesture towards the
U.S. [62], or an attempt to keep China, also experiencing severe
ransomware incursions [63], onside, enforcement diminished
after Russia invaded Ukraine.

Industry commentators in early 2022 observed increased use
of ransomware by nation state actors, such as a January fake
ransomware attack on Ukrainian government sites, concluding
that the ransomware cover provides deniability to an attacking
state [64].

2) Cryptojacking: Often seen as a relatively victimless
crime, cryptojacking is the practice of surreptitiously mining
cryptocurrency on a user’s device. When done at scale it can
be lucrative [65]. ENISA reports that cryptojacking incidence
was at its highest ever in the first quarter of 2021. It suggests
that the rapid increase of cryptojacking and ransomware is
facilitated by the ease with which they translate to financial
gain, facilitated by the use of cryptocurrencies.

3) Other Cybercrime: While cryptojacking and ransomware
require large-scale networks to function, there is also plenty of
traditional crime on the Internet. In an analysis of the ‘Digital
Goods’ or ‘Services’ dark web sales categories, Meland et al.
[55] report that credit card fraud (‘carding’) is the most popular
crime. Carding involves the bulk selling of credit card data,
sometimes with card holders’ personal details [66]. Stealing
and selling credit card information at scale is easier online.

4) Cyberespionage: Cyberespionage is now an accepted
part of geopolitics. Between December 2020 and February
2021, national infrastructure cyber-intrusions were reported by
Finland (parliamentary email) [67], Japan (military contractor)
[68], Malaysia (Armed Forces website) [69] and Ukraine (gov-
ernment document sharing) [70], to take just a few examples. In
early 2021, intrusions on U.S. and other government networks
via Sunburst (SolarWinds) and other supply chain attacks
caused concern about the risk of cyberespionage. However,
experts in the field expressed the view that this was merely
traditional international jostling [43].

5) Cyber Patriotism: Not mentioned in the ENISA report,
which concluded observations in mid-2021, there has been an
outbreak of activity from what Recorded Future’s Allan Liska
calls ‘cyber patriots’ as a result of Russia’s invasion of Ukraine.
We distinguish cyber patriotism from hacktivism on the basis
of its nationalist origins. Sharp divisions have occurred within
cybercriminal groups that contained members from both Russia
and Ukraine [71]. Many hacker groups have taken sides, vowing
to leverage their skills to further their country’s cause [72].
Others have also acted. After the notorious Conti ransomware
group announced its support for Russia, a Ukrainian researcher,
who had lurked on Conti servers for years, leaked thousands
of documents containing their internal communications [73].

Cyber patriotism has had a direct impact on software security.
Some software component projects on GitHub have been
modified to become ‘protestware,’ displaying banners like
‘Stand with Ukraine,’ or facts about the invasion. In one case,
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the popular ‘vue-cli’ framework had a component added that
deleted all files on its host computer if it detected that it was
running in Russia or Belarus. Brian Krebs reports concerns
that such activities would ‘erode public trust in open-source
software’ [74]. Since blind trust in open source components is
not conducive to software security, we argue that this might
be a good thing.

6) Cyberwarfare: As it moves online, infrastructure is
increasingly vulnerable to cyber outages. These can be caused
by natural phenomena such as hurricanes. They can be collateral
damage from criminal cyber activity, as the Colonial pipeline
outage in the U.S. in May 2021 was. They can also be the
result of actions by a hostile state. Cybersecurity organisation
Recorded Future documented a large increase in suspected
intrusion activity in India by Chinese state-sponsored groups
during border tensions in 2020. Recorded Future stated that
India’s power sector and two seaports were targeted in a

‘concerted campaign against India’s critical infrastructure.’
Severe power outages in Mumbai on October 12 2020 were
attributed to Chinese sabotage by Anil Deshmukh, a minister
for Maharashtra state. China disputes the claim, but the fact
that it was made at all reflects the uncertainty engendered by
the mere possibility of cyberattack.

In 2010 the Stuxnet worm, widely attributed to Israel and the
U.S., attacked industrial control systems in Iran. The Natanz
uranium enrichment site was badly damaged, even though the
Natanz network was supposedly air-gapped from the Internet.
Stuxnet is considered to be the world’s first cyber-weapon [75].

Prior to the February 2022 invasion of Ukraine, Russia-
Ukraine history showed a gradual escalation from cyberwarfare
to kinetic warfare. The electric grid in Ukraine was attacked
on December 23rd 2015. In an incursion attributed by the DoJ
to Russia’s GRU [76], 30 substations were taken offline and
power to 230,000 people in freezing temperatures was lost for
up to 6 hours. There were related outages the following year.
In 2017, an accounting tool used by approximately half of the
businesses in Ukraine was infiltrated with fake ransomware
in what became known as the NotPetya attack. There were
huge financial costs to business. The Merck pharmaceutical
company lost $1.4bn [77]. This incident was attributed to the
Russian state by the UK government [78], but the apparently
criminal method of attack allowed for plausible deniability. It
was hugely destabilising in Ukraine, and served as a warning
to international organisations considering doing business there,
signalling that perhaps it would not be worth the trouble [79]. In
2020, the DoJ indicted six Russian nationals for the Ukrainian
power cuts and the NotPetya attack, among other alleged crimes
[76]. An unintended victim was the insurance industry, forced
to contend with geopolitical questions around attribution and
‘act of war’ definitions in its attempts to avoid payouts [77].

In the build-up to the Russian invasion, cyberattacks on
Ukraine increased, with data wipers disguised as ransomware
[80], DDoS, bot farms spreading misinformation [81] and
widespread infrastructure attacks [82]. A cyberattack on the day
of the invasion on Viasat KA-SAT routers used in Ukrainian
military communications had an impact on other European

countries, with monitoring and control of wind turbines in
Germany rendered unavailable [83]. Cyberattacks continued
after the invasion [82]. Meanwhile, western officials warned
amateur hackers against joining the voluntary ‘IT Army of
Ukraine,’ organising on Telegram.

In a discussion on cybersecurity threat escalation on the
website of the Arms Control Association (ACA), Michael
T. Klare describes the inherent danger that a cyberattack
on Nuclear Command, Control, and Communications (NC3)
facilities would justify a nuclear response. The ACA views
this as an unacceptable risk, suggesting that even the fear that
NC3 facilities were under attack could trigger an escalation
to the use of nuclear weapons. If tensions were high enough,
even a simple power outage could cause a national leader to
feel that their nuclear capability was in imminent danger. This
could propel them into striking first [84]. The advent of cyber
patriot vigilantes, some of them expert hackers, increases the
risk of such an unanticipated outcome.

The danger that cyber incidents could cause escalation to
kinetic warfare was raised by U.S. President Biden in 2021 [85].
It is likely to be considered by every nation when assessing
the pros and cons of unfettered access to a global Internet.

IV. THE ROLE OF SOFTWARE VULNERABILITIES

Thus far, we have discussed some of the forces pushing
nations to separate from the global Internet, and outlined some
of the threats that are likely to accelerate that process. We now
turn to the role of software vulnerabilities in exacerbating those
threats. A perusal of material from hacker training guides such
as the Web Application Hacker’s Handbook [86] indicates that
discovery and use of software vulnerabilities is at the core of
hacking techniques.

Vulnerabilities are mitigated by software patches. In a
survey by BAE Systems Applied Intelligence, reported in May
2021 [87], 52% of recent security incidents were caused by
missing patches. The mean time to patch was 205 days [88].
Patching strategies are complicated by the composition of
modern software, which normally contains multiple open source
software (OSS) components which may themselves include
other libraries. One third of studied vulnerabilities in OSS were
present for over three years before remediation [89]. December
2021 brought this issue to the fore with the publicising of the
Log4j bug, in which a little-known feature of a ubiquitous Java
logging component was discovered to be vulnerable to remote
code execution [90].

Unfortunately, vulnerable systems are easily discoverable
online. Actors wishing to exploit the latest defects can run
tailored searches via sites such as Shodan [91], which will find
and list Internet-facing systems with specified characteristics.
Failure to patch is discoverable.

Not all software vulnerabilities are equal. In the U.S.,
NIST maintains the National Vulnerability Database, which
collates reported software vulnerabilities and assigns a Common
Vulnerability Scoring System (CVSS) score to them, with a
‘Critical’ 10.0 being the highest score available. High CVSS
scores indicate that a vulnerability is simple to exploit, remotely
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available, and likely to result in a severe impact on the
vulnerable system. The term ‘zero-day’ is used to describe a
critical software vulnerability that has not yet been patched,
may not be generally known about, and possibly has not even
been reported to the software manufacturer. Zero-days for
popular software are much in demand and can be bought on
the dark web [92]. National security agencies are known to
stockpile zero-days for use in cyberespionage [93].

In April 2017, the ‘Shadow Brokers’ published a number
of hacking tools widely reputed to originate with the U.S.
National Security Agency (NSA) [94]. These leveraged serious
bugs such as the Eternal Blue exploit (CVE-2017-0144), which
the NSA had reputedly used for several years [93]. Microsoft
had been notified of the theft of the exploit, and released a
patch for Eternal Blue a month before it was published [95].
Nevertheless, sufficient machines remained unpatched for the
WannaCry ransomware cryptoworm attack of May 12 2017 and
the NotPetya attack of June 27 2017 to cause worldwide havoc.
The Eternal Blue SMB exploit allowed WannaCry and NotPetya
to spread and self-propagate without any user intervention [96],
[97]. Until it was patched, Eternal Blue was present on all
versions of Windows from at least Windows 2000.

Another long-lived critical Microsoft defect was the ‘Zerolo-
gon’ elevation-of-privilege bug. Quietly patched in August 2020
and made public the following month, it infected Windows
Server 2008 and all newer versions of Windows Server up
to 2019 [98]. The persistence of Eternal Blue and Zerologon
for over a decade after Microsoft mandated internal use of
Microsoft Security Development Lifecycle (MS-SDL) is a
reminder that there are no silver bullets when it comes to
software security.

The relatively collegiate international atmosphere that had
surrounded defect discovery and notification began to change in
2018, when the Chinese government banned Chinese security
researchers from participating in vulnerability discovery com-
petitions such as CanSecWest’s Pwn2Own [99], in which they
had previously been highly successful. In 2021, the Cyberspace
Administration of China introduced rules forbidding the sale of
vulnerabilities or the notification of vulnerabilities to overseas
entities other than the manufacturers. Organisations discovering
vulnerabilities in their own code must notify them to the
Chinese government within two days [100]. For entities trading
within China, this could put them in a position of having to
notify the Chinese government about vulnerabilities before a
patch is in place. Organisations are ‘encouraged,’ though not
obliged, to notify the government first about vulnerabilities
discovered in other organisations’ code. In December 2021,
AliBaba Cloud was suspended from an information-sharing
partnership with China’s Ministry of Industry and Information
Technology (MIIT) for failure to notify it about the Log4j
vulnerability. AliBaba staff notified Apache on November 24,
while the MIIT was not notified until December 9 [101].

Considered in light of the move by some countries to use
only homegrown software internally, these developments could
presage a time when foreign adversaries are familiar with the
software used by the U.S. and the EU, and its vulnerabilities,,

while the reverse is no longer true.

V. ATTEMPTS TO REMEDIATE

Having seen the impact of software vulnerabilities on
software quality, we now look at approaches in industry and
academia to reducing software vulnerabilities. We consider
some of the shortcomings of existing approaches and suggest
some reasons why they are not effective. We also discuss recent
legislation relating to software security in Europe and the U.S.

A. Industry

Focus on software security in industry varies depending
on the industry involved. In the U.S., NIST publishes com-
prehensive cybersecurity guidelines. Revision 5 of NIST
Special Publication 800-53, ‘Security and Privacy Controls
for Information Systems and Organizations’ was published in
September 2020 [102]. The guide is used by safety-critical
industries; for example, U.S. Nuclear Regulatory Commission
Regulatory Guide 5.71, on cybersecurity programmes for
nuclear facilities, used NIST 800-53 version 3 to provide a
comprehensive cybersecurity approach [103]. Weighing in at a
hefty 465 pages, version 5 provides descriptions of numerous
cybersecurity controls but includes a mere four pages on
‘Developer Testing and Evaluation.’ This software development
section outlines nine activities that would be familiar to most
software security advocates.

Software security methodologies in general use in industry
include MS-SDL, Software Assurance Maturity Model, Build-
ing Security In Maturity Model, Common Criteria and various
ISO standards. All coalesce around a number of activities
which are regularly synthesised in academic papers [104] [105],
such as threat modelling, use of analysis tools and penetration
testing. However, the software development security industry
is currently convulsed by software developers’ move away
from regular, relatively infrequent releases, to which blocking
‘security gates’ can be applied, to automated continuous
releases. This move is facilitated by the DevOps emphasis
on comprehensive automated tests. DevSecOps attempts to
bring security into the DevOps approach, adding security tests
to the automated test suite and automating security gates.
Advocates of DevSecOps suggest that it ‘shifts security to
the left,’ making it an issue that architects and developers
must consider instead of something that is assessed just before
release. Done well, DevSecOps can add predictability and
credibility to a development team’s security stance. However,
practitioners express concerns about whether comprehensive
security checks can ever be fully automated [106]. Done badly,
DevSecOps adds little value and can even have a negative
impact on a development process [107].

B. Academia

Much work has been done in academia on how software
can be made more secure. Wurster and von Oorschot [108]
argued that software developers, though seen as warriors in
the forefront of the battle for secure software, are in fact part
of the problem since they have multiple, often conflicting,
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priorities and are rarely security experts. They suggested that
developer tools should be created with usability in mind, and
should make it difficult for developers to code insecurely. They
pointed out that developer security training was often still
advocated as the solution for developers. They identified an
issue with developers who are either unaware of, or who ignore,
new security technologies, and noted that security technologies
which must be independently run by developers (i.e. they are not
embedded in standard tools) will not be run by all developers.
They advocated ‘security mechanisms which are invisible to
the application developer.’ This theme was developed by Xie
et al. [109], who looked at why programmers make security
errors, concluding that developers often feel that someone else
is responsible for security and it is not their concern. Acar et al.
[110] discussed how 20 years of lessons learned from usable
security work can be applied in security research with software
developers, and derived a research agenda on these lines.
Green and Smith [111] discussed simplifying security APIs to
make them less impenetrable to programmers, proposing ten
principles for creating secure and usable crypto APIs.

A recurring research theme is that developers, who have
other priorities, lack the training and expertise necessary for
security proficiency. Weir et al. [112], the Motivating Jenny
team (https://motivatingjenny.org/) and others have looked
at interventions and tools to help teams to code securely.
However, in a 2020 review of top U.S. Computer Science
(CS) undergraduate courses, Almansoori et al. [113] found that
security-unaware use of insecure C++ functions was passed
from teachers to students. Moreover, in all cases there was
no mandatory formal secure coding component to the CS
course. We argue that while ad hoc on-the-job training efforts
have value, software security is so critical that it should be
automatically embedded in all software development training.

The academic record includes valuable accounts of actual in-
dustry practice. Sadowski et al. [114] described the development
of a static analysis tool at Google, which is a model for what
can be done in a cohesive environment, even a very large one.
By contrast, Morales et al.’s [107] account of a dysfunctional
multi-year development by a main contractor using multiple
subcontractors with a DevSecOps pipeline gives excellent
insight into the ease with which organisational dynamics can
damage security outcomes. A review of the literature suggests
that swift software security progress is likely to be tied to upper
management concern, which may be enhanced by increased
regulatory and legal incentives.

C. Legislation
Both Europe and the U.S. appear to be moving towards

regulations for secure software, a welcome recognition of
the increasing importance of the field. Here, we give a brief
overview of relevant developments.

GDPR: The EU’s General Data Protection Regulation
(GDPR), which governs the protection of personal data in the
European Economic Area, came into force in 2018. It mandates
obtaining subjects’ permission for data storage, sets time limits
on data retention, and allows for penalties where data is

inappropriately shared. Although the GDPR was not created
with the primary aim of enhancing software security it has had
this effect, since a data breach could expose the organisation
to financial penalties. It does not list explicit cybersecurity
requirements, instead using broad phrases such as ‘state of the
art.’ This deters a ‘checkbox’ security mentality, encouraging
awareness of ongoing software security developments [115].

The NIS Directive and ENISA: The EU’s 2016 NIS
Directive dealt with cybersecurity but did not discuss secure
software development [116], though this should change with
NIS2. A thoughtful and well-researched preparatory paper from
ENISA outlines the current EU work on introducing security
certification for software, with consideration of existing stan-
dards and certifications, and likely pitfalls [117]. This welcome
move towards EU-level certification should be expedited.

The UK: The UK’s ‘Government Cyber Security Strategy
2022-2030,’ released in February 2022, lists aspirations around
a ‘secure by design’ framework to be adopted by the UK [118].
No specific advice for software development is available yet.

The U.S.: In a week in May 2021 in which the ransomware
shutdown of an essential U.S. oil pipeline dominated the news,
the U.S. President released an ‘Executive order on Improving
the Nation’s Cybersecurity,’ which provides specific software-
related measures. Part a) asserts that ‘the Federal Government
must take action to rapidly improve the security and integrity of
the software supply chain, with a priority on addressing critical
software.’ NIST is required to identify guidelines to evaluate
software security and the security practices of developers and
suppliers, and to identify ‘tools or methods to demonstrate
conformance with secure practices.’ Enhancing supply chain
security, securing build environments, automating supply chain
assurance and providing evidence for these activities are
discussed. Identifying ‘critical’ software is also addressed, as
is Internet of Things (IoT) security and a suggested security
labelling system for software and IoT devices. U.S. government
agencies will be obliged to consider software security when
engaging in or renewing critical software contracts. Legacy
code that cannot comply with the new requirements will have
to be replaced. Steps to secure the software supply chain will
be kept under review, with a progress report required within a
year of the signing of the order.

D. Exacerbating Factors
There is an essential imbalance in the software security

world. Most software developers prioritise functionality [119],
followed by efficiency [106], elegant design, or maintainability.
Unless they are working for an organisation that emphasises
security, they will probably not put security first. In fact, even
if they work for a security organisation, their security practice
could be suspect [120].

While software developers struggle with time-to-market
and tight deadlines, hackers, security researchers and red-
teamers can focus solely on finding the security de-
fects inadvertently left by developers, and exploiting them.
When it comes to training, they have multiple resources
at their disposal such as the free Bugcrowd University
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(https://www.bugcrowd.com/hackers/bugcrowd-university) and
the many dozens of courses annually at Black Hat and
elsewhere geared towards ‘penetration testers’.

This imbalance of time and resources is difficult to tackle.
Many software developers have not received training in secure
coding. Organisations often have relatively few, if any, software
security staff; a single software security expert supporting one
or two hundred developers is not uncommon [121]. Outside
of regulated industries, there is currently little incentive for
organisations to prioritise security over time-to-market, and
some organisations have no security process at all [104].

E. A ‘Zero Tolerance’ Approach to Software Security
We argue that the software industry now needs to step up and

adopt a ‘zero tolerance’ approach to software security issues.
Haney et al. [122] described how organisations that successfully
deliver secure software have a ‘security culture.’ The entire
software industry needs to develop a ‘security culture,’ with a
comprehensive upgrade of education, tools, and documentation.

The building blocks to achieving this are not novel. They
involve steps that are both widely acknowledged as necessary,
and widely ignored. Cultural change is needed in education,
from universities to boot camps. It should be unacceptable to
teach computer skills without including mandatory security
awareness and associated training.

At the corporate level, too often security risk assessments
end with a decision to increase insurance provision against
cyberattack. The balance of risk must be changed. This can
be done by making organisations liable for costs incurred
due to secure coding negligence on their part. Some experts
argue that mandating secure coding would impose the type
of procedural rigidity that leads to an obsession with passing
tests, as can happen in the payments industry [123]. However,
the flexible wording of the GDPR gives an insight into how
secure coding can be mandated without leading to a checkbox
mentality. In any case, even a checkbox mentality would be
a vast improvement on the current security posture of many
organisations [124].

VI. CONCLUSION

As we have seen, crime and other aggressive behaviour on
the Internet thrives on the existence of software vulnerabilities.
A steady supply of zero-days, combined with delays in patching
known vulnerabilities, ensures that bad actors can continue to
exploit weaknesses for financial or other gain. This state of
affairs causes an unsustainable level of uncertainty and risk.
The threat of industrial sabotage or breach of military command
and control structures from foreign actors adds to the mounting
pressures on the global Internet, pushing it towards further
fragmentation.

We have also seen how the opportunities for incursion
provided by a global Internet can have a destabilising effect on
existing power balances. If software security is not taken suffi-
ciently seriously, there is a danger that national administrations
will increasingly judge that the price of participating in a global
network is too high. National executives may even decide that

retreating to a national or regional Intranet would enhance
their national security and reduce the danger of cyberattack on
NC3 facilities and other critical infrastructure. As incidents of
damage from cyber activities increase globally, assessments of
this type may not be confined to authoritarian regimes. Though
some states might welcome a fragmentation of the Internet, it
seems like a failure of human imagination and potential.

The complete elimination of software vulnerabilities may
be impossible, but a drastic reduction is not. It is time for
a less accommodating approach. A ‘zero tolerance’ attitude
to software security issues should be adopted, and it should
include cultural and legislative change. This would reduce the
perceived vulnerability of vital systems and help to maintain
confidence in a networked world.
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Abstract— In the face of burgeoning cybersecurity and ransomware 
attacks, is cybersecurity technology the panacea? Building on 
behavioral economics, particularly moral hazard and Peltzman 
effects, this research uses a pilot field-experiment to investigate 
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technology trust and our growing information needs may erode user-
caution, leaving us more vulnerable.    
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I. INTRODUCTION 
In an era of heightened uncertainty and urgency around 

disruption, digital transformation has become a global priority 
on leadership agendas. Digital transformation, punctuated by 
the COVID-19 crisis as organizations have attempted to stay 
operational by embracing any technology marketed as a “virtual 
panacea” has created a technology wild-west. But just as the 
pandemic accelerated the need for change through digital 
transformation, it has exposed serious cybersecurity 
vulnerabilities [1, 2, 16].  

While organizations and companies have rapidly embraced 
digital transformation during the COVID-19 crisis, society has 
seen a 600%+ increase in malicious emails. With employees, 
clients, and vendors leapfrogging to virtual meetings and work-
from-home access and BYOD (Bring You Own Device), the 
pandemic has witnessed a tenfold increase in ransomware (e.g. 
UCSF’s medical school) and a 200%+ increase in Denial of 
Service (DoS) attacks (e.g. a 2.3 terabyte attack on AWS). In 
fact, MIT estimates global cybercrime costs at US$5 Trillion, 
stemming from information-stealing scams, ransomware, and 
work-from-home vulnerabilities [1, 2]. 

However, cyberattacks during the pandemic were not for 
want of cybersecurity investments. In the same period, 
cybersecurity technology spending increased by nearly 38 
percent from 40.8 in 2019 to $55 billion [1, 3]. Cybersecurity 
technology startup funding have also increased from $6.9 billion 
in 2020 to $17.4 billion in venture dollars in 2021 [3]. Despite 
increased spending and investments in the cybersecurity 
technology space, cyberattacks have dramatically increased. 

 The paradox of increasing cybercrime in the face of 
increasing cybersecurity technology spending begs 

investigation. Motivated by this paradox, our research 
investigates the paradoxical effects of cybersecurity technology 
deployments on cybersecurity user behaviors in organizations.  

II. THEORETICAL UNDERPINNINGS AND HYPOTHESIS 
DEVELOPMENT 

A. Moral Hazard  
Moral hazard is an economic principle that aims to explain 

why individuals engage in high levels of risk-taking behavior 
when they feel that the consequences of such behaviors are 
minimal. Popularized by Arrow [5], the moral hazard principle 
has been used to examine various risk-taking and adverse 
selection behaviors across a multitude of phenomena [5, 6, 7]. 
For example, users that purchase rental car insurance or health 
insurance may feel protected from consequences, thus 
prompting users to assume “morally hazardous” choices by 
greater risks than they would have otherwise undertaken. 

From a cybersecurity standpoint, the continuous global use 
of unsupported Windows OS instances such as WinXP and 
Windows Vista or the use of Adobe Flash open a plethora of 
system vulnerabilities. Yet, users continue to adversely select 
and use such instances owing to certain conveniences (e.g. the 
unwillingness to purchase and install newer versions, the ability 
to run legacy applications, among others). 

B. Peltzman Effect and User Caution 
In 1975, Peltzman [8] conducted a longitudinal time-series 

study using the US’ NHTSA (National Highway Transportation 
and Safety Administration) data to offer an insight that became 
known as the Peltzman effect. The study found that automobile 
technological advancements (seat belts, airbags), intended to 
reduce automobile accidents, unintendedly created an 
unexpected moral hazard. Drivers, feeling safe from such 
technological advancements, often drove complacently, 
resulting in an increase in minor accidents and pedestrian 
injuries.   

The Peltzman effect, as an instantiation of cybersecurity 
moral hazard [10, 11], may help explain why several recent 
cybersecurity breaches have occurred in organizations that 
themselves offer cybersecurity and infrastructure management 
solutions such as the 2020 Solarwinds’ Orion server hack [11].  
As Datta [11] remarks, “user (including vendor and consumer) 
errors are the weakest links, regardless of whether the user error 
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is analog or automated (embedded in the operational logic).” So, 
it stands to reason why cybersecurity threats often originate 
“with phishing and spoofing attacks intended to exploit and 
manipulate human psychology rather than technology” [10].   

C. Cybersecurity Technology Trust and User Caution 
User trust in cybersecurity technologies is salient to our 

investigation of user behavior instantiations in light of moral 
hazards and the Pelzman effect. Cybersecurity technologies 
offer an institutional aegis under which users operate. 
Cybersecurity technologies are not a single artifact (similar to 
dyadic trust) but a portfolio of technologies (intrusion detection, 
spam filters, phishing detectors, Firewalls, DMZ, honeytokens, 
etc., along with internal policies, guidelines, and operations) that 
offer an institutional context. Deductively, institutional trust 
offers the appropriate trust lens to examine cybersecurity user-
behavior.   

Based on work by [12, 13], institutional trust in 
cybersecurity technologies is the willingness of individuals to 
be vulnerable to overarching cybersecurity technological 
operations, rules, and regulations. Inasmuch as organizations 
use cybersecurity technologies to offer an institutional aegis, 
institutional trust triggers a trust calculus that transfers trust to 
cybersecurity technologies. We posit that such trust transference 
begets a sense on technological overreliance and a sense of 
laxity and complacency that hackers and other cybercriminals 
are quick to capitalize. Such was the case in the global 
Solarwinds’ Orion Server hack where a misplaced password and 
a complacent GitHub post allowed hackers to inject malware 
[10, 11].  

In summary, we argue that users make sub-optimal choices 
from complacency when perceiving that cybersecurity 
technologies offer a panacea and will protect them from any 
cybersecurity threats. Thus, we postulate: 

H1: There is in inverse relationship between cybersecurity 
technology trust and user-caution related to cybersecurity such 
that users who perceive a higher level of trust in cybersecurity 
technology protection will demonstrate a lower level of user-
caution.  

D. Information Specificity 
Rooted in Williamson’s [14] notion of asset specificity that 

access to information to perform a task or transaction is a key 
asset in any exchange, use information specificity as “the 
demand and reliance placed by a consumer on information that 
is specific and timely to assist them in their tasks and 
transactions” [13, 18].  

Information access has become the sine qua non of our 
everyday existence. Users place higher information specificity 
on information that are core to their decision-making and 
operations and low specificity on information that are 
peripheral. For example, an organizational user such as an 
account manager may place higher information specificity on 
billing and A/R information and lower information specificity 
on wellness initiative information.  

In 2014, around the time the Russian troops were moving 
into Crimea, a malware injection was triggered by an 
injudicious download of a program assumed to be a legitimate 
artillery software update that would have been critical to 
Ukrainian military operations. Likewise, recent ransomware 

attacks where hackers encrypt vital (high specificity) 
information for ransom (e.g the Colonial Pipeline attack or 
Popp’s AIDS disk [10, 11]) exemplify how user behaviors are 
contingent upon asset specificity.       

Further, user behavior can become more chaotic in 
instances where the user cannot obtain important information 
in a timely fashion, at times resorting to less-secure actions to 
do so, for example, asking a colleague to email a database to 
them because they cannot log in directly.  Patently, we reason 
that, ceteris paribus, denying users access to a certain piece of 
information with high information specificity may trigger 
hastier behaviors with less caution because of a frantic need for 
information access.  

Regardless of a user’s institutional trust in cybersecurity 
technologies, higher information specificity can prompt frantic 
and injudicious user behavior where caution is foregone for 
information access. Thus, we advance: 

 
H2: User information specificity moderates the relationship 
between Cybersecurity Technology Trust and User-Caution. 
The moderation is such that, given the same level of 
Cybersecurity Technology Trust, users with higher information 
specificity will exhibit lower user-caution. 

 
Figure 1: The Hypothesized Moderating Influence of Information Specificity 
on Cybersecurity Technology Trust and User-Caution. 

III. EXPERIMENTAL DESIGN AND RESULTS 
The study uses a field experiment. The field experiment was 

administered in a multinational manufacturing organization in 
the Northeast US between November and December of 2021. 
The organization allowed us to pilot the experiment as a part of 
a larger study to assess cybersecurity user-behavior.  

In our field-experiment design, we controlled for user self-
efficacy, given the moderating influence and endogeneity 
surrounding user self-efficacy. Based on the work by [4], self-
efficacy is the users’ belief in their competence related to 
understanding and using a specific artifact. Given that 
cybersecurity is rapidly evolving topic, it was important to 
control for cybersecurity self-efficacy. Thus, the study was 
particularly cautious in ensuring that the field-experiment 
participants had a minimum level of cybersecurity self-efficacy.  

All pilot study participants belonged to the IT support or 
Data Center groups. To ensure a minimum-acceptable-level of 
cybersecurity efficacy, i.e., individual user belief about one’s 
cybersecurity competence, all participants were required to 
complete a 10-question proprietary cybersecurity competence 
evaluation questionnaire, enabling the calculation of a 
cybersecurity efficacy score.  Of the 81 participants, 43 users 
were selected for the pilot based on a cybersecurity efficacy 
score >75%. For the pilot, we wanted to validate that all 
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participants (n=43) were cyber-literate to eliminate variances 
within a small sample. This validity-check reduced spurious 
effects and allowed us to control for efficacy on user-behavior. 
Our high-efficacy requirement also helped our instrument 
development by drawing upon expert feedback for content and 
construct validity. We plan to remove efficacy checks for future 
large-scale data collection and use efficacy as a control variable.    

Participants were 42% female (18), with 45.6 years average 
age and 12.1 years’ average experience. 68% (29) of the 
participants belonged to the Data Center operations group.  

A. Experimental Dashboard Design 

 

 
Figure 2a: Experiment Dashboard screenshot where Company Cybersecurity Technology Threat 
Mitigation Performance ≅ Industry Cybersecurity Technology Performance  
 

 
Figure 2b: Experiment Dashboard screenshot where Company Cybersecurity Technology 
Threat Mitigation Performance > Industry Cybersecurity Technology Performance  
 

 
Figure 2c: Experiment Dashboard screenshot where Company Cybersecurity Technology Threat 
Mitigation Performance < Industry Cybersecurity Technology Performance  
 

The field experiment design used a cybersecurity technology 
dashboard with three manipulations – low cybersecurity 
technology protection, medium cybersecurity technology 
protection, and high cybersecurity technology protection, all 
relative to industry benchmarks (see fig 2a-2c). The dashboard 
was a dynamic, looping video with 2 frames and 3 elements: 

The left dashboard frame captured real-time cyberattacks. 
The right frame included 2 elements: (a) The Company’s 
Cybersecurity Technology Threat Mitigation Performance, and 
(b) Industry Threat Mitigation Benchmark Performance. 

We used a repeated measure experimental design where 
users were treated with the same variables under different 
conditions. A repeated measure experimental design was 
applicable for our empirical study because (i) it is particularly 
efficient with a limited number of participants because each 
participant is exposed to the treatment multiple times (n x 3), (ii) 
insofar as cybersecurity behavior is concerned, a repeated 

measure design affords the ability to observe users reacting to 
various treatments, akin to real-time workplace exposure. 
Finally, a repeated measure design collects longitudinal data 
that can be used for further, granular analysis. All 43 users were 
exposed to the dashboard at 3 different times (all between 10-
11am) over a week with a different manipulation used for each 
treatment. Treatments were assigned randomly. Figures 2a-c 
depict the dashboards as static images.  

Each dashboard was presented atop a survey followed by 7 
emails as a part of the questionnaire (to confirm reading and not 
being lost in an inbox deluge). All emails carried spoofed 
organizational domains for legitimacy. With a very large PMO 
(Project Management Office) and hundreds of vendors, 
choosing these two allowing for anonymous spoofing. Each 
email appeared to originate from either (i) the internal 
organization PMO or (ii) external preferred vendors.  

Email headings and content included Call Center Database 
Migration, Incidence Response Plan for Cybersecurity 
Breaches, Vendor Authentication Protocols, Business 
Intelligence Requirements, PMO Meeting Notes and Minutes, 
among others. 

The 7 emails were drawn from a pool of 29 curated emails. 
The curation used historically authentic communication to 
ensure that the structure and wording followed established 
organizational communication standards. Curating based 
historically authentic communication also ensured that our 
emails, if relayed in real-time via an SMTP/POP server, would 
not be marked as junk or spam based on technology filters.  

Each email included either a link or a document. A 9-point 
Likert scale was used to measure user caution, with 1-3 
representing users’ willingness to click/download (absence of 
caution to low user-caution), 4-6 for “disregard with no 
inquiry,” “disregard and perhaps inquire,” and “disregard and 
inquire immediately” (low to medium user-caution), and 7-9 for  
“flag and reach” (medium to high user-caution).   

As the onset of the experiment, users were notified the fact 
that all 7 emails were “important” communications and each 
needed responding. 4 of the 7 emails (57%) were fraudulent.    

Informed consent was used. Users were made aware the 
need to remain vigilant in face of deceptive communications 
(e.g. phishing, malware). Users had the ability to hover over 
links or documents to assess safety. Fraudulent links had 
obvious paths (e.g., s30972.co.ru/PMO) and fraudulent 
documents were attached files (e.g. .doc files) with ambiguous 
names (e.g. “project_rewards”). Scales for Information 
Specificity were drawn from pre-validated measures by [15]. 

B. Exploratory Results 
The repeated measure design yielded n x 3 (43 x 3 = 129) 

observations. An initial ANOVA between-treatment analysis 
demonstrated no statistically significant differences (p>0.05) 
between users exposed to the high, medium, and low 
cybersecurity technology treatments. Since no mean 
differences were found, we averaged user caution values for 
each treatment. While a lack of differences between means 
reduced the sample size back to n=43, it confirmed consistent 
user-behavior between treatments.    

Participants’ Technology Trust (x̄=4.65, σ=1.79) had 
relatively higher trust distribution (-ve skewness); User 
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Caution (x̄=3.89, σ=1.23) had relatively lower caution 
distribution (+ve skewness), and Information Specificity 
(x̄=4.47, σ=2.01) had relatively higher specificity (-ve 
skewness). 

TABLE I.  CONSTRUCT STATISTICS AND CORRELATIONS 

Construct Correlations 
Information 
Specificity Technology Trust 

User 
Caution 

Information Specificity 1   
Technology Trust 0.764985261 1  
User Caution -0.831508304 -0.862164871 1 

 

 
Figure 3a: Scatter Chart of the Interplay of Cybersecurity Technology Trust, User-Caution, and 
Information Specificity 

 
Figure 3b: Radar Charts of the Interplay of Cybersecurity Technology Trust, User-Caution, and 
Information Specificity 

The correlation matrix (Table 1) along with the radar chart 
(Fig 3) from the pilot study offer initial insights on the interplay 
of Cybersecurity Technology Trust (CTT), User Caution (UC), 
and Information Specificity (IS). Essentially, as hypothesized, 
user caution is inversely correlated with cybersecurity 
technology trust, further accentuated in the presence of 
information specificity.    

Given the small pilot sample size (this lacking power and 
increasing Type II errors), it would be erroneous to draw robust 
inferences. However, for exploratory purposes, both H1 and H2 
are supported in terms of hypothesized directionality but not 
significance. Exploratory results show CTT—UC (-0.359, ns); 
TS—UC (-0.071, ns); and TS*CTT—UC (-0.021, ns). 

To conclude, in line with moral hazard and Peltzman 
effects, over-reliance on cybersecurity technology may be akin 
to being penny-wise, pound-foolish. A perceived overreliance 
on cybersecurity technologies may prompt an unconscious 
user-caution, especially in the face of growing information-
specificity. Inadvertently, too much cybersecurity technology 

reliance may expose an organization to greater user 
vulnerabilities. 

IV. FUTURE DIRECTIONS 
This paper outlined first steps in the relationship and 

interplay between cybersecurity trust, information specificity 
and user-caution.  We described a preliminary experiment to 
assess two initially-supported hypotheses. Next steps are to 
expand the data set, refine the experimental instrumentation 
and analysis structure, and provide expanded statistical 
evidence for the hypotheses.  

Our finds find that user laxity in the face of cybersecurity 
technology reliance is anything but exculpatory. For academia 
and practice, our findings question whether organizational 
overemphasis on their cybersecurity investments can 
inadvertently induce user prodigality, leaving organizations 
“penny wide, pound foolish!”    
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Gradient Information From Google GBoard NWP
LSTM Is Sufficient to Reconstruct Words Typed

Mohamed Suliman, Douglas J. Leith
Trinity College Dublin, Ireland

Abstract—Federated Learning is now widely deployed by
Google on Android handsets for distributed training of neural
networks. While Federated Learning aims to avoid sharing
sensitive user data with Google, in this paper we show that
when used for GBoard next word prediction Federated Learning
provides little privacy to users. Namely, we demonstrate that
the words typed by a user can be quickly and accurately
reconstructed from the gradients of the GBoard LSTM used
for next word prediction. Use of mini-batches does not protect
against reconstruction.

I. INTRODUCTION

In [1] Google introduced Federated Learning for privacy-
enhanced distributed training of neural networks. Federated
Learning is now widely deployed on Android mobile handsets,
and in particular is used for next word prediction in Google’s
GBoard keyboard app [2] which, according to the Google Play
store, is installed in more than 1 Billion devices1. In Federated
Learning a central server collects gradient vectors from mobile
handsets running the model, it executes a stochastic gradient
descent step to update the model parameters and then pushes
the new parameter values to the mobile handsets. This process
repeats until the parameters are judged to have converged, a
specified number of iterations have been completed etc. By
keeping the training data on the mobile handsets and only
sharing gradient information, the hope is that a degree of
privacy is gained. However, there has been little formal privacy
analysis of Federated Learning.

In this paper we show that when used for GBoard next
word prediction Federated Learning provides little privacy to
users. Namely, we demonstrate that the words typed by a user
can be quickly and accurately reconstructed from the gradients
of the GBoard LSTM used for next word prediction. Use of
mini-batches does not protect against reconstruction.

Key to the lack of privacy is that in next word prediction
the neural net input is echoed by the neural net output. That
is, in the next word prediction task the output of the neural
net aims to match the sequence of words typed by the user,
albeit with a shift one word ahead. The sign of the output loss
gradient directly reveals information about the words typed by
the user, which can then be reconstructed by inspection (there
is no need for any complex processing).

We provide more details below, but briefly illustrate the
nature of the information leakage here. Let D be a dictionary
of V words, each typed word is mapped to an entry in D
and the next word prediction is a vector ŷ 2 [0, 1]V whose
i’th element ŷi is the probability that the next word will be
the i’th dictionary entry. When a softmax output layer is used
ŷi =

eziPV
j=1 ezj

with vector z 2 RV the raw logits. Suppose the
next word typed by the user is entry i⇤ from the dictionary.
The cross-entropy loss is J = � log ezi⇤PV

j=1 ezj
. The derivative

@J
@zi⇤

is ezi⇤PV
j=1 ezj

� 1 < 0 while for i 6= i⇤ the derivative is

This work was supported by SFI grant 16/IA/4610.
1https://play.google.com/store/apps/details?id=com.google.android.

inputmethod.latin, accessed 17th Feb 2022.

@J
@zi

= eziPV
j=1 ezj

> 0. Hence, we can infer the index i⇤ of
the word typed by the user simply by inspecting the sign of
the loss derivatives. This is illustrated schematically in Figure
1. Federated Learning shares the derivatives of the loss with
respect to model parameters, rather than the derivatives with
respect to the logits yi, but the derivatives of parameters in
the penultimate output layer are enough.

LSTM

[+,-,+,...,+,-,+,...,+,-,+]LSTM

gradient
vector

("not", "so", "private")

FC Layer

Softmax
"not" "so""private"

Fig. 1. Illustrating how sign of gradient elements can leak words typed.

Previous work on information leakage by Federated Learn-
ing has mainly focused on object detection tasks, e.g. see [3],
[4], [5]. The neural network output is an object label (e.g. cat,
dog) and the attack aims to reconstruct the input image only
from gradient information. The attack is typically formulated
as an optimisation problem and solved using gradient descent.
Successful attacks have been demonstrated for standard neural
nets and image datasets. However, because in next word
prediction the neural net input is echoed by the output we
are able to perform much faster, more robust attacks that are
difficult to defend against. We demonstrate the effectiveness
of these attacks against a widely deployed LSTM neural net
from GBoard.

II. PRIVACY THREAT MODEL

The transmission of user data from mobile handsets to
back-end servers is not intrinsically a breach of privacy.
For instance, it can be useful to share details of the device
model/version and the locale/country of the device when
checking for software updates. This poses few privacy risks if
the data is common to many handsets and therefore cannot be
easily linked back to a specific handset/person [6], [7].

Two major issues in handset privacy are (i) release of
sensitive data, and (ii) de-anonymisation i.e. linking of data
to a person’s real world identity.

Release of sensitive data. What counts as sensitive data is
a moving target, but it seems clear that the words entered by
users, e.g. when typing messages, writing notes and emails,
web browsing and performing searches, may well be sensitive.
It is not just the sentences typed which can be sensitive but
also just the list of words used (i.e. even without knowing the
word ordering) since this can be used for targeting surveillance
via keyword blacklists [8]. It is also important to note that
data which is not sensitive in isolation can become sensitive
when combined with other data, and this is a particular concern
with regard to large companies that operate mobile payment
services, supply web browsers, run advertising platforms etc.

De-anonymisation. Android handsets can be directly tied
to a person’s real identity in several ways, even when a user
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the elements of W and b). Differentiating with respect to the
output bias parameters b we have that,

@J1:T
@bk

=
TX

t=1

VX

i=1

@Jt
@zt,i

@zt,i
@bk

where
@Jt
@zt,i⇤t

=
ezi⇤

PV
j=1 e

zj
� 1 < 0

@Jt
@zt,i

=
ezi

PV
j=1 e

zj
> 0, i 6= i⇤t

and
@zt,i
@bk

=

⇢
1 k = i
0 otherwise

That is,

@J1:T
@bk

=
TX

t=1

@Jt
@zt,k

It follows that for words k which do not appear in the text
@J1:T
@bk

> 0. Also, assuming that the neural net has been trained
to have reasonable performance then ezk will tend to be small
for words k that do not appear next and large for words which
do. Therefore for words i⇤ that appear in the text we expect
that @J1:T

@bi⇤
< 0.

Example: Suppose the input to the neural net is the
sentence “this online learning is not so private”. Calculating
the gradients @J1:T

@bk
, k = 1, . . . , V , sorting the values in

descending order and selecting the elements with negative
values yields the following (k’th word, @J1:T

@bk
) pairs:

(“learning”,-0.9997006) (“private”,-0.9994907) (“online”,-
0.99600935) (“not”,-0.9627077) (“so”,-0.94802666) (“is”,-
0.78382504). All other words in the dictionary have
non-negative gradients.

This observation is intuitive from a loss function min-
imisation perspective. Typically the estimated probability ŷi⇤
for an input word will be less than 1. Increasing ŷi⇤ will
therefore decrease the loss function i.e. the gradient is negative.
Conversely, the estimated probability ŷi for a word that does
not appear in the input will be small but greater than 0.
Decreasing ŷi will therefore decrease the loss function i.e.
the gradient is positive.

While we focus on the bias parameters b here since they
yield particularly simple expressions, similar analysis applies
to the W parameters and can also be expected to apply to other
forms of penultimate output layer. The key is that because the
output ŷt aims to echo the words typed by the user, the gradient
of the loss with respect to parameters in the penultimate layer
will always tend to directly reveal information about the words
typed (unlike in the case of object detection where the neural
net output is just the object label and so reconstruction of the
full input image is an additional, challenging, step).

B. Recovering The Sentences Typed

The approach above extracts the set of words typed by
inspection, however this gives no indication of the original
ordering of words so as to reconstruct the original sentences
typed. For mini batches consisting of one sample, and short
sentences, a brute force method is sufficient to reconstruct the
original sentence.

Given that we have extracted n tokens, we rank all n!
permutations of these tokens based off of their gradient loss.
This is defined as the L2 norm between the original FL
gradient, and the gradient generated when training the model
with the sentence represented by the current permutation. This

loss function is used in [3] to guide the gradient descent
optimization as part of the Deep Leakage from Gradients
algorithm.

Oh k...i’m watching here:)

<S> oh k im watching here

Fig. 3. Here we give a sample reconstruction. The first line gives the
original sentence, and the second line gives the attempted reconstruction,
after extracting the tokens from the gradient information and finding the best
permutation of these tokens via brute force. Note the start of sentence token
<S> present in the reconstruction.

Figure 3 gives an example of the kind of reconstruction that
is possible with this attack. With a mini-batch size of one, and
short sentences of words contained in the model’s vocabulary,
reconstruction is almost perfect, albeit missing punctuation.
This approach does not scale well for larger mini-batch sizes
or longer sentences as the number of possible number of
permutations increases. Further research is needed to look into
more efficient sentence reconstruction.

VI. PERFORMANCE EVALUATION

A. Datasets Used

To evaluate the effectiveness of our attacks we use two
datasets: (i) the UMass Global English on Twitter Dataset
which contains 10,502 tweets, randomly sampled from pub-
licly available geotagged Twitter messages [20] and (ii) a
corpus of 63,632 non-Spam SMS messages [21].

B. Performance Metrics

To evaluate performance we use two metrics. Firstly, the
proportion of words from the original text that the attack
described in Section V-A manages to correctly reconstruct.
Secondly, a modified version of the Levenshtein ratio i.e. the
normalised Levenshtein distance [22] (the minimum number
of word level edits needed to make one string match another)
between the original text and the sentences reconstructed using
the attack in Section V-B. A Levenshtein ratio closer to 100 in-
dicates a greater match between the original and reconstructed
sentences. For example, given an original sentence of “hello
how are you”, the reconstructions “how hello are you” and
“hello how you are” both have a Levenshtein ratio of 76, as
they are off by one word.

C. Mini-Batches

We evaluate performance for a range of mini-batch sizes
from 1 up to 48. A mini-batch of size n consists of n
separate messages from the selected dataset. At the start of
each separate message the LSTM is initialised, the words for
the message are input and the next word predictions noted.
The sum-gradient over the n messages in a mini-batch is then
used for our reconstruction attack. We consider both situations
where (i) all of the messages in a mini-batch have the same
number of words and (ii) where the messages may have
different numbers of words in which case shorter messages
are padded with the <UNK> token to match the length of the
longest message in the batch (this is necessary to ensure that
the gradient vectors are the same size and so can be summed).

D. Measurements

Table I shows the measured accuracy at reconstructing the
words contained in a mini-batch of messages vs the number of
messages in the mini-batch i.e. the mini-batch size. Note that
since the input is echoed by the model’s output, but shifted one
word ahead, the first word is not recoverable via these means.
However, since the first word is always the start of sentence
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TABLE I
PROPORTION OF WORDS CORRECTLY RECONSTRUCTED.

Twitter SMS
Messages with 4 words

Mini-Batch Size
(#batches)

Accuracy Mini-Batch Size
(#batches)

Accuracy

1 (249 batches) 0.947 1 (155 batches) 0.985
4 (62 batches) 0.975 4 (38 batches) 0.976
8 (25 batches) 0.977 8 (17 batches) 0.983
16 (15 batches) 0.965 16 (9 batches) 0.957
32 (7 batches) 0.936 32 (4 batches) 0.933
48 (5 batches) 0.907 48 (3 batches) 0.918

Messages with 8 words
1 (405 batches) 0.913 1 (335 batches) 0.977
4 (101 batches) 0.966 4 (83 batches) 0.965
8 (50 batches) 0.961 8 (41 batches) 0.948
16 (24 batches) 0.933 16 (19 batches) 0.926
32 (12 batches) 0.908 32 (10 batches) 0.875
48 (8 batches) 0.893 48 (6 batches) 0.858

Twitter Messages with 10 or more words
1 (2724 batches) 0.935
4 (681 batches) 0.961
8 (340 batches) 0.938
16 (170 batches) 0.917
32 (85 batches) 0.893
48 (56 batches) 0.885

TABLE II
4 WORD SMS AND TWITTER SENTENCE ORDERING RESULTS WITH BATCH

SIZE 1.

Dataset (batch size, #batches) Levenshtein ratio
SMS (1, #155) 97.161 (78.7% perfect)
Twitter (1, #249) 90.173 (54.2% perfect)

token <S>, this fact is inconsequential, as we are only unable
to retrieve <S>, which we assume to be included as part of
a training sentence. Observe also that the accuracy remains
the same as the mini-batch size and messages length increase,
highlighting that use of mini-batches is an ineffective defence
against this attack.

To boost performance, sentences are passed through a spell
checker to find mispelled words that if spelled correctly, would
represent a word that is part of the model’s vocabulary. This
allows the attack to reconstruct the word that was typed (albeit
incorrectly), instead of just the unknown token <UNK>.

Table II reports the proportion of sentences reconstructed
perfectly4 by the brute force attack described in Section V-B.
We provide results for a mini-batch size of 1 and for 4
word messages from both datasets. The Levenshtein ration
measures message similarity (with 100 being considered a per-
fect match). SMS message reconstruction reports an average
Levenshtein ration of 97.161, over 155 different messages,
with 78.7% of them being reconstructed perfectly, while most
other being off by at most 1 word placement. Twitter message
reconstruction is slightly lower, however this is due to the
high number of repetition of the unknown character, <UNK>.
This corresponds to the fact that tweets often consist of unique
usernames, links, hashtags, emojis, etc.

VII. SUMMARY AND CONCLUSIONS

We show that when used for GBoard next word prediction
Federated Learning provides little privacy and that the words
typed by a user can be quickly and accurately reconstructed.
The attack itself appears to be difficult to defend against.
Use of mini-batches (i.e. combining multiple messages) is
demonstrated to be ineffective. Sampling the gradient vector
and sending only a subset of elements is unlikely to be
effective due to the large size of the gradient vector relative to
the average message size i.e. to provide a reasonable defence

4Excluding the first word, the start of sentence token <S>.

the sampling fraction would have to be so low as to disrupt
neural network training. Adding noise to the gradients is also
likely to be problematic since our attack just relies on sign
information and noise that disrupts the attack is also likely
to disrupt neural network training. Combining gradients from
multiple handsets has been proposed to improve privacy but
requires co-ordination between handsets which can be difficult
to achieve in practice.
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Abstract

In this paper we study data augmentation for opcode
sequence based Android malware detection. Data aug-
mentation has been successfully used in many areas
of deep-learning to significantly improve model perfor-
mance. Typically, data augmentation simulates realistic
variations in data to increase the apparent diversity of
the training-set. However, for opcode-based malware
analysis it is not immediately clear how to apply data
augmentation. Hence we first study the use of fixed
transformations, then progress to adaptive methods. We
propose a novel data augmentation method – Self-
Embedding Language Model Augmentation – that uses
a malware detection network’s own opcode embedding
layer to measure opcode similarity for adaptive aug-
mentation. To the best of our knowledge this is the first
paper to carry out a systematic study of different aug-
mentation methods for opcode sequence based Android
malware classification.

1. Introduction

Data augmentation is used to improve the generalisation
of machine-learning models by artificially increasing
the diversity of the training data [1]. Data augmentation
is needed because we often have limited training data,
which does not encompass the full diversity of in-
the-wild data. Using augmentation we can expose the
network to a larger variety of data than is present in our
limited training set. The use of augmentation has gained
increasing importance due to deep-learning which often
requires large amounts of training data. The disadvan-
tage of data augmentation is that the augmented samples
may be highly correlated with the existing training
data, so this approach is necessarily limited in the
performance boost it can provide. When applying data
augmentation, the variability of samples in the original
training set is artificially increased by modifying each
training example using one or more transformation
operations. The transformation operations are usually
designed to mimic natural variations in the data. For

instance, in image classification we may want an object
detector to recognise a cat whether it is seen from
the left or right, or rotated slightly. Hence, mirroring
and/or small rotations are commonly used for vision
tasks. The goal is to make the model invariant to these
transformations, thus improving its robustness to similar
real world variations. However not all augmentations
correspond to real-world variations e.g. Mixup [2]. Nev-
ertheless, such methods have been shown empirically
to improve generalisation. For familiar types of data
such as images, video, and audio, intuition can often
provide guidance on the design of novel augmentation
schemes. However, for more abstract data, such as
opcode sequences, designing augmentation methods is
more challenging. In this paper, we study data aug-
mentation applied to opcode-sequence based malware
classifiers [3], [4]. However, our methods are general,
meaning they could be applied to sequences of raw
bytes e.g., Malconv [5], or 2D malware images [6]. The
contributions of this work are:

(i). We perform a systematic study of data augmen-
tation methods applied to opcode-sequence based
malware detection.

(ii). We introduce a novel adaptive data augmenta-
tion technique, Self-Embedding Language Model
Augmentation, shown in Fig. 1. This method uses
the network’s own opcode embedding layer to
measure opcode similarity to apply adaptive data
augmentation during training.

2. Related Work

Opcode based malware detection has been exten-
sively studied. Some of the early approaches were
based on short n-grams [7]–[9] using classical machine
learning algorithms. However they required extensive
pre-processing and feature selection. Recently, deep-
learning architectures designed for image classifica-
tion have been applied [6], [10], where the opcode
sequences is transformed into an image for classifica-
tion by existing image classification network architec-



McLaughlin & del Rincon 

 85 

Opcode
Embedding

CNN

O
pc

od
e 

se
q.

ClassifierAdapt Opcode 
Augmentation

Malware Classifier

Calculate
Opcode Similarities

Proposed Method

Basic Augmentation

Opcode
Embedding

CNN

O
pc

od
e 

se
q.

ClassifierFixed
Augmentation

Malware Classifier

Opcode 
Embedding Matrix

Self Embedding
Augmentation

Figure 1: Top: Proposed Self-Embedding Augmentation for opcode-sequence based malware classifiers. The
network’s own opcode embedding matrix is used to generate realistically augmented versions of opcode sequences.
Augmentation parameters are updated online during network training to generate better augmentations. Bottom: A
basic augmentation approach that uses fixed parameters.

tures. Following from this, efficient sequence processing
architectures originally proposed for natural language
processing (NLP) [11] e.g., 1D CNNs, were used. By
processing sequences using local filters, the inefficiency
of recursive models such as LSTMs [12] is avoided.
To the best of our knowledge, data augmentation has
not been applied with such methods to date. This is
likely due to the difficulty of designing an appropriate
augmentation scheme for computer code.

Opcode-sequence based malware detection shares
commonalities with NLP. Data augmentation methods
in NLP include: synonym replacement, random word in-
sertion, random word swap and random word deletion.
While these techniques may give some benefit [13] they
tend to work best on smaller datasets. In the masking
technique words are replaced with a special ’blank’
word [14]. This can be seen as a form of regularisation
that works by adding noise to the input. A related
method, replaces words using synonyms from a the-
saurus [11] to create semantically similar but different
sentences. Building on the idea of substituting seman-
tically similar words, a word embedding model such as
GloVe [15] can be used to measure word similarity.
This allows replacement of words with semantically
close neighbours based on their word embeddings [16].
The NLP techniques above are not easy to apply to
opcode sequences as naive substitution of opcodes may
break program functionality. There are also no widely
available pre-trained embeddings for opcode sequences.
In the field of malware classification we are aware of
only one other related work, which applies additive
noise to 3-channel encoded binary file images [17] for
augmentation.

3. Method

3.1. Opcode Sequence Malware Classification

The opcode sequence of a given program can be re-
covered either via disassembly or by dynamic analysis.
In this work we focus on static analysis by disassembly,
although our methods are general enough to be applied
to dynamic analysis. We use a Convolutional Neural
Network (CNN) based malware classifier [3]. The com-
plete network consists of an opcode embedding layer, a
single convolutional layer, a max pooling layer, a linear
classification layer, outputting the probability a sample
is malicious. This style of architecture is often referred
to as Malconv and has been successfully validated [3],
[4], [18].

3.2. Data Augmentation of Opcode Sequences

We use the term data augmentation to describe the
technique where the raw inputs to a network are mod-
ified during training. The inputs are usually modified
to reflect variations the network should be invariant
to during testing [1]. In a sense, data augmentation
artificially increases the size of the training-set and is
commonly applied to improve the network’s generali-
sation performance by showing it a greater variety of
examples than those present in the training-set.

Data augmentation can be applied either offline or
online [1], [19]. In online augmentation every training
example is randomly modified in a different way at
every training epoch, thus increasing the variety of
training data. Offline augmentation is typically applied
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when the augmentation is too computationally costly
to be used during the network’s training loop [19]. For
text/sequence based inputs, such as opcodes sequences,
the computational costs of online augmentation are
negligible, therefore in this work we always use online
augmentation.

Typically, the strength of augmentation must be
carefully selected so that the network converges and
generalises well on real data. There are several ways in
which the ’strength’ of data augmentation can be varied.
Firstly, the ratio of augmented data to un-augmented
data presented to the network during training can be
varied. We use the parameter b to describe the proba-
bility the network will be presented with an augmented
sample at any given epoch. Varying b varies the weight-
ing of the learned features between augmented and un-
agumented data.

Secondly, we can directly vary the strength of the
augmentation methods themselves. This parameter will
depend on the specifics of each augmentation technique.
For example, we can vary the percentage of opcodes
randomly replaced with zeros (See Section 3.3). We use
parameter a to denote the strength of the augmentation.

Finally, we can vary whether to use data augmen-
tation during training only, or whether to use test-time
augmentation [20]. In test-time augmentation, multiple
augmented samples are passed through the network at
inference time and the final prediction based on aggre-
gating the multiple predictions. Test-time augmentation
can improve performance in some cases [20], [21].
In this work we only use data augmentation during
training, which simplifies our analysis. Our reported
performance figures therefore represent a lower bound
and may be further improved by the use of test-time
augmentation.

3.3. Basic Opcode Sequence Augmentation

Methods

We will now introduce several basic methods of op-
code sequence based data augmentation. These methods
do not adapt to the context of a particular sequence,
and are based on either heuristic principles, or existing
approaches that have successfully been applied to text-
based data augmentation in NLP [13], [14], [16].

Input Dropout. A random fraction of opcodes
in each program are replaced with zeros. Opcodes for
replacement are selected uniformly at random from the
whole opcode sequence. This can be seen as a form of
dropout [22] applied directly to the input. It is similar to
methods that add noise to the input sequence to improve
generalisation [14]. The strength of augmentation can
be varied by varying the hyperparameter, a , which
specifies the fraction of opcodes to randomly replace.

Note that in the case of opcode sequences, this
operation is not the same as replacing opcodes with the
nop (no operation) instruction. We reserve as a special

‘blank’ character used only for augmentation with ze-
ros. This ’blank’ character does not appear anywhere
in the original opcode sequences, so it has no semantic
significance in terms of the programmatic code, and
instead simply represents missing information.

Random Replacement. A fraction of opcodes
selected uniformly at random is replaced with different
opcodes selected uniformly at random from the instruc-
tion set. The hyperparameter a specifies the fraction
of opcodes to randomly replace, hence it represents
the augmentation strength. This augmentation method
increase the noise present in the opcode sequence and
may force the network to learn to ignore outlier opcodes
in the opcode sequence or to ignore short unrealistic
opcode sequences.

Similar Instructions. A fraction of opcodes in
each program are randomly replaced with an instruction
selected from a hand-designed list of semantically sim-
ilar instructions. Opcodes to be replaced are selected
uniformly at random from the opcode sequence.

For every instruction in the instruction-set, a
list of similar instructions was created using the
names of instructions in the Android virtual ma-
chine instruction-set. For instance, instructions such
as move, move/from-16, move-16 etc. can be
regarded as semantically similar. For each instruc-
tion, a table of similar instructions was created based
on the instruction prefixes e.g.: move, const,
goto, cmp, if, get, put, cast etc. Instruc-
tions without obvious semantic neighbours are aug-
mented using the random replacement method. This
augmentation technique is intended to create novel, but
semantically similar, malware samples to ensure better
generalisation of the classifier. The hyperparameter a
specifies the fraction of opcodes in a given program to
replace, hence it varies the augmentation strength.

Correlated Input Dropout. One possible issue
with the above data augmentation methods such as input
dropout, random replacement and similar instructions,
is they produce uncorrelated variations in the input
sequence. This is because opcodes to be replaced are
selected uniformly at random. This method of aug-
mentation may not create enough variation to pose a
challenge to the classifier, and therefore may not signif-
icantly improve performance. To increase the strength
and difficulty of the augmentation we instead examine
the use of correlated augmentations.

Rather than replacing individual opcodes uniformly
at random we instead examine correlated opcode re-
placement. We select one or more instructions from
the instruction-set, then replacing all instances of these
instructions in the opcode sequence with the special
reserved ’blank’ character. For example, if we select the
move instruction, all instances of the move instruction
in the opcode-sequence would be replaced with ’blank’.
The same process can be repeated for additional instruc-
tions to increase augmentation strength.
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This form of augmentation has a significant effect
on the program semantics and may force the network
to learn more robust features, as it cannot rely on any
particular instruction in isolation to perform classifica-
tion. It must instead learn more robust opcode patterns.
This method differs from Input Dropout as it forces the
network to learn with significant amounts of correlated
noise. The parameter a controls the number of the
instructions to replace as a faction of the total size of the
processor’s instruction-set, hence varies augmentation
strength.

3.4. Adaptive Opcode Sequence Augmentation

Methods

In this section we introduce several adaptive aug-
mentation methods. These methods use knowledge of
the semantic similarity of opcodes to augment samples
in a way that may be more realistic than the basic basic
augmentation methods introduced in Section 3.3.

3.4.1. Language model. First introduced for natural
language processing, language models learn the seman-
tic relationships between words in natural language
text. A language model can be used to measure the
semantic similarity of different words. Language mod-
els can be trained to predict a missing character/word
in a sequence of text conditioned on the neighbouring
characters/words. Alternatively,they can be trained to
predict the next character/word in a sentence based on
the preceding words [23]. We adapt this idea for opcode
sequence based malware analysis. Given a large number
of opcode sequences, we train an off-the-shelf language
model to predict a missing opcode given its neighbour-
ing opcodes. The resulting model captures the semantic
similarity of different opcodes. We use the Continuous
Bag of Words (CBOW) word2vec algorithm [24] as our
language model. Given a word2vec model trained on
many opcode sequences, its embedding matrix contains
information on the semantic similarity of different op-
codes [16]. Opcodes with similar embedding vectors
tend to be semantically similar. We can then perform
augmentation by replacing random opcodes in a given
sequence with their semantic equivalents.

Concretely, word2vec model is trained offline using
all the opcode sequences in the training-set. After train-
ing, we extract the word2vec opcode embedding matrix.
For every opcode we create a ranked list of its most sim-
ilar opcodes, based on the Euclidean distance between
embedding vectors. For every opcode we record its top-
10 most similar opcodes. To perform augmentation of
a given input sequence, opcodes are selected uniformly
at random from the sequence. Each opcode is then
replaced with an opcode randomly selected from that
opcode’s top-10 list of semantically similar neighbours.
The hyperparameter a specifies the fraction of opcodes
in the original sequence to replace.

3.4.2. Self-Embedding Language Model. As part of
training a Malconv like CNN to perform malware detec-
tion we are also learning an opcode embedding matrix,
as described in Section 3.1. The opcode embedding ma-
trix learns the semantic relationships between opcodes.
We note that the opcode embeddings learned for mal-
ware classification may be different from those learned
by a language model. Malware detection and language
modelling are fundamentally different tasks and may
require the network to extract different information from
the opcode sequence, hence each opcodes may have
different semantics in each task.

We therefore hypothesise that the embedding matrix
from a network trained on malware classification may
be more useful for generating realistically augmented
inputs for training a malware classifier. This poses a
chicken-and-egg problem where we require a trained
malware classifier in order to train a new one. We
resolve this problem by using the embedding matrix
from the network currently being trained. We use this
embedding matrix to measure the semantic similarity
of opcodes and hence generate realistically augmented
training samples. As the network trains, the embedding
matrix used to generate augmented samples is updated,
hence the augmented samples become more realistic
and challenging as training progresses. To allow the
network time to adapt to the increasingly challenging
augmented samples we use a lagging version of the
embedding matrix, updated once per training epoch.

At the start of every training epoch, a copy of the
malware detection network’s opcode embedding matrix
is made. Given this opcode embedding matrix, for
every opcode a list of semantically similar opcodes is
constructed based on the Euclidean distance between
embedding vectors. For every opcode, the top-10 most
semantically similar opcodes i.e., those with smallest
Euclidean distances, are recorded to produce an op-
code similarity table. To perform augmentation of a
given opcode sequence during training, a fraction of the
sequence’s opcodes are selected uniformly at random
for replacement. The hyperparameter a specifies the
fraction of opcodes to randomly replace. Each selected
opcode is then replaced with a opcodes, selected uni-
formly at random, from the original opcodes lists of
semantically similar neighbours. The complete augmen-
tation process is illustrated in Fig. 1.

We note that when training first begins, the em-
bedding matrix is randomly initialised, so there is no
semantic information yet encoded in its weights. Hence
this method essentially performs random opcode re-
placement during early training epochs, and gradually
begins to incorporate semantic information as training
progresses. This simulates a curriculum based approach
and means that the strength of the augmentation grad-
ually increases during training.
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4. Experiments

To test the effectiveness of our augmentation algo-
rithms we performed experiments using several differ-
ent malware datasets and with different network hyper-
parameters. For all experiments we use the 1D CNN
network design from [3], which is similar to that of [5].
The following hyper-parameters were used: Embedding
Layer: 8 dimensions, Convolutional filters: 64, of length
8, Max-Pooling layer, followed by a single linear layer
with a 1 dimensional output. Binary cross entropy loss
was used. Adam optimiser [25] with batch size 48, and
learning rate of 1e-3 for 120 epochs. During training
and testing opcode sequences were truncated to 128,000
opcodes due to GPU memory limitations. For all experi-
ments, all code and hyper-parameters remained constant
across datasets and models, with only the data aug-
mentation method varying. Results are reported using
f1-score.

Two datasets were used for the experiments: The
Small Dataset, which consists of malware from the An-
droid Malware Genome project. This dataset contains
2123 applications - 863 benign and 1260 malware sam-
ples from 49 malware families. The Large Dataset was
provided by McAfee Labs (Intel Security) and consists
of malware from the vendor’s internal dataset. This
dataset contains roughly 10,000 malware and a further
10,000 clean applications collected from the Google
Play Store. Both datasets are therefore quite evenly
balanced in terms of malware and clean programs.

Both datasets were thoroughly checked and cleaned
to ensure no duplicate programs that contaminated the
test/training splits. For experimentation purposes, each
dataset was split into 5 non-overlapping folds and cross
validation was preformed during evaluation. In effect,
during each round of cross validation, 80% of the
dataset was used for training and 20% for testing. For
each experiment we report the average performance
across the 5 cross-validation folds in terms of f1-score.

In our experiments we vary the a parameter, which
controls the augmentation strength, and report how this
affects the classification f1-score. For all experiments
we hold the parameter b , which controls the probability
of applying augmentation to a given sample, constant at
b = 0.5 i.e., half the samples presented during training
are augmented and half are unchanged. While it would
be be possible to vary both parameters for all exper-
iments, we did not explore this possibility due to the
excessive computational costs.

For the language model augmentation method we
use the Gensim implementation [26] of word2vec [24].
We use the default parameters i.e., a continuous bag-of-
words (CBOW) model trained using negative sampling.
We use word2vec embedding vectors of dimensionality
8 in order to match the embedding vector size of the
malware detector network. The context window size
is 5 and the model was trained for 5 epochs. For
each experiment the word2vec model was pre-trained

offline using the same training data as the main malware
classifier. The embedding matrix was then extracted and
used to build an opcode similarity table for generating
augmentations.

4.1. Baseline Performance

Baseline performance of the 1D CNN opcode-based
malware detector network, with no data augmentation,
was measured on both the Small and Large datasets.
The average f1-score from 5-fold CV was recorded for
each dataset. For all remaining experiments, all network
hyper-parameters, training and testing settings and code,
except that related to data augmentation, remained iden-
tical. Baseline results are shown in Table 1.

4.2. Basic Augmentation Methods

We compare the basic augmentation schemes with
baseline no augmentation results. The basic augmenta-
tion methods make predefined changes to the opcode
sequence without regard to context. They include: ’In-
put Dropout’, ’Random Replacement’, ’Similar Instruc-
tions’ and ’Correlated Input Dropout’ (See Section 3.3).
The augmentation strength, a , was systematically var-
ied. Note that the a parameter controls different as-
pects of the strength of each augmentation method, so
we cannot directly compare a values across different
augmentation methods.

The results of these experiments are shown in Ta-
ble 1. Across both datasets, several augmentation meth-
ods produce consistent improvements over the baseline
for a range of a values. In particular, Input Dropout
consistently performs well with peak performance oc-
curring at a = 0.2 on both datasets. Several other
methods, Random Replacement and Similar Instruc-
tions, outperform Input Dropout on the Small Dataset.
However this performance boost is not repeated on
the Large Dataset. Correlated Input Dropout performs
similarly across both datasets, although its overall per-
formance is slightly worse than Input Dropout in terms
of relative improvement compared to the baseline across
both datasets. The results overall suggest that these
basic augmentation methods have the potential help to
improve malware classification performance.

4.3. Language Model Augmentation

This approach generates augmented opcode se-
quences while aiming to preserve functionality and
semantics. The gensim [26] implementation of CBOW
word2vec [24] with 8-dimensional opcode embedding
vectors was used to calculate opcode similarity. The
language model was trained offline and its embedding
matrix extracted to calculate opcode similarities.

The results of the experiments are shown in Table 1.
Performance on the Small Dataset is comparable with
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the Self-Embedding (SE) Language Model (see Sec-
tion 4.4) method however performance on the larger
dataset is similar to the basic augmentation methods.
We hypothesise that the relatively poor performance on
the Large Dataset, compared to the SE Language model,
may be caused by the fact that this language model
is trained on a different task from malware analysis
i.e., the language model is trained to predict an opcode
from its context. The relationships between opcodes
learned by the language model may be different those
that are important for malware classification. However
the overall performance of this method is better than or
competitive with any of the other augmentation meth-
ods. Improving its performance may therefore present
an avenue for future research.

4.4. Self-Embedding Language Model Augmen-

tation

In Self-Embedding language model augmentation,
the semantic similarity between opcodes for data aug-
mentation is measured using the constantly updated
embedding matrix from the malware classifier currently
being trained. In these experiments the network’s em-
bedding matrix was sampled at the beginning of every
epoch. Hence the table of opcode similarity is updated
one per epoch.

We compare performance against the baseline sys-
tem with no augmentation, and against all the other aug-
mentation methods. Results are reported in Table 1. For
both the Large and Small datasets we can see that aug-
mentation by self-embedding language model has a pos-
itive effect on classification performance. Across both
datasets the effectiveness of augmentation varies as the
a value is varied. In both cases maximum performance
occurs when a is around 0.2. Performance drops off at
both higher and lower a values. Compared to the other
augmentation methods we can see that this method has
the highest performance across both datasets. When the
optimal a value is selected, the f1-score increases by
almost 1% which is the largest improvement seen across
all the augmentation methods. We can also see that this
method consistently outperforms the baseline, showing
that the value of the a parameter is not critical. We
propose this method should be used whenever training
opcode-sequence based malware classifiers that make
use of an embedding matrix.

4.5. Augmentation Performance in Context

In this section we provide context for the perfor-
mance gains achievable using data augmentation. An-
other way to improve the network’s performance is to
increase its size until just before over-fitting occurs.
This comes at the cost of increased training and in-
ference time, however it provides an upper-bound for
the potential performance of the model architecture on

the dataset. We therefore compare the performance of a
constant sized network trained using data augmentation,
with that of increasingly larger networks trained without
data augmentation.

On the Large Dataset We train networks with be-
tween 32 and 256 convolutional filters without using
data augmentation. We compare these networks against
a 64 convolutional filter network trained using all pro-
posed methods of data augmentation with their optimal
hyperparameters. The results are shown in Fig. 2. We do
two types of comparison: firstly, comparing classifica-
tion performance as model size is varied, and secondly,
comparing classification performance versus training
and inference time.

Fig. 2 (a) shows that for models trained without data
augmentation it is necessary to significantly increase the
parameter count to increase performance. In contrast, by
using data augmentation a networks with 64 convolu-
tional filters can approach or exceeds the performance
of a network with 128 filters but no augmentation. The
self-embedding language model augmentation method
even allows the smaller network to slightly exceed the
performance of the 128 filters network trained without
augmentation.

Fig. 2 (b) shows that increasing network size sig-
nificantly increases both training and inference time.
However for a constant network size data augmentation
causes little change in training or inference time. Aug-
mentation enables the performance the 64 convolutional
filter network to slightly exceed the performance of the
larger 128 filter network trained without augmentation.
In addition, the smaller network achieves this with much
lower training and inference time.

These experiments show that our proposed augmen-
tation methods can significantly improve malware clas-
sification performance, without altering the memory or
computation time needed. They allow a smaller network
trained using augmentation to exceed the performance
of a network with no augmentation.

4.6. Combinations of Augmentations

In this section we study the performance of combi-
nations of augmentation methods. Using different aug-
mentation methods together introduces more variability
into the training data, which may improve generalisa-
tion. Note that we did not modify the augmentation
methods to prevent interference or provide knowledge
of previous augmentations applied. As above, a network
with 64 convolutional filters was trained using various
combined augmentations. In Fig. 3 we report results
over a range of augmentation strengths. Note that due
to the computational costs of these experiments, only a
small number of combinations were tried. We selected
combinations of augmentations based on those that
performed well individually. These experiments were
performed on the Large Dataset.
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Method Input Dropout Random Similar Correlated Lang. Model Self-Embed
Dataset Small Large Small Large Small Large Small Large Small Large Small Large
Baseline 0.94939 0.94363 0.94939 0.94363 0.94939 0.94363 0.94939 0.94363 0.94939 0.94363 0.94939 0.94363
a 0.05 0.94877 0.94537 0.95688 0.94780 0.95549 0.94721 0.95188 0.94794 0.95835 0.94866 0.9502 0.94666
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Abstract—Exploitable vulnerabilities in software are one of 
the root causes of cybercrime, leading to financial losses, 
reputational damage, and wider security breaches for both 
enterprise and consumers. Furthermore, checking for 
vulnerabilities in software is no longer a human-scale problem 
due to code volume and complexity. To help address this 
problem, our work presents a deep learning (DL) model able to 
identify risk signals in Java source code and output a 
classification for a program as either vulnerable or safe. 
Sequences of raw Java opcodes are used to train a convolutional 
neural network that automatically encapsulates discriminative 
characteristics of a program that are then used for the 
prediction. Compared to traditional machine learning methods, 
this approach requires no prior knowledge of the software 
vulnerability domain, nor any hand-crafted input features. 
When evaluated on the publicly available benchmark dataset 
Juliet Test Suite containing 38520 vulnerable and 38806 safe 
programs, our method achieves an F1 score of 0.92. 

Keywords—Software Vulnerability, Deep Learning 

I. INTRODUCTION 
Detecting hidden flaws in software is an important and 

challenging problem. Failure of detection during production 
and review could result in attacks which take control of the 
system. Hence, the software industry is paying increasing 
attention to the robustness of software. Many vulnerabilities 
are reported in the Common Weakness Enumeration (CWE) 
list to help us record and classify these vulnerabilities. In 2021 
alone, 918 CWEs were recorded. Vulnerability detection 
techniques include manual discovery, computer assisted 
discovery and fully automated discovery, with a growing shift 
towards latter two in recent years. However, existing tools can 
only detect limited types of vulnerabilities based on pre-
defined rules [1]. 

This paper aims to investigate the use of DL techniques for 
the automatic detection of software vulnerabilities. We will 
focus on 112 different types of CWEs. The novelty of this 
project lies in developing a DL model that can automatically 
detect and learn weakness patterns in the source code, called 
risk signals, and use them as well as their relationships, to 
detect vulnerable code. 

Our paper makes three contributions: First, we design and 
apply a model to analyse and detect Java source code 
vulnerabilities from the Juliet Test Suite [2]. Second, we 
investigate how to utilize a Convolutional Neural Network  

(CNN) to predict software vulnerabilities. Finally, we work 
with Java opcode sequences directly. 

II. RELATED WORK 

 With the surge in deep DL, neural networks architectures 
have been applied to automatic code analysis [3]. This is 
especially notable on malware analysis [4], where CNNs [5], 
recurrent neural networks (RNN) architectures [6], as well as 
NLP techniques[7], have all obtained promising results. 
However, little research exists on the application of DL for 
software vulnerability detection [1][8]. Russell et al.[1] 
leveraged a DL approach, including CNN and RNN, on open-
source code from the Juliet Test Suite [2], Debian [9] and 
GitHub [10] repositories to combine synthetic code snippets 
with natural code. They used word2vec to get a source code 
embedding representation then trained this representation on 
CNN and RNN. The result showed that CNN trained on the 
Juliet Test Suite data performed much better than natural 
functions from Debian and GitHub because of the coding 
structures and styles. Different from working with  source 
code [1], authors in [8] proposed a model called 
Instruction2vec which vectorizes the instructions of assembly 
code efficiently. The vectors include opcodes and operands. 
Then they fed the vectorized assembly code to a text-
convolutional neural network for training. The model achieves 
up to 96.1% accuracy in classifying whether the function has 
software weaknesses. 

III. METHOD 

A.  Pre-processing of Source Code 
The Juliet Test Suite data is composed of Java files 

containing examples of both robust and vulnerable code. As 
noted, in the introduction, rather than using the raw source 
code, our system will input the bytecode sequence. Thus, 
each Java file is first compiled into bytecode using javap [11]. 
Each bytecode is composed of one byte that represents the 
opcode, along with zero or more bytes for operands. In our 
case, we only use opcodes for experiments and discard the 
operands. We extract the opcode sequence from each class 
file by using Java Bytecode Instructions list [12]. The 
preprocessing will provide one opcode sequence for each of 
the classes. The preprocessing of Juliet Test Suite data is 
shown in Fig. 1, we can link back opcode bb to new on line 3 
in the bytecode. 
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Fig. 1: Workflow of how a Java file is disassembled to produce an opcode 
sequence 

B. Network Architecture 
Fig. 2 depicts our proposed DL architecture. This model 

uses the opcode sequence as input to predict the label for the 
given class file as either vulnerable or not. Note that our 
network only uses one convolutional layer. 

1) Opcode Embedding Layer 
Opcodes which are semantically similar will have similar 

representations in the embedding. This concept is inspired by 
[4]. In our system, we encoded a sequence of opcode 
instructions as one-hot vectors. To form a one-hot vector we 
matched each of opcode with an integer between 1 and D, in 
our case we defined 204 opcodes, D = 204. Then the opcode 
sequences are project into an k-dimensional embedding space 
by multiplying each sequence by weight matrix W ϵ !!×#, 
where k is the dimensionality of the embedding space. The 
result of this projection can be represented by a matrix P of 
size n´ k, where n is the n’th opcode in the sequence and each 
row in P corresponds to the representation of each opcode 
sequence. 

2) Convolutional Layers 
The convolutional layer learns to detect the risk patterns 

in the opcode sequences. It is represented by a matrix of 
weights with which we convolve the opcode sequences. At 
each position in the opcode sequence, we take the product of 
the convolutional filter weights with the embedding layer 
values and sum the result. We can apply many convolutional 
filters to the opcode sequence and record the response (or 
activation) of each filter at each location in the opcode 

sequence. The weights in the filter are trainable, using 
backpropagation. During the learning process, the network 
will find the best filters. 

The convolution layer takes the embedding matrix P as 
input. Note that our convolutional layer has one filter with 
size of s ´  k, the width of filter should be the same as the 
dimension of our embedding layer. Passing samples through 
a convolutional layer, each of the filters produces an 
activation map a, which can be stacked to produce a matrix 
A, of size n ´ m.  The convolution of the filters with program 
embedding matrix P can be denoted as: 

 
" = !$%&(()*+(,).$/$)		                 (1) 

 
and the output matrix from activation function A is donated 
as: 

1 = ["%|"&| … |"$]                           (2) 
 

where .$ and /$ are the respective weight and bias 
parameters of the m'th convolutional filter of convolution 
layer, where Conv() represents the mathematical operation of 
convolution operation of the filter with the input, and where 
the activation function !$%&(6) = max	{0, 6}is used. 

Given the output matrix from the convolutional layer, 
max pooling is then used over the program length dimension 
to give a vector f containing the maximum activation of each 
convolutional filter over the program length. The main idea 
behind max pooling in this context is to allow us to deal with 
inputs of any length. The output contains the most prominent 
activation of the previous convolution output .  

Then we perform dropout on the output matrix from the 
max-pooling layer. We do this because dropout can prevent 
our model from overfitting in the training phase. During 
dropout, some neurons in our network were omitted with a 
random probability r. where r is a vector of independent 
Bernoulli random variables each of which has probability of 
being 1. With dropout, the output is: 

 
> = [max	("% ∗ @)|max("& ∗ @)|… |max	("$ ∗ @)]     (3) 

 
3) Classification Layers 
Finally, the feature vectors from the dropout layer are 

concatenated into a single feature vector f, which is passed to 
a multilayer perceptron (MLP) consisting of a fully connected 
hidden layer and a fully connected output layer. Adding a 
fully connected layer is a (usually) cheap way of learning 
non-linear combinations of the high-level features as 

Fig. 2: Deep learning architecture for software vulnerability detection. 
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represented by the output of the convolutional layer. We can 
write the hidden layer as follows: 
 

A = !$%&(B'> + /')																										 (4) 
 

where 	B', /' , are the parameters of the fully connected 
hidden layer and activation function ReLU has been used 
again. Finally, the output z from MLP is passed to the 
Softmax classification layer, a Softmax layer normalized the 
output from fully connected layer to a probability distribution 
to classify which class the current sample belongs to, which 
gives the probability that code is vulnerable, denoted as 
follows: 

D(E = F|A) =
(!"

∑ (!"#$
"#%&

   for i = 1...I               (5) 

where i is the class, and y is the label that indicates whether 
the sample is vulnerable or not. Our case is a two-class 
problem (vulnerable/ non-vulnerable), i.e., I = 2 and z is a 
two-element vector. 

C. Learning Process 
Our network’s learning process is a method which 

improves the network’s performance by updating its 
parameters. The job of the algorithm is to find a set of internal 
model parameters that performs well against some 
performance measure such as algorithm loss or error. In our 
case, the loss function can be described as the following: 

%)GG = −∑ J*+ logND(E = F|A)O																	(6) 
 

Y is the ground truth label. We aim to minimize the loss 
function and which is achieved with optimizers. Optimizers 
allow us to iteratively change the network weights and the 
learning rate of neural network to reduce the losses. This 
translates on investigating how the error changes as each 
weight changes. We can update the weights by using: 

B,(- = B − P
.	0122
.	3                           (7) 

being W the weights across all the layers, .	0122.	3  the gradient or 
the direction of steepest measure, α the learning rate. The 
bigger the learning rate, the greater the change to the weights. 
This learning process is performed by stochastic gradient 
descent, which means that the parameters are updated after 
every batch of sample using the gradient of the loss function 
with respect to these parameters (eq. 7). This rule is applied 
repeatedly over the network until the parameters converge. 

IV. RESULTS 
Our experiments were carried out using the publicly 

available Juliet Test Suite [2]. The Juliet Test Suite test cases 
were created for use in testing static analysis tools. It is made 
up of synthetic code snippets and contains folders, within 
which there are multiple source code files, each containing a 
collection of deliberate errors corresponding to a specific 
CWE. Code examples with security vulnerabilities are given 
in simple form as well as embedded in variations of different 
control flow and dataflow patterns. Each CWE entry describes 
a class of security errors. For example, CWE306 describes 
‘Missing Authentication for Critical Function”. Each class has 
methods of the same functionality well, and poorly, 
implemented. We define a sample for our model as one of 
those methods with/without a vulnerability. In this project, the 
data we used is a collection of test cases in the Java language 

and it covers 112 different CWEs. We use 77326 samples in 
total including 38520 vulnerable code method samples and 
38806 of non-vulnerable samples.  
 The dataset was split into 80% for training, 10% for 
validation, and the remaining 10% kept separate for testing. It 
was important to ensure the ratio of clean to vulnerable 
samples was the same in the validation and testing as it was in 
the entire dataset. Results are reported by using loss, accuracy, 
precision (P), recall (R) and F1-Score and are calculated as 
follows: 

1QQR@"QE =
45647

45647685687                   (8) 

, =
45

45685                               (9) 

! =
45

45687                               (10) 

S1 − UQ)@$ = 2 ∙
5∙∗;
56;                              (11) 

 Accuracy is a ratio of correctly predicted observations to 
the total observations. Precision is the proportion of positive 
identifications that were correct. Recall is the proportion of 
actual positives that were identified correctly. In our case, 
positive identifications are equivalent to a vulnerable program 
and negative identifications represent the non-vulnerable 
program. Our focus is on the performance of F1-Score since it 
is considered an overall metric of the performance of the 
system. The F1-Score is defined as the harmonic mean of the 
model’s precision and recall.  

A. Effect of Hyperparameters 
1) Investigation into the Effect of the Filter number 

 In this experiment, we investigate the number of filters and 
their effect on performance. The reason for this tuning is to 
optimize the computational expense as well as the metrics. We 
set filter size to 3 and used the following number of filters: 1, 
4, 8, 16, 32, 64 and 128. From Fig. 3, it can be concluded that 
adding more filters does not significantly improve 
performance after at least four filters were used. This is most 
likely due to overfitting, since the number of parameters in the 
model increases significantly with each additional filter. 
Therefore, we chose a filter number of 4.  

Fig. 3: Effect on Validation F1-Score with 1-128 filter numbers 

2) Investigation into the Effect of the Convolutional 
Filter size 

In this experiment, the filter size in the model was 
investigated. The size of the filters plays an important role in 
finding the key features. Thus, there is a need to determine 
the most suitable size of the filter. We experimented with 
filter sizes of 1, 3, 5, 7, 9, 11 and 13. From Fig. 4, we can see 
there is a significant performance improvement from a filter 
of 1 to 3. However, above 3 the performance only increases 
marginally with respect to filter size. Hence, a filter size of 3 
was selected as a good balance between F1 performance and 
computational efficiency. 
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B.  Vulnerability Detection Performance 
We conducted a comparison between our model and two 

other state-of-art models [1, 8]. These papers developed DL 
models to detect vulnerabilities from C /C++ Juliet Test Suite 
data. We simply report their results in their papers obtained 
with different training and testing data to ours. So while this 
is not a like-for-like comparison, it provides reasonable 
insight.  

Fig. 4: Effect on Validation F1-Score with 1-13 filters sizes 

The approach in [8] choses 3474 CWE-121 Stack-based 
Buffer Overflow functions as testcases and the examples are 
labelled as ‘good case’ and ‘bad case’. TABLE I shows that 
[8] reached an accuracy of 0.96 by including opcodes and 
operands, such as register, point values and library function. 
Our system achieves very similar results without parsing the 
operands on a much larger dataset. Our method is effective 
across more than one CWE, whilst the evaluation by Jun Lee 
et al [8] is significantly limited due to only using one CWE.  

The CNN architecture in [1] is similar to ours. At the data 
preparation stage, they removed more than 11,000 potential 
duplicated functions. After this removal, the data they used 
contains 11,896 examples from 118 CWEs, including 6,503 
non-vulnerable cases and 5,393 vulnerable cases. TABLE I 
shows that they achieved an F1-score of 0.84. Our model 
performs better than [1], which is likely to be due to 
overfitting, since they removed  duplicated functions and have 
less data than us. 

TABLE I. Comparison of performance using our model vs. state-of-art model 

 

V. CONCLUSIONS 

In this paper we propose a CNN model for automatic 
vulnerability detection on Java code. We have conducted 
extensive experiments applying DL on a large public dataset 
and managed various studies about the effects of hyper 
parameters in order to inform future studies. We achieved 
performance comparable with the state of the art with a small 
and simple architecture, which minimizes the risk of 
overfitting. We found that for all convolutional filters added 
after the first filter, performance does not improve 
significantly with increasing number of filters. Varying the 
convolutional filter size also did not significantly improve 
model performance. Our model effectively identified 

vulnerabilities across more than one CWEs by using opcodes. 
However, our training, validation and testing datasets do not 
have the same proportion of each CWE, we cannot prove that 
our model can effectively detect vulnerabilities across 112 
CWEs. 

Future work should study the Java Juliet Test Suite further 
to access its quality. We intend to apply stratified k-fold [13] 
to ensure that training, validation and testing datasets contain 
approximately the same percentage of each CWE. Moreover, 
further analysis may show the performance per CWE and 
explore more of the 918 CWEs other than the 112 CWEs we 
have already worked with. As we only used 112 CWEs, we do 
not know how the model will perform on other CWEs. We 
will also focus on natural code datasets, for instance the 
Debian and GitHub datasets and data from eBay internal 
repos. According to a recent paper’s [14] analysis, Grahn et al 
found the possible flaws from C/C++ Juliet Test Suite due to 
data leakage. Real-world code would allow the DL model 
learns vulnerabilities with more consistent and complex style 
and structure. Additionally, we will also consider using C/C++ 
test cases on the DL model for a better comparison with other 
models.  
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Abstract— This paper presents work in progress to analyse 
the use and effectiveness of cyber-security awareness 
training (CSAT) programs adopted in Ireland’s financial 
institutions. The findings to date demonstrate that some 
Irish financial institutions provide CSAT programs for their 
employees, but their adoption and usage by employees and 
effectiveness remains unsure. We conclude that further 
research is required of CSAT effectiveness and whether 
these programs alleviate cyber threats.  
        

          Keywords—Cyber-Security, Employee Awareness, CSAT 
Programs, Employee Training, Cyber Psychology 

I. INTRODUCTION  
The increase of technology advancement such as 5G along 
with the free internet access to hacking tools and forums have 
pushed Irish businesses and government institutions to invest 
more than ever before in cyber-security defence [1]. Over 
50% of Irish businesses reported cyber-attacks in 2020 [2]. 
Financial organisations experience 300 times more cyber-
attacks than organisations in different sectors with over 60% 
of large financial organisations suffering data breaches in 
2020 [3]. Consequently, cyber-defences remain a challenge 
due to the ongoing expansion and the complexity of cyber-
attacks [4]. And while humans are noted as the most 
vulnerable factor in an organisation’s cyber-security systems 
[5], businesses should not only deliver cyber-security training 
to their workforce but, should also implement a more 
sustainable security awareness-based culture [6]. In the 
workplace context, the less experienced, trained, and least 
cyber-security aware users are the most vulnerable to cyber-
attacks [7]. In response to this, IT experts along with 
government institutions such as the National Cyber-Security 
Centre (NCSC) advised and directed financial institutions to 
implement CSAT programs [8]. Today, CSAT programs 
have evolved and became part of most financial 
organisations’ security and risk management processes [9].  
 
From a theoretical perspective this research adopts two 
theories, the Technology Acceptance Model (TAM) and the 
Unified Theory of Acceptance and Use of Technology 
(UTAUT) to determine factors affecting technology usage 
towards positive cyber-security behaviour in the workplace. 
Moreover, this research will look at the impact of human 
factors such as motivation, personality traits, and social 
values on CSAT programs compliance in Ireland’s financial 
institutions. 

II. RESEARCH QUESTION & OBJECTIVES 
The main objective of this research is to determine whether 
financial institutions in Ireland provides CSAT programs for 
employees and investigate their effectiveness. Therefore, the 
research questions are as follow:  
 

x What makes an effective CSAT program? 
x How to influence employees to comply and 

participate in CSAT programs? 

III. LITERATURE REVIEW 

A. CSAT Programs for Financial Institutions  
CSAT programs are adopted by IT experts, government 
institutions, and organisations to help prevent and minimise 
cyber-risks. These programs are implemented to allow 
employees better understand their part in defending sensitive 
data from malicious attacks [10]. Moreover, CSAT programs 
familiarises employees with cyber-attacks they might face 
such as phishing emails, fraud, DDoS, or ransomware attacks 
[11]. Furthermore, the Central Bank of Ireland has advised 
the management of financial institutions to seriously consider 
the threat of cyber-threats and identify ways towards 
minimising such threats through risk management 
frameworks, and training and awareness programs [12]. 

 

B. Employees CSAT Programs for Financial Institutions 
To mitigate cyber risks caused by humans, businesses along 
with financial institutions are adopting CSAT programs. 
Such programs improve employees’ awareness as to why 
sensitive data must be secured from cybercriminals and ways 
to protect it [14]. Several scholars have determined the 
effectiveness and the benefits of CSAT programs for banks 
and organisations [15]– [17]. For instance, [17] suggest that 
banks and financial institutions must enhance their 
employees’ awareness and cyber training programs for a 
better cyber-threat response. Furthermore, [18] indicated that 
CSAT programs prevent employees from misapplying 
information systems or planning to do so. Finally, [19] 
demonstrated that CSAT programs enhance employee cyber-
security policy compliance behaviours. In the Irish context, 
the government of Ireland pointed out to the importance of 
the human factor and advised organisations to invest in 
employee education and awareness programs [20]. 

C. Cyber-Security in Ireland  
The Irish government received a significant cyber-security 
breach in May 2021 when its health care services encountered 
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a major ransomware attack that largely damaged its processes 
for a long period of time [21]. Despite the remarkable 
disturbance caused by the attack, the Irish government 
rejected the hackers’ demands. Irish cybersecurity agents 
collaborating with external partners executed 
countermeasures to disorder the hackers’ activities. Ireland 
then introduced security measures and employed 
cybersecurity teams such as the Cyber Security Incident 
Response Team and the National Cyber Security Centre 
(NCSC) to reinforce Ireland’s cyber-space through providing 
awareness, training, and consulting for Irish businesses [22]. 
Similarity in the financial sector, Bank of Ireland was charged 
with €1.66 million fine after one of its agents mistakenly 
transferred over €100.000 to a hacker who breached into a 
customer’s email account a few years before the incident. 
Confidential information was released to the hacker over the 
phone without asking security questions or contacting the 
customer to double check his identity [23]. To answer the first 
research question on CSAT programs adoption in Ireland, we 
must classify the different financial institutions and their 
CSAT programs adoption. Please see Table 1.  
 

      Irish 
Financial 

Institutions 

International 
Financial 

Institutions  

Number of 
Employees 

CSAT 
Adopted 

Y/N 
Central Bank 

of Ireland 

 9,211 [24] Y 

Allied Irish 

Bank (AIB) 

 9,520 [25] Y 

The Irish 

League of 

Credit Unions  

 3,500 [26]  

Y 

Ulster Ireland 

Bank 

 > 3000 [27] Y 

Permanent 

TSB  

 2,400  Y 

 KBC Bank 

Ireland 

+1,000 N 

EBS Ireland   360 (2018) Y 

 Citibank 

Ireland  

2,500 N 

 Danske Bank 

Ireland 

> 650 [28] N 

Table 1: Financial Institutions Adoption CSAT Programs and 
Number of their Employees 

D. Legislation relevent to cybercrime in Ireland  
The recent Ireland’s National Cyber Security Strategy (2019-
2024) introduced key aspects linked to laws and legislations 
to comply with the EU in terms of reporting and cooperating 
[29]. Despite the limitations of the Irish criminal justice, it is 
very likely that Ireland now has enhanced its law in relation 
to cybercrime and that the powers of investigation for An 
Garda Siochana have been improver due to the criminal 
justice act 2011 that require financial organisations to report 

all sorts of fraud or online embezzlement to An Garda 
Siochana [30]. Such laws and legislations can positively 
persuade humans to comply to government policies [31]. 
 
D. Characteristics of an Effective CSAT Program  
Cyber-security awareness training (CSAT) programs are 
adopted to improve employees’ awareness, education and 
influence towards their organisation’s information systems 
[32]. Effective CSAT programs must involve knowledge 
accessibility, knowledge retention, and knowledge sharing 
factors. Moreover, training must be based upon techniques 
that employees are aware of and constant practice to meet the 
desired training outcomes [33]. CSAT programs as a non-
technical answer to cyber-threats but they must also highlight 
technical skills such as anti-phishing and password 
management tools, additionally, the effectiveness of CSAT 
program depends primary on the process and approach by 
which the program was conducted [34]. It depends on 
organisational as well as psychological factors such as 
support, memory, personality traits, beliefs, perceptions, and 
rewards [35] 
Today, organisations need to conduct CSAT programs 
through effective management across all departments and 
functions. For instance, the marketing department might find 
CSAT program complex than the IT department. Therefore, 
management must design CSAT programs based on 
employees’ skills, experience and knowledge to avoid gaps 
in CSAT programs which leads to ineffectualness.   

E. Technology Acceptance Model (TAM) 
The technology Acceptance Model (TAM) was first adopted 
by Davis in 1989 [36] as a framework to assume the 
likelihood of new technologies being used within 
organisations. It is so far one of the most discussed models 
among scholars in today’s literature [37]. Please see Figure 2. 
TAM suggests that effective technology adoption is 
determined by the usage intention, which in return affected 
by the users’ attitude towards the technology and its 
usefulness.  
 

 
Figure 2: Technology Acceptance Model [36] 

F. Unified Theory of Acceptance and Use of Technology 
(UTAUT) 

The Unified Theory of Acceptance and Use of Technology 
(UTAUT) was developed by Venkatesh et al. in 2003 to unify 
eight information technology use and acceptance theories 
[38]. Please see Figure 3. Its aim is to justify both the 
employees and the organisation’s behaviour in terms of their 
technology usage [39]. 
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Figure 3 Unified Theory of Acceptance and Use of Technology (UTAUT) 

[38] 

In terms of CSAT programs compliance, both TAM and 
UTAUT play a major role in CSAT programs effectiveness, 
with factors like social influence [36], experience and social 
attitudes [38], employees are more likely to comply and 
CSAT programs provided by their organisations.  

 
CONCLUSION 

 
This paper has demonstrated the importance of CSAT 
programs for Irish financial institutions. The findings indicate 
that all Irish-owned financial institutions conduct CSAT 
programs for employees as shown in Table 1. However, 
foreign-owned banks are noted as “No” is due either to the 
fact that information is unavailable online, or they do not 
adopt such programs, however this is not to say these 
programs are conducted internally. Therefore, further 
research is required to understand the level of employee’s 
adoption and usage of CSAT and its overall benefits for 
organisations. Considering that research still indicates that 
human error remains the primary cause of cyber-attack. 
Moreover, this paper demonstrates that human factors are 
vital for CSAT program compliance and effectiveness. 
Additionally, laws and legislations play a critical role in 
employee cyber-security policy compliance. Finally, we 
advise a reconsideration in terms of CSAT program design 
based on employees’ knowledge, memory, experience, and 
skills.  
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Abstract—The European Union’s General Data Protection

Regulation legal framework outlines data anonymisation as

an effective method to help data processors meet their legal

obligations. Once personal data has been anonymised, GDPR no

longer recognises it as personal data and it becomes free to be

processed unregulated. The potential capacity for re-identification

of any anonymised dataset brings into question the value of

anonymisation and whether it should be regulated to ensure the

privacy of data subjects. This paper identifies and reviews some

of these problems, challenges the current set of regulations, and

recommends maintaining regulation over anonymised datasets,

and enforcing systems of traceability and erasure of datasets over

time, which would increase the value of utilising anonymisation

and its capacity to be a reliable system for data privacy.

Index Terms—personal data, anonymisation, GDPR, re-

identification

I. INTRODUCTION

Under the legal framework of the European Union’s General
Data Protection Regulation (GDPR), the legislation that deals
with matters pertaining to the processing of personal data in
the EU, data controllers and data processors are obliged to
follow the regulations when processing personal data (any
form of data that can be used to identify a natural person).
Before personal data can be processed, consent from the data
subject (the individual who can be identified from the data)
must first be legally obtained [1]. As long as the data processor
is processing personal data in the EU in any way, it falls under
the regulations of GDPR.

Data anonymisation is a sanitation method for removing
identifiable information from datasets containing personal in-
formation or altering that information in such a way that it is
no longer considered to be identifiable. Once data has been
anonymised, it is no longer considered to be personal data
and therefore is no longer under the scope of GDPR and not
under any regulation or protection [2]. However, the process
of anonymisation is still data processing and consent should
still be obtained first.

The utilisation of anonymisation itself can be considered
a useful means of risk reduction and a means of GDPR
compliancy for the data controller and processor [3]. Em-
ploying anonymisation to sanitise personal information as
the default method could support particular data management
strategies like privacy by design or data minimisation. Most

Funded by ATU Mayo.

anonymisation techniques don’t require technical knowledge
and could potentially prove to be an effective and efficient
method to help data processors comply with their GDPR
obligations.

There are some areas of concern regarding the employ-
ment of anonymisation. Several case studies have shown that
even after anonymisation, personal data isn’t immune from
re-identification [3]. Some re-identification techniques show
certain weaknesses in anonymised datasets and how they
can be exploited. It should be made clear, however, that re-
identification is not a reversal of the anonymisation techniques
used to anonymise the data initially. Anonymisation technique
are irreversible and once a dataset has been anonymised, the
original data cannot be directly obtained from the anonymised
data. Rather, re-identification techniques depend on multiple
sets of anonymised data to make links by inference.

The general goal of anonymisation is not to make the data
completely illegible such that it can no longer be meaningfully
processed. Rather, the goal is to remove the link between the
data and the data subject such that the data subject cam no
longer be identified. In the final state, a lot of data will still
be legible, depending on the needs of the data processor to
retain some informational value so that it is still useful, e.g. for
studies, metrics, decision making, marketing, etc. Generally
speaking, it is the dataset that has been anonymised, severing
a direct link to the data subjects, but it could be argued that
this does not guarantee anonymisation in general as combining
multiple sets of anonymised data can re-establish the link to
the data subjects.

It is understood that perfect anonymisation is effec-
tively impossible to achieve to protect against potential re-
identification. As long as the anonymised dataset contains
meaningful information that can indirectly link to a data
subject, it poses an inherent risk [4]. While individual sets
of anonymised data are considered truly anonymised so that
they fall beyond the scope of GDPR [2], without any form
of protection against re-identification, the risk with handling
anonymised data has the potential to grow significantly in the
long term.

There are no metrics for judging the effectiveness of applied
anonymisation. The legislation gives the power to the data
controller to determine that the applied anonymisation tech-
niques are sufficient. The legislation itself does not outline



A contribution towards the regulation of anonymised datasets 

 100 

the techniques that should be employed or any means to
determine the effectiveness of any technique that might be
employed. There exist a number of guidelines that do outline
such techniques and their general effectiveness [5]. Though, it
is determined that there is no way to quantify anonymisation
effectiveness and ultimately it will be human judgement that
determines whether anonymisation has been achieved [2].

As anonymisation cannot truly be quantified, as the stan-
dards are vague and left to human interpretation and judge-
ment, and as anonymised datasets pose an inherent risk, it is
hard to argue that most anonymised data sets are truly anony-
mous (at least, as long as they contain any legible information
that could indirectly link to a data subject). Therefore, it should
be considered that the structures for anonymisation, as they
currently are, aren’t fit for protecting personal information.

However, anonymisation itself, whether it is serves well
or not, is defended as a legitimate technique in the current
legislation [1]. Indeed, there is much potential for misuse of
anonymised datasets for malicious purposes, personal gain or
otherwise, and with little to safeguard against such misuse,
those who would abuse anonymised data might not have to
fear any consequences. This paper aims to analyse the issues
around anonymisation and put forth contributions accordingly.

II. METHODOLOGY

The methodology incorporated into this research will pri-
marily be of a qualitative approach through a review of
anonymization literature, re-identification literature and legal
literature and relevant case studies, interpreting the data to
either support the goals of the research or to be analysed
further alongside other data.

Relevant case studies will be reviewed, providing important
insight into scenarios of anonymisation when put into practice,
the re-identification of anonymised data, the implications of
unauthorised identification, and the reflection such implica-
tions have on the current legal framework in GDPR.

It will also include cross referencing multiple sources, such
as the GDPR legal framework, official guidelines on how to
become GDPR compliant, research papers, research journals,
and case studies, all in respect to data anonymisation, re-
identification techniques, and legal liability in respect to these
areas. These methods, while taking a qualitative approach in
content analysis, will also help quantify data to compare with
criteria and other analysed data, with an aim to answer each
research question.

III. PREVIOUS RESEARCH AND ANALYSIS

A. Anonymisation
Anonymous information itself is defined as information

which does “does not relate to an identified or identifiable
natural person” or as information where the “data subject is
not or no longer identifiable” [1]. Once the data has been
anonymised, it is “irreversibly preventing the identification of
the individual” [4]. This anonymised data is then considered
“no longer personal data and data protection legislation no
longer applies [2].” The data controller is to use “all the means

reasonably likely” to ensure that the data has effectively un-
dergone anonymisation [1]. The data controller is to judge that
“singling out, linkability and inference” has been sufficiently
minimised during the anonymisation process [4].

When considering the effectiveness of anonymisation, con-
sideration must be taken of the attributes which can be linked
from multiple datasets, known as quasi-identifiers, where such
data gets released into the world as microdata (e.g. medical
records, voter registration, etc.) and where such data can be
used for research or public benefit [6]. While such microdata
can be used for beneficial research or benign interest, there is
also a trade-off with general data privacy.

An interesting area in anonymous data is the area in data
mining. k-anonymity is defined as a property of sets of infor-
mation where there is a measure of protection against identi-
fying the personal data of an individual in a given record [6].
While k-anonymous datasets are useful for data-mining, it has
been shown that k-anonymity itself does not guarantee privacy
[7]. It has been proposed that “trivial” sanitation methods be
used by separating “quasi-identifiers from sensitive attributes”
rather than using generalisation and suppression techniques
on quasi-identifiers to prevent making the data-mining utility
useless [7]. However, most anonymisation algorithms utilise
generalisation and suppression techniques.

The main anonymisation techniques are randomisation,
generalisation and masking. Randomisation is the altering
of data by adding “noise” or changing the data itself. For
example, making small changes to the heights of individuals
while stating clearly how the data is accurate within a range of
values. Within randomisation, permutation involves swapping
certain records where the data needs to be accurate but the
correlation doesn’t need to be maintained. Generalisation, by
the process of k-anonymity, involves ensuring that enough data
subjects fall within a certain band that can be generalised
such that no particular data subject stands out. Masking is
intended to be applied on top of other anonymisation tech-
niques to improve anonymisation (as a standalone anonymi-
sation technique, masking would be ineffective) removing all
obvious identifiers such as names and addresses [4], [8]. In
practice, anonymisation techniques include the redaction of
names, blurring faces in video footage, disguising identifying
features in audio material and altering details in reports using
practices such as generalisation. The process is considered
time consuming and relying on careful human judgement to
ensure that data is sufficiently anonymised [5].

Another technique involves “secure-keyed cryptographic
hash” functions, deleting the keys once the data has been
hashed (the data would only be pseudonymised if the keys
weren’t deleted, and still considered to be personal data pro-
tected under GDPR) [5]. Such hashing techniques can be used
in the context of anonymisation so long that all information
has been removed that allows for re-identification and the
system is judged to be robust against re-identification attacks
[9]. In order to be able to make effective judgements on the
sufficiency of how well data is anonymised, it is recommended
that the data controllers perform a “motivated intruder test”
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by applying rigorous testing methods which often involves
studying the data in secondary sources that an intruder might
have access to in order to compare to data to check for
linkable information that might lead to re-identification. These
secondary sources are broad and may include social media,
newspapers, genealogy websites and libraries [5].

B. Re-identification
One effective method of re-identifying individuals from

anonymised datasets is known as the inference attack where
correlated events and information from multiple datasets can
be used to re-identify a data subject and to learn more
private information about that subject. One study looks at re-
identification techniques based on matching geolocation data
of individuals from different datasets, emphasising that only
using pseudonyms is not a sufficient means of maintaining the
integrity of anonymised personal data. More specifically, with
the amount of personal phones equipped with GPS systems,
and with the amount of data processing that goes into the
collected GPS data from individuals, the potential impact of
mass re-identification based on geolocation data could be lead
to compromising the private information of an extremely large
number of data subjects [10]. In another method, anonymised
data can still be singled out to identify a data subject [8].

One case study looks at microdata, “such as individual
preferences, recommendations, transaction records”, etc., as a
means of re-identifying datasets through the inference attack
where the Netflix records of its subscribers were compared
with movie reviews on the Internet Movie Database, not
only identifying the individual data subjects but also their
political affiliations [11]. In a follow-up study, it is shown
that identifying individual data subjects through microdata
inferences is not a new concept, but rather “the core technical
insight goes back at least 60 years” and continues to make
the point that “high-dimensional data is inherently vulnerable
to de-anonymization”, as the research supports itself with not
only theoretical evidence, but with “robust de-anonymization
techniques” applied to data sources such as geolocation data,
credit card data, browsing data, and even source code and
binary files [12].

One study explores how machine learning systems can re-
identify text data through an inference attack based on a data
subject’s texting habits and usage of predicative text compared
with text data found elsewhere, such as emails, social media
posts, forums and blogs. By exploring settings where users
wish to remain anonymous, specifically the infamous Silk
Road online black market, a data subject could be re-identified
by analysing their text “fingerprint” [13]. Another study deals
with re-identifying social media data by comparing data on
different social media platforms, making the argument that
anonymisation itself does not guarantee any privacy in the
context of social media [14]. A third study shows that even
human mobility is unique to the individual where even just
studying four spatio-temporal data points would be enough to
correctly identify 95% of individuals [15]. A follow-up study
shows that credit card metadata between four spatio-temporal

data points is enough to correctly identify 90% of individuals
[16].

As technology rapidly evolves, as devices are increasingly
being connected and as individuals all across the world are
more likely to have access to a personal device, everyone
puts themselves at risk of having one’s right to privacy
compromised. Not only that, but general data processing seems
to inherently contain risk of identifying the private data of
individuals. Even heavily sampled anonymised datasets can
lead to the re-identification of the vast majority of individual
data subjects [17]. It is also possible to identify individuals
from publicly available census summaries, suggesting that this
type of data is not in fact anonymous, pointing out that that
publicly available health data also fall under this issue [18].

The European Union Agency for Cybersecurity (ENISA)
outlines the types of attacks that can occur on sets of
pseudonymised data: the brute force attack through compu-
tational methods or access to “black box” implementations
of the pseudonymisation technique; dictionary attacks by
pre-computing a large number of pseudonyms and saving
them into a dictionary in an attempt to identify data in
the pseudonymised dataset with the same values by com-
parison; making educated guesses by utilising background
knowledge that may be related to the pseudonymised data.
While pseudonymised data is not anonymised data, data can be
anonymised by undergoing cryptographic pseudonymisation
and then, by deleting the generated keys, the data can be
effectively anonymised [19].

C. The legal framework
Where it is argued that pseudonymised data be considered as

anonymised data rather than personal data in order to improve
the freedoms for data processors, it is suggested that processes
for data governance systems such that policies can be put into
place to safeguard such data through contractual terms of use
for data processors specifying that “the data must be used
for research purposes only and the researcher may make no
attempt to re-identify any individuals within the data; and a
policy which sets out the penalty for any breach of the terms
of use” [20].

Consider the legal consequences and liabilities an organisa-
tion may or should find itself under if anonymised data that it
had made available resulted in the re-identification of private
personal data of individual data subjects. If an organisation
releases a dataset of anonymised data for processing purposes,
given the legal protections that the data is no longer considered
to be personal data, they are in effect taking the risk of allow-
ing that data to be potentially re-identified in the future. While
an organisation can be investigated to ensure that they took the
proper precautions and followed their own security policies, it
may not be enough. In fact, as pointed out in the conclusion,
rigorous re-identification testing of anonymised datasets may
only ensure that there is an increased challenge for a third
party to re-identify a dataset rather than outright prevention
[21]. Based on this, it can be argued that anonymised data
requires its own regulations in order to protect the privacy
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rights of the individual and in order to mitigate the damage
done once a anonymised dataset has been re-identified.

As one study points out, even heavily sampled datasets of
anonymised datasets can lead to the re-identification of 99.98%
of data subjects, challenging the lack of regulation in GDPR
towards anonymised datasets and subsequently the lack of
liability of the data processors who are free to process and
release anonymised datasets without fear of consequence [17].
Another suggests that in this environment that the “burden
of proof be on the data controller to affirmatively show that
anonymized data cannot be linked to individuals, rather than
on privacy advocates to show that linkage is possible” [12].

Consider the privacy uncertainties involved in the process-
ing of anonymised data as advancements are already being
made in re-identification techniques while data, anonymised
or otherwise, becomes more ubiquitous. An argument can be
made that such uncertainties influence entities that process the
data as downplaying any potential privacy risks when handling
anonymised data. A study identifies and examines the role of
anonymised data under GDPR as from the perspective of the
processors. The roles as pointed out by the article include
utilising anonymisation techniques as a measure to avoid
privacy rules for data processing; to avoid certain data privacy
obligations, including the obligation to report data breaches;
and as a general method for data privacy compliance. These
roles could be considered more of a reflection of convenience
for data processors for the purposes of data privacy regulations
avoidance rather than as a tool to be used with care only when
necessary [22].

Another area of concern when it comes to data privacy is big
data. D’Acquisto et al. highlight the concerns of maintaining
data privacy as big data processing is rapidly expanding. One
concern is the lack of control by the data processor of big
data, being unaware of what data is being processed and all
of its sources and how it flows between systems. Another
concern is data re-usability where how one uses websites
and apps on their personal devices leads to the personal
habits being processed in agreed circumstances but also being
valued by third party entities. Similarly, the data profiling
of individuals may be designed for automated marketing or
convenience purposes but can also be used in discriminatory
practices. Strategies to promote privacy by design in the big
data context are highlighted to include minimising collected
data, aggregating collected data, separating data in storage,
and enforcement through policy [23]. The Privacy Preserving
Techniques Task Team (PPTTT) and the UN Global Working
Group (GWG) apply more specific focus in big data where
they propose a number of privacy base policy and encryption
methods, looking at example usages with use cases, adversarial
perspectives, security arguments and costs of usage under a
privacy by design focused framework [24].

Regarding the rights of the data subject, one study differ-
entiating non-personal data from personal data from a “law
and computer science perspective”. It makes the argument
that it is important to be able to make such a distinction
in order to understand the scope of regulatory application

and also explores the idea and difficulties of determining
de-personalised data as non-personal data, in that where the
data was once personal has since undergone anonymisation
techniques rendering it non-personal. This article also ac-
knowledges the legal ambiguities regarding the definition of
anonymised data. It points out the GDPR itself is open to
levels of risk of identification while others would insist that
any risk is unacceptable. Through reviewing the technicalities
of anonymisation with case studies, it concludes that “there
always remains a residual risk when anonymisation is used”.
This outlines that not only are the defined boundaries of non-
personal data ambiguous within the legal framework, it is also
clear that the legal framework lacks a strength in its protection
of personal data that could be identified from unprotected
anonymised data that always contains some level of risk [3].

IV. FINDINGS

A. Preventing re-identification

It is not generally possible to determine how likely of a risk
that an anonymised dataset can pose in the re-identification
of personal data [4]. The risk of inference from another
anonymised dataset varies on the amount of existing datasets
of related personal data that has been anonymised, and also
on the degree to which each anonymised dataset is sanitised
and the capacity for each anonymised dataset to contain data
that is inferable with other anonymised datasets.

Depending on the nature of the anonymised dataset itself,
regarding its content and the relationship such content has with
personal information, even if personal information cannot be
directly deduced from the dataset, it is effectively impossible
to prevent an inference attack if the dataset is accessible.
Any anonymised datasets that become published are at risk of
inference attacks when combined with other existing datasets
or even datasets that are yet to exist. Precaution would have
to be taken to avoid publishing anonymised datasets, but this
would render such a dataset useless if publication is the goal
for research purposes or otherwise. Any anonymised datasets
that aren’t intended to be published could be kept from doing
so in order to prevent any potential re-identification attacks.

Other re-identification techniques, such as re-identification
through predictive patterns, are likely extremely difficult, if
not impossible to avoid. Techniques that exploit social media
and other social interactions could be avoidable if one hides
themself away from the world and not engage with technology,
but this doesn’t seem like an effective solution either.

While some steps can be taken to reduce the exposure to
re-identification attacks, it is not fully possible nor practical
to avoid these attacks completely.

B. The capacity for misuse of anonymised datasets

There is always an inherent risk of re-identification with
anonymised datasets. Over time, one could expect this risk to
increase for multiple reasons:

• without the regulation of anonymised data, data proces-
sors can handle anonymised datasets in any manner they
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wish, increasing the likelihood of misuse in cases of re-
identification for personal gain;

• without the regulation of anonymised data, anonymised
datasets could exist indefinitely and pass many hands,
increasing the likelihood that re-identification will occur
within a matter of time and if the anonymised dataset
gets into the wrong hands;

• with a lack of clarity over the legality of the re-
identification of personal data, there could be an in-
centive to misuse anonymised datasets in cases of re-
identification without repercussion;

• and when more and more anonymised datasets become
available, the risk inferring information between two or
more anonymised datasets significantly increases.

As long as these anonymised datasets continue to exist indef-
initely, their capacity for misuse would likely become more
and more probable.

C. Reviewing the legal framework
Where it comes to the legal framework of GDPR, there

is much room given for data processors to utilise processes
such as anonymisation in order to process data freely. Once
the data has been anonymised, the data processor is no longer
under any data protection regulations for that data. In the case
that anonymised data becomes re-identified by an unauthorised
person, there does not appear to be any liability on the data
processor or controller.

The data subject, who’s data is undergoing the processing,
is only protected so long as the data is not considered to
be anonymised. Once the data has been anonymised, the
regulations and protections of GDPR no longer apply to the
data subject. Of consequence, if an anonymised data set is
utilised in re-identification of the subject, then the subject
bears all of the consequence of having their personal data
exposed. Without liability over the processing of anonymised
data, the data subject has no control over this data and lacks
any recompense in the case of re-identification.

Effectively, it is clear that when data is anonymised, and
no longer considered personal information, that it loses all of
the protections and regulations of personal information. This
can have consequences on data subjects when it comes to
their data privacy. It can also have consequences of entities
motivated by personal gain to manipulate data in ways that
aren’t protected by the law but could have a large negative
impact on a significant number of data subjects.

V. RECOMMENDATIONS

As it is not generally possible to grade the quality of
anonymised data against possible re-identification with a
metric, a system based on responsibility and accountability
is justifiable in respect to the measures taken to ensure
that the personalised data has been rigorously anonymised.
Further, this paper suggests that anonymised data itself be
regulated in its own special category of data (as long as
anonymised data is to remain distinct from personal data),
such that it is recognised that all anonymised data has the

capacity to be utilised in the re-identification of personal data.
Without enforceable regulations that ensure the protection of
personal data from being re-identified through the utilisation of
anonymised datasets, personal data is not adequately protected
in that it is in danger of being exploited by a function of GDPR
itself: anonymisation.

Possible measures to overcome the lack of feasible gradu-
ated metrics for anonymisation processes are systems of:

• traceability, such that anonymised data sets can be linked
to the processes behind the anonymisation, including
purposes for anonymisation, specific anonymisation tech-
niques that were employed, details regarding what final
appearance the anonymised data should take for the goals
of further processing, and records of transaction with
other parties;

• lifespan, such that all anonymised datasets have a set
lifespan, in accordance with any potential future regu-
lations, and that anonymised datasets should be erased
by the end of this lifespan;

• and accountability, such that the data controller took the
necessary steps to ensure that the employed anonymisa-
tion techniques were rigorous enough such that the final
state of the anonymised dataset is justifiable in respect to
the purposes and goals for further processing, and that the
anonymised dataset was erased and underwent no further
processing since the end of its lifespan.

In order to ensure traceability, anonymised datasets could
be assigned a unique ID specific to the data controller or
processor, but arbitrary in respect to the content of the data
itself. The unique ID should not reveal nor contribute to the
re-identification of personal data. In respect to the lifespan,
the time-to-expire could be embedded into the unique ID or
recorded separately. The Data Controller should ensure that
there are processes in place to ensure that the anonymised
dataset undergoes no further processing and is completely
erased by the time-to-expire. Software systems could be put
into place for the handling of anonymised datasets and their
lifespans, ensuring automatic erasure at the time-to-expire, and
for maintaining records of traceability.

One issue that needs to be further considered is how
to handle the transaction of anonymised datasets between
parties regarding the traceability, lifespan and accountability.
Potentially, a new unique ID could be generated by the third
party receiving the anonymised dataset with records of the
transaction and a new time-to-expire. Another possibility is to
retain the original unique ID and time-to-expire, but modifying
the unique ID or record to include information about the
transaction and new ownership.

Any policies involving the anonymisation of personal data
and the handling of anonymised datasets should outline:

• sanitation techniques to reduce the residual risk of misuse
for re-identification;

• that the goals for the processing of the anonymised
dataset are to be marked clearly;
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• that enough sanitation techniques are to be applied to re-
duce this risk to a minimum while retaining a deliverable
state for further processing within the outlined goals;

• that the applied sanitation techniques are to be recorded
for traceability;

• that a unique ID should be applied to the final anonymised
dataset for traceability;

• that an appropriate time-of-expiry should be determined
for the anonymised dataset;

• that the data subjects be first consulted before the pub-
lishing of their personal data, even if that data is later
anonymised;

• and that there are to be systems in place to ensure the
erasure of the anonymised dataset within the time-of-
expiry.

In order to ensure a system of accountability, data con-
trollers and processors could include these matters as a part of
their own data protection policies. Ensuring that anonymised
datasets, the applied sanitation techniques and the time-of-
expiry are identifiable, a system of accountability for the data
controller and processor can be encouraged. However, being
under no obligations to do so, there would be little incentive
for organisations that process data to put these systems into
place. A change in legislation would be required, enforcing
measures to be taken, as a matter of legal obligation, to
regulate the processing of anonymised datasets.

VI. CONCLUSION

Ultimately, this paper challenges the systems of GDPR
to consider the outlined issues regarding data anonymisation
and the likelihood of re-identification, to consider the impact
these issues have on personal data due to the potentiality,
or inevitability, of re-identification, to consider the means to
mitigate against such potentialities, and to consider making
the necessary legislation to enforce the mitigation necessary
for the long-term protection of personal data.

In order to change or add legislation to GDPR, in respect
to the regulation of anonymised data, anonymised data would
need to be re-categorised as a form of personal data. Po-
tentially, new legislation in conjunction to GDPR, but not
under the scope of GDPR, could acknowledge anonymised
data under its own special category with its own regulations.
However, as a point of regulation, in respect to cases where
personal data is re-identified by means of utilising anonymised
datasets, it may be necessary to expand the scope of GDPR
since the fundamental issue involves the re-identification (and
subsequent unlawful processing) of personal data from these
anonymised datasets.
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Abstract—In this paper, media reporting of cybercrime 
victims (with a specific focus on organisations) was examined. 
For this purpose, data were collected from media outlets in the 
UK and UAE. A basic premise of this paper is that media has 
the ability to restrict readers to either ‘opposing’ or ‘favouring’ 
views about the subject of the news. Research findings 
demonstrated that victim organisations were mostly shaped 
within a negative media frame in a given time period. 
Comparative analysis between UK and UAE news media 
showed the usage of similar language in portraying victim 
organisations. 

Keywords—media framing, cybercrime reporting, victim 
organisations, UK and UAE 

I. INTRODUCTION 
News media has three primary roles in a society – to 

inform, to educate and to entertain [1]. There is also a social 
responsibility factor that demands from the media to bring 
attention to the issues that are important to the public. These 
issues, however, can be framed in a certain way, inducing 
readers to form either ‘opposing’ or ‘favouring’ views about 
the subject of the news [2]. Framing is a theory of mass 
communication that elucidates how the media packages and 
presents information, subsequently shaping public opinion. 
The framing theory has been commonly utilised to investigate 
how the news media frames various important issues. 
Reference [3], for instance, conducted a study on media 
framing of COVID-19 in China and found out that the media 
used frames like ‘war’, ‘race’, ‘chess’ and ‘challenge’ to shape 
the ideology of individuals about the virus. Furthermore, 
reference [4] reported on how environmental activists made 
use of the COVID-19 pandemic by employing frames like 
‘humans are the biggest virus’, ‘against animal exploitation’ 
and ‘changing our lifestyle’ to bring public’s attention to the 
urgencies of climate change. Moreover, reference [5] 
investigated media coverage of fetal alcohol spectrum 
disorders (FASD) and discovered the dominant frames of 
‘sympathy’ and ‘shame’. Essentially, media encouraged the 
feeling of sympathy towards children with FASD, but at the 
same time, portrayed shame for ‘deserving’ mothers. 

Among many important tech and security news topics, 
cybercrime is one such issue. Media reporting is actively 
involved into the process of forming a public opinion about 
cybercrime [6, 7]. Arguably, media has the ability to shape a 
public opinion about victims of cybercrime, portraying them 
with either positive or negative frames. A literature search on 
the topic, however, revealed limited research. Reference [6], 
for instance, inspected articles printed in 2011-2016 by two 
popular British tabloids (i.e., Daily Mirror and The Sun) and 

discovered that cybercrime was framed as a source of ‘social 
danger’ and ‘fear’. Additionally, English and Russian media 
represented cyber-attacks via frames of ‘war’, ‘game’, 
‘pandemic’ and ‘crime’ [8]. Moreover, reference [9] 
discovered that the framing of cybercrime in Nigeria is useful 
in eradicating it. Several studies reported that media framing 
has an impact on public perceptions about cybercrime and its 
victims [10, 11]. Although these works are important 
contributions to the pool of knowledge in the realm of 
cybercrime framing, no studies were conducted to specifically 
investigate news media reporting practices of cybercrime 
victims (organisations, in particular). This is important 
because victim organisations are unwilling to share 
information about cyber-attacks due to fear of negative 
publicity [7, 12]. This, in turn, serves as a discouragement to 
be forthcoming with the information about these attacks. 
Platforms for cybersecurity information sharing, however, 
have been acknowledged as an important defense against 
cybercrime [13]. News media can be viewed as one such 
information sharing platform due to its duty to bring attention 
to the issues important to the public. In light of the above, the 
objective of this study is to examine media coverage of 
cybercrime victims in two contrasting cultural environments, 
specifically in the UK and UAE (with the view to expand this 
study in other countries). 

A specific focus of this work is on articles’ headlines (also, 
interchangeably referred in this study as ‘titles’) as this part of 
the text can give researchers important insights about the angle 
that media takes regarding a given topic. Titles are considered 
as an important element in the news text analysis because this 
is the first piece of information that readers get from the text 
[14]. Furthermore, researchers highlighted that a significant 
number of newspaper readers only pay attention to titles in 
order to form their opinion about a specific topic and therefore 
overlook additional clarifications in articles’ body text [15, 
16].  

II. THEORETICAL FRAMEWORK 
Framing theory was originated with the work of 

anthropologist Gregory Bateson in 1950’s who introduced the 
idea ‘framework as “as a tool of the psyche that explains why 
people focus their attention of some stylized aspects of reality 
and not others” [17, p.1]. Although the framing theory gained 
popularity in various disciplines [18], it has received the 
utmost consideration in media and communication science.  
According to reference [19], in communication research 
framing theory postulates that media messages presented with 
certain frames impact people’s perceptions about the subject 
of the news. As reference [20, p.52], put it, “to frame is to 
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select some aspects of a perceived reality and make them more 
salient in a communicating text, in such a way as to promote 
a particular problem definition, causal interpretation, moral 
evaluation, and/or treatment recommendation for the item 
described”. 

Research in the communication discipline distinguishes 
between frame ‘building’ or “how frames get established in 
societal discourse and how different frames compete for 
adoption by societal elites and journalists” [21, p.55] and 
frame ‘setting’, which deals with the effects frames exert on 
audiences [22]. Reference [23] argued that although the 
impact of frames on audience varies from an individual to an 
individual, nevertheless, it is rather noteworthy overall. 
According to reference [24, p.53], “news frames can exert a 
relatively substantial influence on citizens’ beliefs, attitudes, 
and behaviours”. Frame setting research predominantly 
focuses on an exploratory analysis of frames in media texts [6, 
25] or the explanatory inquiries of the relationships between 
frames and audiences [23, 26]. 

Prior research on framing identified five predominant 
‘framing devices’, including metaphors, exemplars, catch-
phrases, depictions, and visual images that condense 
information and offer a ‘media package’ of an issue [27]. 
Scholars tend to examine various aspects and segments of 
media articles (e.g., images, title type, length of the title, news’ 
actors, portal category, reporter angle etc.) in a search for these 
devices [25]. In this work, the framing theory is employed in 
order to conduct an exploratory analysis of media articles’ 
titles. 

III. RESEARCH METHOD 
This research employed a qualitative content analysis of 

the media articles’ titles. The concept of content analysis in 
media studies is defined as a careful observation and analysis 
of media interactions [28]. For the purpose of this research, 
content analysis was used in its traditional form – as a 
descriptive tool to identify main characteristics of messages 
conveyed through titles of the news [29]. 

A. Sampling Strategy 
Data were collected from the two most known media 

outlets in the UK (i.e., BBC and The Guardian) and another 
two in the UAE (i.e., Khaleej Times and The National) [30, 
31]. Specifically, articles’ titles were examined on online 
portals. A typical cluster sampling approach was used to 
reduce a regular annual sample bias (e.g., expected reporting 
style and topics during holidays and expected usual yearly 
dynamics in reporting). Therefore, articles from 1st of June 
2020 until 31st of May 2021 were reviewed and analysed. 
Keywords “cyber-attack” and “cybercrime” were used to 
search for appropriate texts (sampled ca. 114 texts). 

B. Data Analysis 
Data analysis consisted of four phases (Fig. 1). In Phase 1, 

the aforementioned media outlets were scanned for 
appropriate content (e.g., articles that focus on cybercrime 
victims, more specifically organisations). Seventy-two 
articles from UK media outlets were identified as suitable to 
proceed with this research (BBC n=26; The Guardian n=46), 
while the UAE sample consisted of forty-three articles 
(Khaleej Times n=30; The National n=12). Prior research 
demonstrated that some news headlines mislead readers with 
overrated or false information therefore creating incongruity 
between news titles and the body texts [32]. Therefore, once 

suitable headlines were found, it was necessary to read the 
texts to confirm the applicability of the actual text to the 
research objective. 

 
Fig. 1. Data analysis phases. 

Next (Phase 2), unit of analysis was determined. For 
instance, a researcher could decide to analyse titles, texts, 
leads, quotes etc. For this paper, the unit ‘title’ has been 
singled out and analysed using categories outlined in the 
following step. Phase 3 involved the development of 
categories for a systematic analysis of titles. More 
specifically, the following categories were identified: (1) the 
title type; (2) the tone of reporting; (3) the angle of reporting; 
(4) the reference to victim; and (5) the connection between the 
title and the news content. Finally, in Phase 4 comparative 
analysis between the two countries was performed. 

RESULTS 
Following prior research [40, 41], titles were categorised 

into the following types: descriptive (i.e., a standard category 
of titles that explains to readers the topic of the news); 
declarative (i.e., in addition to describing the topic, this kind 
of title also states what happened through the use of a specific 
action); sensational (i.e., the intention is to grab the readers’ 
attention by causing emotions; these titles are normally 
shocking, bombastic and provocative); clickbait  (these titles 
are similar to sensational in a sense that they use 
sensationalism as a style, but the major difference is that they 
are written with a very clear objective to increase the number 
of clicks even if the title is not in accordance with the text). 
The number of titles per a category in both samples are 
presented in Table 1 (in the UAE sample it was hard to 
distinguish between sensational and clickbait titles, therefore 
these categories were merged): 

TABLE I.  TITLES’ TYPES IN UK AND UAE SAMPLES 

 Descriptive Declarative  Sensational Clickbait 

UK 10 51 0 11 

UAE 7 26 9 
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A. UK Sample 
The largest part of the UK sample consisted of declarative 

titles. Examples of such titles are: 

• “Blackbaud: Bank details and passwords at risk in 
giant charities hack” 

• “New Zealand stock exchange disrupted by fourth 
‘offshore’ cyber-attack” 

• “Cybersecurity at risk after hackers try to sabotage 
Premier League transfer deal” 

Forty titles out of a total of fifty-one demonstrated the 
negative reporter’s tone and angle. Such titles therefore 
significantly contribute towards the building of the negative 
reporting frames. The negative tone and angle were mostly 
recognised by examining the terminology of reporting, 
including  “risk after hackers try to sabotage” and “risk in 
giant hack”, which gives a higher level of emotional 
experience to readers. 

The negative aspect was also visible in the clickbait titles, 
for example: 

• “Haunted by shame: victims of bank transfer scams 
tell of lasting trauma” 

• “What links cybercrime, terrorism and illegal trade? 
Dark money” 

• “Home working increases cyber-security fears” 

The use of words like “haunted”, “terrorism” and “lasting 
trauma” were employed in order to cause panic and fear 
among readers.  These titles influenced the positioning of the 
topic of cyber-attacks in the domain of sensational content that 
relies on publicity rather than on the quality and objective 
reporting.  

The descriptive titles were mainly related to the articles 
about consequences of cyber-attacks on victims and possible 
strategies of defence. The typical examples of descriptive 
titles are:  

• “SolarWinds: company at the core of the Orion hack 
falls under scrutiny” 

• “Ransomware attack on Garmin thought to be the 
work of ‘Evil Corp’” 

The majority of descriptive titles were neutral in nature 
although some included words like “evil”, “hackers” and 
“danger”. 

The negative aspect was reflected in all titles’ categories 
in the nature of the announcing the event itself. For example, 
the attacks were described as criminal activities. In addition, 
drastic consequences for society were explicitly stated. 
Statements of key actors and experts were used to support the 
negative element.  Regarding the reference to victim 
organisations, 30 titles in the UK sample implicitly or 
explicitly pointed to the accountability and highlighted that 
the situation could have been prevented. An example of an 
explicitly negative attitude towards a victim is portrayed in the 
following descriptive title: “Service NSW hack could have 
been prevented with simple security measures”. Essentially, 
victims of cyber-attacks are depicted as irresponsible 
organisations, while cybersecurity is presented as a simple 
task, which could not be further from the truth [7]. 

Most articles in the UK sample demonstrated a clear link 
between the title and the text; and only several  titles were 
slightly misleading. In these instances, the primary story was 
used as a basis for expanding the theme by connecting it with 
a broader context. For example, the title “University of York: 
Hackers who stole data get ransom payment” gave the reader 
the impression that the text is about a data breach and the 
process of paying the ransom. Instead, the article focused on 
the broader issue of security breaches (e.g., how organisations 
handle sensitive data and the quality of post-incident 
communication). 

Interestingly, both media outlets, BBC and The Guardian, 
used ‘strong’ words like “extorted”, “victim”, “violated”, 
“suffer”, “hackers” and “ruining lives” in their titles. The 
ultimate aim of such language is to indicate a potential threat 
and highlight events that resulted in the breach of sensitive 
data and violations of individuals’ rights. In addition to 
‘strong’ language, The Guardian journalists commonly used 
provocation and sometimes irony in their titles, which 
confirms the differences in the editorial and ownership 
structures between the two selected media. This is 
demonstrated in the following examples:  

• “Poppy Gustafsson: the Darktrace tycoon in new 
cybersecurity era” 

• “UK '95% sure' Russian hackers tried to steal 
coronavirus vaccine research” 

B. UAE Sample 
Similar to the UK sample, most of the titles in UAE media 

outlets were classified as declarative. Examples of such titles 
are: 

• “Irish Department of Health target of new cyber-
attack” 

• “US authorities warn of ‘imminent’ cyber threat to 
hospitals” 

• “UAE conducts cyberattack simulation on banking 
sector” 

The titles did not provide specific information about the 
victims, except that the victims were directly listed.  

As was previously mentioned, it was challenging to 
separate sensational and clickbait titles in this sample. 
Although these two categories were separated for the purpose 
of defining them, the empirical insight into the recorded 
content showed that such titles often combine both categories 
as evidenced in the following examples: 

• “UAE: Beware! WhatsApp phishing on the rise, 
here's how to safeguard” 

• “Coronavirus: Cyber criminals target UAE hospitals 
and people working from home” 

• “Facebook says hackers 'scraped' data of 533 million 
users in 2019 leak” 

It was noticeable that the aforementioned titles used 
popular terms like “Facebook” and “Corona” or words of 
warning such as “beware” and “stay alert” in order to attract 
the attention of readers. Reporters typically portrayed victims 
in a negative way by presenting them weak and unable to 
protect their networks. Journalists usually selected terms such 
as “attack”, “hack”, “suffer”, “victim”, “liability issues” and 
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“imminent cyber threat” to describe cyber-attacks on victim 
organisations. 

Minority of titles in the UAE sample were characterised as 
descriptive. A standard example of descriptive title is:  

• “Covid: Cyberattacks in UAE, GCC unlikely to 
subside in 2021” 

Though descriptive titles are typically neutral in nature, 
most of the headlines in the UAE sample consisted of words 
such as “attack”, “danger” and “threats”, which contributed to 
the development of a negative reporting tone. 

Regarding the portrayal of victims, it was typically 
negative. Reporters directly specified victims’ identities in the 
titles and used words that are filled with an emotional charge 
(e.g., “hack”, “suffer”, “threat”, “attack”). Positive phrases in 
the titles were mentioned only in the sense of protection and 
guidance, which further contributed to the negative framing 
because the victims were shown as unsafe in the matter of 
cybersecurity. 

Articles in the sample from UAE media were generally 
connected to given titles, except in the case of a few clickbait 
headlines where journalists deliberately mislead readers, for 
example: “Coronavirus: Cyber criminals target UAE hospitals 
and people working from home.” This title informs readers 
about a possible threat of cyber-attacks, but in the news the 
focus is on successful defences against cyber-attacks. 

There were no significant differences in reporting 
practices between Khaleej Times and The National, which 
indicates similar editorial policies. 

C. Comparative Analysis 
The comparative analysis demonstrated that UK media 

outlets published more articles about domestic and global 
cyber-attacks and its victims than UAE media (UK n=72; 
UAE n=42). This could be due to the fact that UK outlets are 
more mature and experienced in reporting in general, while 
UAE media are still developing their practices. 

Two important similarities between the two samples were 
observed in terms of the framing of cyber-attacks and its 
victims. First, the terminology of journalists was strongly 
oriented to the choice of words that were predominantly 
negative. Second, the victims were portrayed as being in 
eternal danger of potential cyber-attacks and yet unaware of 
sufficient defence mechanisms. 

CONCLUSION  
By analysing the titles of the sampled texts, it was possible 

to conclude that the media coverage of cybercrime in UK and 
UAE media portals was mostly shaped within a negative 
media frame in a given time period. Comparative analysis 
demonstrated similar strategies in both samples in portraying 
victim organisations. Reference [7] argued that negative 
publicity discourages victims of cybercrime (organisations, in 
particular) to share information about cyber-attacks, which 
degrades the efforts to fight cybercrime. Media could be an 
effective cybersecurity sharing platform, but the reporting 
practices must be improved. 

In light of the above, future research will focus on the 
development of a model for an accurate cybercrime reporting, 
which will be distributed to the relevant regulatory bodies. 
Furthermore, the intention of future research is to replicate this 
study in various cultural environments, including Ireland. 

Subsequent findings will give a possibility to make a new 
comparation and to gain new insights about this topic. 
Potentially, several models for accurate media reporting could 
be developed due to distinct reporting approaches in various 
cultural environments. 
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