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Abstract 

Immunoglobulin G (IgG) is the main antibody used in the biopharmaceutical 

industry for therapeutic purposes.  Monoclonal antibodies (mAb) are growing in the 

marked due to its high specificity and safety.  Physical and chemical stresses can lead 

to unfolding of the tertiary structure, which could then refold into a different structure, 

and/or aggregate.  Changes in protein structure are dangerous and can cause adverse 

immunogenicity issues.  One key factor to ensure efficacy and safety is to understand 

and measure the stability of mAbs in solution.  A combination of different analytical 

techniques, some of them are expensive and time consuming, is necessary to monitor 

mAbs stability, and to assess protein aggregation.  The aim of this project was to apply 

a newly developed fluorescence-based method, Anisotropy Resolved 

Multidimensional Emission Spectroscopy (ARMES), for the rapid characterisation of 

IgG type proteins in solution, which could be used to monitor IgG structure.  This 

method combined polarized multidimensional fluorescence spectroscopy (pMDF), 

anisotropy, and chemometric analysis, such as Parallel factor analysis (PARAFAC), 

to try to resolve emission from different fluorophores, which were used to follow 

protein structure.    

ARMES measurements of IgG solutions in its native state were carried out with 

polarized Excitation Emission Matrix (pEEM) and polarized Total Synchronous 

Fluorescence Spectroscopy (pTSFS) measurements.  It was the first time that 

PARAFAC analysis was attempted on IgG, as there was no consensus about the 

optimal pre-processing method for this type of data, we evaluated several methods.  

Although there was insufficient fluorescence fluctuation in the native state for 

PARAFAC analysis to resolve different fluorophore populations, we were able to 

photophysically characterise the IgG, which served as a baseline for monitoring 

protein stability using ARMES.  Thus, for the IgG protein, even if ARMES could not 

recover individual fluorophore emission, it was showed to be a suitable technique for 

monitoring protein stability.   
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 Introduction 

The main objective of this thesis is to develop a fluorescence-based method for the 

rapid qualitative characterization of Immunoglobulin G (IgG) type proteins in the 

solution phase.  This is to be accomplished using the newly developed Anisotropy 

resolved multidimensional emission spectroscopy (ARMES),1-3 and careful 

experimental design to acquire the spectral data, which is then analysed with 

multivariate (chemometrics) methods.  First, we must explain the reason behind our 

interest in IgG.  The second part of this chapter introduces general fluorescence 

concepts, which help to understand the photophysical process that affect ARMES data 

from protein.  The last part shows how ARMES can be used to develop an analytical 

method for characterizing and monitoring changes in IgG structure.     

1.1 Immunoglobulin G (IgG) 

IgG is a common class of antibodies (protein) used for therapeutic purposes.4, 5  

Monoclonal antibodies (mAb) are in the spotlight of the pharmaceutical industry, with 

IgGs accounting for ~99% of the mAbs marketed.6  These therapeutic proteins are 

highly specific, with lower safety risks when compared with other therapeutic classes.  

The quick advance in knowledge of the diseases at a molecular level, combined with 

reduced risks of adverse effects, make the mAbs the first products candidates to 

advance to human clinical trials.       

IgG has a flexible ‘Y’-shaped structure (Figure 1.1), composed by a constant (Fc) 

and a variable region (Fab), connected by di-sulphide bonds, and a hinge region, with 

a molecular weight of ~150 kDa.  Changes in the amino acids (AAs) sequence of the 

Fab portion (hypervariable region) are responsible for the IgG diversity.  Variations in 

the connection between Fab and Fc portion, generates different IgG isotypes, which 

are species dependent: humans have four isotypes,7, 8 while rabbits have only one.9-11  

These differences in the Fab portion between the IgG isotypes, as well as changes in 

AAs sequences, and protein structure determine protein stability.12, 13  Protein structure 

can change upon physical and chemical stresses.  The most serious changes involve 

unfolding of the tertiary structure, and this can sometimes be followed by refolding 

and/or aggregation.  Improper manipulation during manufacturing, storage, and use 
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can lead to protein unfolding, and aggregation, which can cause a loss in function, and 

adverse immunogenicity issues.14  The stability of proteins in solution is, therefore, a 

key factor for their successful therapeutic use. 

 

 

Figure 1.1: Structure of rabbit IgG (rIgG) showing the major structural elements and locations of the Trp (red) and 

Tyr (blue) fluorophores.  Trp and Tyr structures show the different transition dipoles.  Protein structure was created 

by  the combinations of Fc and Fab images from the RCSB Protein data bank (www.rcsb.org) of PBD ID 2VUO,15 

and 4HBC,16 respectively. 

 

The various quality attributes of therapeutic proteins can be measured and 

monitored using a variety of techniques.  For example, high-performance liquid 

chromatography-size exclusion (HPLC-SEC), and dynamic light scattering (DLS) are 

most commonly used to assess protein aggregation.17  Spectroscopic methods, such as 

circular dichroism (CD), and Fourier transform infrared (FTIR) can also be used to 

characterize the native structure, and monitor changes in protein structure.18, 19  While 

far-UV CD is sensitive to changes in secondary structure, near-UV CD detects changes 

in tertiary structure, however, protein concentration has to be carefully selected, as 

sedimentation, and light scattering can negatively impact CD.  FTIR can be used with 

liquid and solid samples in high concentrations, and with large aggregates, but proteins 

can bind/adhere to the crystal, and the water signal has to be carefully removed from 

the spectra.  Therefore, a combination of different analytical tools, some of which are 
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expensive and time consuming, are required to characterize protein structure, stability, 

and aggregation in solution.20     

1.2 Intrinsic fluorescence spectroscopy (IFS) 

The biopharmaceutical industry spends billions trying to develop new drugs, 

which includes the identification, and development of quality control tools.  The 

development of a single analytical technique that could monitor protein stability, 

changes in structure, particle size, and aggregation is of paramount importance.  This 

new analytical method should be robust, less complex, and more economic,21 which 

could be achieved using intrinsic fluorescence spectroscopy (IFS).  IFS can be used to 

study protein structure in solution, due to the presence of phenylalanine (Phe), tyrosine 

(Tyr), and tryptophan (Trp) fluorophores in proteins.22-24  Some advantages of the use 

of fluorescence are that this method is non-destructive, non-invasive, and highly 

sensitive.             

1.2.1 Basic principles of fluorescence 

The emission of light from electronically excited states is known as luminescence.  

Depending on the nature of the excited state, luminescence is divided into two main 

categories: fluorescence and phosphorescence.22  These are generally better illustrated 

by a Jablonski diagram, as shown in Figure 1.2.   

 

 

Figure 1.2: Illustration of one form of the Jablonski diagram.22 
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The phenomena of fluorescence typically occurs when an electron in a molecule 

is photo-excited from the ground state (S0) to an excited singlet state (S1, S2, or Sn), 

and then returns to S0, rapidly emitting a photon (emission of light).22  This 

phenomenon is fast, with a fluorescence lifetime (τ) of 0.1−10 ns, which describes the 

average time that an electron spent in the excited state.  Phosphorescence emission 

occurs from triplet excited state (T1), in which the lowest vibrational level of S1, and 

the upper vibrational level of T1 have the same vibrational level.  While in the singlet 

excited state the electron spin has an opposite direction from that in S0, which allows 

the transition from S1 to S0, the electron spin present in T1 and S0 have the same spin 

orientation.  Thus, transitions from T1 to S0 are forbidden in quantum theory, 

increasing the phosphorescence lifetime (milliseconds to seconds).  As this process is 

very slow, intersystem crossing, and vibrational relaxation are favored over the 

phosphorescence phenomena, which can be observed at low temperature, or a rigid 

medium at room temperature.24        

Fluorescence and phosphorescence are the phenomena in which the excited 

molecules return to S0 emitting a photon to release energy.  However, the emission of 

a photon is not the only way to release energy from the excited state, and this energy 

can also be dissipated as heat, or transferred to other molecules via collisions or dipole-

dipole coupling.  These types of non-radiative decays are known as quenching effects 

and are competing with the fluorescence, and phosphorescence.             

1.2.2 Fluorophores and their characteristics 

Fluorophores are molecules that can absorb and re-emit light.  These are generally 

aromatic molecules and are sometimes, in the context of protein fluorescence, split 

into two groups: intrinsic and extrinsic.22-24  Extrinsic fluorophores (e.g. 1-

8,anilinonaphthalene sulphonate and rhodamine B)25, 26 can be added to a sample, 

enabling or improving the use of fluorescence techniques to analyse the sample.  

However, the use of an extrinsic fluorophore can induce local perturbations in the 

sample, and this must be taken in consideration when interpreting the data.24  Intrinsic 

fluorophores are those molecules that are naturally fluorescent, such as the aromatic 

amino acids (AAs) Phe, Tyr, and Trp.  Both intrinsic and extrinsic fluorophores are 

characterized by their excitation/emission spectra (and Stokes shift), quantum yield, 

lifetime, and anisotropy (Section 1.4.1).   
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The excitation spectrum is measured by fixing an emission wavelength (λem) and 

scanning the fluorescence intensity over a range of excitation wavelengths (λex).  The 

emission spectrum is measured at a fixed λex and measuring fluorescence intensity 

over a range of λem (Figure 1.3).  The fluorescence emission spectrum is highly 

sensitive to chemical structure of the fluorophores and the surrounding environment.  

As observed in the Jablonski diagram (Figure 1.2), the energy of the emission is less 

than that of the absorption, which is known as Stokes shift (Δλ).22  The Stokes shift 

can be influenced by solvent effects (change in fluorophore environment), and/or 

energy transfer, which can be very useful in the study of protein structure via IFS.23, 24       

 

 

Figure 1.3: Absorption and emission spectra of L-Tyr, and L-Trp in PBS solution (0.1 M phosphate buffer solution, 

pH 7).  Data from PhotoChemCad 2.1 software.27-29 

 

The fluorescence quantum yield (ΦF) is the ratio between the number of emitted 

photons and the number of absorbed photons.  The closer the ΦF is to one, the brighter, 

and more efficient is the fluorophore.24  Phe has a small quantum yield and transmit 

its energy to Tyr (Phe-to-Tyr energy transfer). Thus, the Phe fluorescence cannot 

usually be discriminated in the presence of much stronger Tyr, and/or Trp emission 

(Table 1.1).23  As fluorophore emission can be influenced by changes in its 

environment, the amount of time that a fluorophore spends in the excited state (τ) can 

influence the shape of the emission spectra.  
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Table 1.1: Fluorescence characteristics of Trp, Tyr, and Phe AAs (0.1 M phosphate buffer, pH 7, measured at 

room temperature).22, 23 

Amino acids λex (nm) λem (nm) Quantum yield Lifetime (ns) 

Trp 280 350 0.13 2.8 

Tyr 275 303 0.14 3.3 

Phe 258 282 0.03 6.8 

 

Protein IFS generally uses an excitation ≥280 nm, meaning that Phe is not excited 

(Table 1.1).  Tyr and Trp can be excited at λex=276 nm, and when the λex≥295 nm, 

mainly the Trp is excited.  Nevertheless, emission from Phe would not be observed 

unless the protein lacks Tyr and Trp.  Tyr fluorophores are generally present in a larger 

quantity than the Trp fluorophores.23  Thus, even though the Trp is a stronger emitter, 

Tyr emission can still be observed in protein fluorescence when very few Trp are 

present.30  Although it is possible to detect Tyr emission in multifluorophore proteins, 

its utility is restricted as its emission is very insensitive to changes in solvent polarity.  

On the other hand, Trp emission is highly sensitive to changes in polarity and/or local 

environment, which can be very useful on the study of protein structural changes.22, 23, 

31-33 

As Trp emission is highly dependent on its environment (e.g. solvent polarity, 

temperature, pH), it is possible to classify different Trp classes.  Burstein proposed 

that there are five main classes of Trp present in proteins,34 three of them are used to 

follow changes in the Trp environment:35 class I (λem=330−332 nm, Δλ=48−50 nm), 

with the Trp buried in a non-polar region of the protein; class II (λem=340−342 nm, 

Δλ=53−55 nm), when the Trp is limited exposed to the solvent; and class III 

(λem=350−353 nm, Δλ=59−61 nm), with the Trp completely exposed to the solvent.  

The other two classes are observed as structured spectra at λem=308 and 316 nm, 

known as class A and class S, respectively, and do not concern us here.  Although 

these different classes of Trp can be easily identified for single-Trp proteins, the 

presence of multiple Trp (and Tyr) fluorophores make it harder to resolve individual 

classes of Trp.  For multi-Trp proteins, the Trp emission spectrum represents an 

average of all Trp within its structure.22  Thus, a lack of change in the average emission 

does not necessarily means that protein structure is unchanged.a 

 
a
 The Trp spectrum can remain unchanged if the structural change is a result of some Trp being blue 

shifted (to shorter wavelengths), and some red shifted (to longer wavelengths), resulting in the same 

average class of Trp as observed before any changes in protein structure. 
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In addition, the presence of two Trp excited states, 1La and 1Lb, which are 

perpendicular to each other (Figure 1.1), increases the Trp spectral complexity 

(Figures 1.1/1.4).22, 36-41  Trp emits from its 1La excited state, unless its local 

environment is completely nonpolar.  The 1Lb state is insensitive to solvent 

environment and emits in nonpolar solvents.  Valeur and Weber36 used the excitation 

anisotropy spectra to resolve the excitation spectra of the 1La and 1Lb excited states of 

Trp (Figure 1.4).  The 1La transition state shows unstructured emission spectra, while 

the 1Lb transition state has structured emission spectra (Figure 1.4).  The maximum λex 

for the 1La and 1Lb excited states of Trp appears at ~280, and ~290 nm, respectively, 

and at longer wavelengths (λex=295−300 nm), only the 1La is excited.  Because only 

the 1La Trp is excited at λex≥295 nm, several studies use λex=295 nm to monitor tertiary 

structural changes in IgG during physical/chemical stress.17, 42, 43 

 

 

Figure 1.4: (Left) Emission spectrum and excitation anisotropy spectra of N-acetyl-L-tyrosinamide (NATyrA).  

Fluorescence anisotropies were measured in a mixture of 70% propylene glycol with 30% buffer at −62°C.44, 45  

(Right) Excitation anisotropy spectra of Trp in propylene glycol at −50°C.  Also shown the anisotropy spectra 

(yellow line), and the anisotropy-resolved spectra of the 1La (red dotted), and 1Lb (green dashed) transitions.38  

Reproduced from Lakowicz,22 with permission of Springer Nature. 

 

1.3 Photophysical processes that affect the spectral properties of 

fluorophores 

The fluorophores within a protein are sensitive to its environment, meaning that 

the emission spectrum of proteins is sensitive to its structure.  Even though Tyr 

emission is very insensitive to environmental change, it is highly influenced by 

intermolecular, and intramolecular interactions.  Any changes in the protein 

environment affect how the fluorophores interact with each other and with their 

environment.22-24  Here, we describe the main photophysical processes that can affect 

the spectral properties of Tyr, and Trp fluorophores. 
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1.3.1 Quenching 

Fluorescence quenching occurs when a fluorophore interacts with a quencher 

molecule, resulting in a decrease in fluorescence intensity.  The quenching process is 

a result from various molecular interactions, which requires the fluorophore and the 

quencher to be in contact and is divided into two main groups: static and dynamic 

quenching.  Static quenching occurs when a quencher associates to the fluorophore in 

the ground state, forming a non-fluorescent complex.  Dynamic quenching is a result 

of non-radiative relaxation by internal conversion, and intersystem crossing (Figure 

1.2), which occurs when a quencher collides with the fluorophore in the excited state, 

resulting in the return of the fluorophore to the ground state, without emitting a 

photon.22, 24  In addition, the decrease in fluorescence intensity can be caused by an 

inner filter effect (IFE) phenomenon as a result of high optical density; or as a result 

of high turbidity, causing light loss due to scatter. 

1.3.2 Förster resonance energy transfer (FRET) 

Förster resonance energy transfer (FRET) is a non-radiative transfer of energy, 

which occurs when a donor (D) molecule transfers its energy to an acceptor (A) 

molecule, decreasing the fluorescence intensity of the donor, and increasing that of the 

acceptor.  Donor and acceptor can be identical or chemically distinct, which are known 

as homo-, and hetero-transfer, respectively.  This energy transfer is generated by a 

long-range dipole-dipole interaction (Förster’s mechanism), occurring without the 

emission of a photon.  The main requirements for FRET are donor and acceptor 

molecules are close to each other; a spectral overlap between the emission spectrum 

of the donor, and the absorption spectrum of the acceptor; and the alignment between 

donor and acceptor dipoles.                

The Förster distance (R0) is the distance in which FRET is 50% efficient, which is 

typically between 10 to 60 Å.  FRET efficiency (E) depends on the distance (R) 

between donor and acceptor, and can be calculate as Equation 1 in the presence of an 

acceptor.22  In the presence of a fluorescent acceptor, such as Trp, the relative FRET 

efficiency (Erel) can be calculated using the ratio between donor (ID) and acceptor (IA) 

emission intensity (Equation 2).39  FRET rate can be used to measure the distance 

between donor and acceptor, and changes in spectral features of a sample, such as the 

unfolding of a protein.22, 24 
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E =
1

1+(
R

R0
)6 Equation 1 

Erel =
IA

ID+IA
 Equation 2      

The fluorescence spectra of a protein are an overlap of Tyr and Trp exposed to 

different environments.22, 46, 47  FRET can occur due to the Tyr and Trp spectral overlap 

(Figure 1.3), and Tyr-to-Trp FRET is known to be the most common energy transfer 

process in protein.  IgGs typically have ~50/60 Tyr and ~20/30 Trp fluorophores 

(Figure 1.1), many are in proximity (≤20 Å), and FRET is expected.  We know that 

homo-, and hetero-FRET rates will be high, and have a large effect on the measured 

emission.  For proteins in their native state, emission of Tyr is frequently quenched as 

a result of energy transfer to Trp.  As protein unfolds, this energy transfer is reduced, 

and an increase in Tyr emissionb is often observed in non-native protein.22, 48, 49 

1.3.3 Inner filter effect (IFE) 

The fluorescence emission is detected in the middle of the cuvette (Figure 1.5), 

meaning that the light can be attenuated before reaching the detector, decreasing 

fluorescence intensity in the region of spectral overlap, and modifying spectral shape.  

This is called inner filter effect (IFE).  IFE depends on non-molecular properties of 

the sample, such as the path length of the sample container, optical density of the 

sample (Absorbance, A), and the geometry arrangement of the excitation and emission 

paths.22, 24       

High optical density could attenuate the recorded fluorescence intensity and may 

result in a red shift (to longer emission wavelength) due to changes in spectral shape.50-

52  Most of the fluorescence spectrophotometers use a right-angle geometry (as used 

in this thesis), and a 10 mm pathlength quartz cuvette, meaning that IFE will be 

significant even for relatively low concentration solutions.  The IFE in the right-angle 

geometry (Figure 1.5) can be referred as primary IFE, attenuating the excitation light; 

and, secondary IFE, attenuating the emission light.50  The total attenuation of 

fluorescence caused by IFE at each excitation/emission wavelength pair is a function 

of the absorbance at each wavelength pair, and the cuvette pathlength (Figure 1.5).  As 

 
b
 A change in Tyr-to-Trp FRET process is observed as a simultaneous decrease in Trp and an increase 

in Tyr emission. 
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the absorbance spectrum decreases with increasing wavelength (Figure A-1), IFE is 

more severe at shorter wavelengths (blue edge), affecting the shape, maximum peak 

of the fluorescence spectra, and red-shifting the emission with the increase in sample 

concentration.50 

 

 

Figure 1.5: (Left) Schematic of the primary and secondary IFE in a 1010 mm cuvette with a right-angle geometry.  

The total attenuation of fluorescence intensity caused by primary and secondary IFE can be estimated from the 

absorbance spectrum of the sample.  (Right) Plot showing the relative loss in fluorescence intensity due to IFE as 

a function of increasing ATotal (absorbance at any reference excitation/emission wavelength pair) in a 1010 mm 

cuvette.  Reproduced from Kothawala et al. (2013),50 with permission of John Wiley and Sons.  

 

The four methods used for dealing with IFE are sample dilution, pathlength 

change, mathematical correction, or explicit inclusion of the IFE.53  The simplest way 

to avoid IFE is to reduce sample concentration, but this is not always a viable option.  

Reducing sample concentration involves changing the sample and requires sample 

handling, introducing a source of error.  In addition, diluting a sample would not 

simply reduce optical density, but would be accompanied by a decrease in 

fluorescence intensity, a very poor signal-to-noise ratio (SNR), and increased light 

scatter.54  Thus, avoiding IFE reduces spectral resolution, and thus a mathematical 

correction is often preferred.  The mathematical correction (Section 2.4.3) approach 

can be used when the sample optical density is <1.5 (in a 1010 mm cuvette).50  

Reducing the cuvette’s pathlength lowers the absorbance, enabling optimal IFE 

corrections.55  When it is not possible to correct for IFE (e.g. A>1.5), the alternative 

is to accept that IFE is a characteristic of the sample,1, 56 which can be useful in some 

cases.       
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1.4 Anisotropy resolved multidimensional emission spectroscopy 

(ARMES) 

ARMES combines anisotropy, multidimensional fluorescence spectroscopy 

(MDF) measurements, and chemometrics1 analysis to try to extract more information 

from multifluorophore proteins.  ARMES uses anisotropy as an additional layer of 

photophysical information in combination with the excitation wavelength (λex), 

emission wavelength (λem) or wavelength offset (Δλ), and intensity (I).   This extra 

information can help to provide additional information with which one can 

characterize proteins and differentiate the emission of each fluorophore or a class of 

fluorophores.  The combination of anisotropy and MDF has previously enabled the 

differentiation and quantification of fluorophores with similar emission properties in 

complex mixtures, based on their rotational speed and hydrodynamic volume, and thus 

the molecular size, or for macromolecules the mobility/flexibility of the constituent 

fluorophores.1, 3, 57 

1.4.1 Fluorescence anisotropy 

The base of fluorescence anisotropy lies on the principle of photoselective 

excitation of fluorophores by polarized light.22, 24   According to this principle, photons 

with electric vectors aligned parallel to the transition moment of the fluorophores will 

be preferentially absorbed.  The transition moment of a fluorophore has a particular 

orientation (Figure 1.1) with respect to its molecular axis, but the fluorophore will be 

randomly oriented in an isotropic solution.  Exciting a sample with polarized light 

allows one to selectively excite those fluorophores whose absorption alignment is 

parallel to that of the excitation light (Figure 1.6).  Upon excitation, molecules rotate 

during the excited-state lifetime, with the anisotropy being determined by the degree 

of rotational diffusion.  Small molecules rotate relatively quickly, decreasing 

anisotropy values, bigger molecules rotate more slowly, increasing anisotropy.     
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Figure 1.6: Polarization of incident light by a vertically (orange) and horizontally (green) oriented polarizer, 

resulting in the photoselection of randomly distributed fluorophores. 

 

The degree of emission polarization can be expressed as anisotropy (r) or 

polarization (P), as defined by Equation 3, and Equation 4, respectively; where I║ and 

I⟘ are the fluorescence intensities of the vertically (║), and horizontally (⟘) polarized 

emission, obtained when the sample is excited with vertically polarized light.24, 58  

Anisotropy and polarization describe the same phenomenon, and these values are 

interchangeable (Equation 5), however, the use of anisotropy is preferred.59  As 

observed in Equation 3, the difference in intensity between the polarizations (I║−I⟘) 

is normalized by the total intensity (IT=I║+2I⟘), making the anisotropy values 

independent of the total emission intensity.c  

𝑟 =
I
║

−I⟘

I
║

+2×I⟘
  Equation 3 

P =
I
║

−I⟘

I
║

+I⟘
            Equation 4 

𝑟 =
2×P

3−P
  ⟷  P =

3×𝑟

2+𝑟
           Equation 5 

Four polarized intensity measurements, IVV, IVH, IHV, IHH (V=vertical, 

H=horizontal; the first letter corresponds to the orientation of the excitation, and the 

second the emission polarizers), are necessary to calculate emission anisotropy.  The 

detector channel can have different sensitivity to the vertical and horizontal 

components of the polarized fluorescence emission, and this is also wavelength 

dependent.60  This difference can be corrected for each wavelength by using the G-

factor (Equation 6), which can be calculated by exciting the sample horizontally and 

detecting the emission at both vertical and horizontal polarizations (HV and HH).  

 
c
 Anisotropy is dimensionless, meaning that absolute anisotropy values obtained from different 

machines, and/or laboratories can be compared. 
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Thus, the horizontally polarized excitation is necessary to calculate the true anisotropy 

(Equation 7).22, 60  

G =
IHV

IHH
       Equation 6 

𝑟 =
IVV−G×IVH

IVV+2×G×IVH
 → 𝑟 =

I
║

−I⟘

I
║

+2×I⟘
; where I║ = IVV, and I⟘ = G × IVH Equation 7 

The G-factor is not the only correction necessary to recover the true anisotropy.  

Anisotropy depolarization can be caused by trivial reasons, such as light scattering 

(e.g. Rayleigh and Raman scattering), IFE, misalignment, and/or inefficiency of the 

polarizers.58  Although Rayleigh scattering and IFE are generally associated with 

experimental problems related to the optical condition of the experiment,50, 60, 61 

Rayleigh scatter can provide useful information about the sample.56, 57, 62, 63  Scattered 

light is highly polarized (r=1), and a small portion of scattered light can cause a 

significant change in anisotropy,54, 64 generally increasing the measured anisotropy 

value.  In the presence of IFE, the reabsorption of emitted photons means that 

anisotropy values will be reduced, even at low concentration.22, 54, 58, 64  While it is 

possible to correct the spectra for light scattering and IFE,  one must ensure the correct 

alignment of the polarizers, and to select the best polarizer for the wavelength range 

being used.57  

In the absence of depolarizing processes, maximum measured anisotropy (r0) 

range between −0.2 and 0.4,36, 45 but these values are reduced in biomolecules32, 58, 65 

due to rotational diffusion, FRET, and protein flexibility.  In non-viscous solutions 

molecules can freely rotate, and the orientation of the polarized emission is 

randomized, resulting in anisotropy values near to zero.22  Rotational diffusion can be 

reduced or eliminated using low temperatures, and/or high viscosities.  Changes in 

anisotropy due to depolarization can give information on the size and shape of 

molecules, and, mobility and microenvironment of fluorophores.22, 24, 58, 59, 66  For 

multifluorophore proteins like albumins, insulin, and IgG, anisotropy is not constant 

across the emission space, and can vary significantly.57, 67  This heterogeneity is due 

to the interlinked emission from all the fluorophores within protein structure, which 
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will change upon structural alteration.  Thus, changes in anisotropy can be used to 

measure protein denaturation, and aggregation.d     

1.4.2 Multidimensional fluorescence spectroscopy (MDF) 

 For the analysis of multifluorophore complex mixtures or proteins, MDF 

provides a convenient approach to extracting more information in comparison to 

conventional two-dimensional (2D) fluorescence spectroscopy.  The commonest MDF 

measurement methods are excitation-emission matrix (EEM)68 and total synchronous 

fluorescence spectroscopy (TSFS).69  Three-dimensional (3D) EEM and TSFS spectra 

provide a spectral signature of the multiple fluorophores presents in a protein or a 

complex multifluorophore sample.67, 70, 71       

1.4.2.1 Excitation-emission matrix (EEM) 

An EEM spectra is composed of several excitation and emission spectra, collected 

by keeping a fixed λex, and scanning the emission.  EEM data generally includes 

Rayleigh first (λex=λem) and second (λex=2×λem) order, which appear as multiple 

diagonal bands in the EEM spectra (Figure 1.7), and Raman light scattering.  Rayleigh 

scattering can be used to monitor particle formation, such as aggregation caused by 

physical and chemical stressors.72   

 

 

Figure 1.7: (Left) EEM and (right) TSFS contour plots of a rIgG measured at 20°C.  The first order Rayleigh 

scatter appears as a diagonal band in the EEM plot.  Visually, there is no Rayleigh scatter in the TSFS plot. 

 

 
d
 Protein aggregates are a cluster of multiple molecules, meaning that there is a significant increase in 

size, decreasing rotational rate, and increasing anisotropy. 
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1.4.2.2 Total synchronous fluorescence spectroscopy (TSFS) 

TSFS spectra are comprised of a series of synchronous fluorescence (SF) collected 

over a series of λex in a wavelength offset (Δλ), collected when the excitation and 

emission are changed at the same time with a constant delta (Figure 1.7).  This 

difference in data acquisition gives some advantages for TSFS over EEM: (i) the 

degree of Rayleigh scatter collected can be reduced at the collection point; (ii) TSFS 

has a more distinctive fluorescence signature.71 

The fact that Rayleigh scatter can be reduced during data collection for TSFS 

measurements requires much less, or no data pre-processing for light scattering 

removal in comparison with EEM.  Thus, TSFS measurements may preserve more 

spectral information from the emission blue edge, particularly the Tyr components.  

However, one must understand the TSFS data prior to any data analysis.  TSFS 

structure is intrinsically different from EEM (Figures 1.7/2.4) and requires precise pre-

processing steps before implementing curve resolution-based methods for their 

analysis.71  The only way of applying PARAFAC analysis for the IgG measured with 

TSFS is restructuring the TSFS into an EEM like layout (t-EEM) to generate the 

trilinearity71, 73-75 required.  This conversion is possible because the equations for 

fluorescence intensity spectroscopy are correlated,71, 73 where IEEM and ITSFS are the 

fluorescence intensity for the EEM (Equation 8), and TSFS (Equation 9) 

measurements, respectively, K is the instrumental factor constant, c is the fluorophore 

concentration, d is the cuvette pathlength, which is different for excitation and 

emission here, EX and EM are the excitation and emission profile, and λex and λem are 

the excitation and emission wavelength.  From the EEM and TSFS equations, it is 

possible to derivate Equation 10, which is used to rearrange the TSFS into t-EEM.   

𝐼𝐸𝐸𝑀(𝑐, 𝜆𝑒𝑥, 𝜆𝑒𝑚) = 𝐾𝑐𝑑𝐸𝑋(𝜆𝑒𝑥)𝐸𝑀(𝜆𝑒𝑚)       Equation 8 

           𝐼𝑇𝑆𝐹𝑆(𝑐, 𝜆𝑒𝑥, 𝛥𝜆) = 𝐾𝑐𝑑𝐸𝑋(𝜆𝑒𝑥)𝐸𝑀(𝜆𝑒𝑥 + 𝛥𝜆) Equation 9 

     𝐼𝐸𝐸𝑀(𝑐, 𝜆𝑒𝑥, 𝜆𝑒𝑚) = 𝐼𝑇𝑆𝐹𝑆(𝑐, 𝜆𝑒𝑥, 𝛥𝜆) → 𝜆𝑒𝑚 = 𝛥𝜆 + 𝜆𝑒𝑥 Equation 10 

1.4.3 Chemometrics 

The analysis of this multidimensional data requires the use of chemometric 

modelling techniques to accurately resolve contributions from different fluorophores 

in the protein.  Chemometrics combines mathematical and statistical tools to retrieve 
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chemical information,76-78 allowing one to extract relevant, and useful analytical 

information from complex MDF data.79, 80  For ARMES, multi-way decomposition 

methods, like multivariate curve resolution (MCR),81, 82 and parallel factor analysis 

(PARAFAC)83-85 are required to identify the spectral contribution of individual 

constituents.  These contributions can then be associated with specific fluorophore 

emission. 

Previously, it was showed that ARMES of Human Serum Albumin (HSA) using 

MCR modelling yielded multiple components,86 however these studies used thin film 

polarizers (TFP), with no transmission below 300 nm, which affected the TSFS data 

structure.  Further developments of ARMES used dual wire grid polarizers (dWGP) 

to enable short (<300 nm) wavelength excitation.87  Validation measurements using 

dWGP have shown that one can accurately recover individual fluorophore emission in 

the absence of IFE, and FRET.88  These early studies also undertook chemometric 

(MCR) analysis on all four polarization measurements (VV, VH, HV, and HH), 

mainly in an effort to confirm that the chemometric modelling was robust.87, 89  The 

use of MCR in the initial development of ARMES was justified by the use of TSFS 

measurements.  As the TSFS data lacks the trilinearity required for PARAFAC 

analysis, MCR was the selected multi-way decomposition method.1, 2  However, 

further development of ARMES using dWGP and TSFS measurements showed that 

the resolution of meaningful components by MCR was not possible,57 and the 

trilinearity intrinsic to the EEM measurements90 was required to enable the use of 

MCR.  The best MCR models resolved for the EEM data were obtained using trilinear 

constraints,88 which can only be applied when no IFE and FRET are present.  While it 

is possible to correct for IFE, FRET is an intrinsic part of the protein signal, and it is 

not possible to correct for FRET.  As FRET is present in complex proteins, it was clear 

that the use of PARAFAC should be preferred over MCR.62  Here, the full 

understanding of the TSFS data allowed the use of PARAFAC for the IgG measured 

with both EEM, and TSFS techniques.91, 92    

PARAFAC is one of the most popular curve resolution methods79 that requires 

the three-way array data (X) to be trilinear in nature. PARAFAC (Equation 11)83  is a 

trilinear model method with two independent sets of variables (excitation and emission 

profiles), and one variable dependent on both spectral profiles.79, 83, 85  The PARAFAC 

model of a three-dimensional array is given by three loading matrices, A (samples), B 
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(λem), and C (λex) with elements aif, bjf, and ckf, where i = 1, …,I; j = 1, …J; k = 1, …,K; 

and F is the number of components. The sum of squares of residuals in the model (E), 

eijk, is minimized by the trilinear model.   

𝑥𝑖𝑗𝑘 = ∑ 𝑎𝑖𝑗𝑏𝑗𝑓𝑐𝑘𝑓 + 𝑒𝑖𝑗𝑘
𝐹
𝑓=1  Equation 11 

EEM three-way array data generally fulfil this trilinearity requirement.  Still, the 

presence of a diagonal Rayleigh and Raman scatter adversely affect PARAFAC 

analysis. Rayleigh and Raman scattering are non-trilinear data, and these diagonal 

signals must be eliminated (or at least reduced) by the data pre-processing.71, 85  In 

contrast, TSFS three-way arrays are not trilinear because the offset (Δλ) and excitation 

modes are not independent.  Consequently, it would not be possible to apply a trilinear 

decomposition, such as PARAFAC, to TSFS data, unless pre-processed to give the 

trilinearity required.  Converting the TSFS into EEM three-way layout (Equation 10), 

allowed the use of PARAFAC decompositions of the multifluorophore protein 

solution.   

Before any chemometric method can be applied, the data must be pre-processed to 

correct for systematic bias in the dataset (e.g. instrumental factor, IFE, and G-factor 

corrections), remove signals unrelated to protein fluorescence (Rayleigh and Raman 

scattering), and normalize the datasets to remove large differences in intensity between 

samples.53, 60, 61, 85     

Every instrument is different, and various aspects (e.g. lamp, PMT voltage) can 

affect spectral shape, and fluorophore maximum peaks,22, 53, 61 meaning that the 

excitation and emission fingerprint of a sample will vary between instruments.  Thus, 

one cannot compare its results with literature absolute values, unless appropriate 

excitation and emission instrumental correction (Section 2.4.1) are applied to the 

spectra.  One must correct for instrumental factor to guarantee that any changes 

observed in the spectrum are related to the sample, not to the instrument.  The spectral 

shift caused by the instrument itself can affect the analysis of stressed proteins based 

on changes in Trp classes.  The literature is clear about the fluorescence emission for 

different Trp classes,35, 93 making the instrumental correction a critical factor here.  

Thus, if Trp emission is not correct for instrumental factor, a ~10 nm red shift could 

indicate that the Trp is fully exposed to the solvent (λem=350−353 nm), meaning that 
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the protein was completely unfold, while it was actually only partially exposed to the 

solvent (λem=340−342 nm).   

IFE correction was critical here for accurate PARAFAC resolution and anisotropy 

calculations because the fluorescence intensity obtained with polarized measurements 

were much weaker than normal, unpolarized MDF measurements.86  Rayleigh and 

Raman scattering22 are non-trilinear, and should not be present in the data for 

PARAFAC analysis71, 85 of multifluorophore mixtures like proteins.  Thus, Rayleigh 

and Raman scattering must be removed, or at least attenuated, from the data prior to 

undertaking PARAFAC analysis on the emission component of the measurement.   

1.5 Outline of the thesis 

Chapter 2 describes the general methods used for sample preparation, data 

collection, and how the data had to be handled to enable the use of PARAFAC analysis 

for monitoring protein structure and stability.  The pre-processing steps that were 

common for the data collected with the different pMDF measurements are explained 

in Chapter 2.  The steps that were exclusively applied for either pEEM or pTSFS 

measurements are described in Chapters 3, 4, and 5.   

The photophysical characterization of the rIgG in its native state (15−35°C) was 

measured with pEEM (Chapter 3) and pTSFS (Chapter 4).  Chapter 3 shows the first 

attempt to use a combination of pEEM measurements and PARAFAC analysis for the 

photophysical characterization of an IgG type protein in solution.  The main challenge 

in this chapter was to solve the issues related to the data to enable a trustworthy 

resolution.  Even though several methods were applied, the main outcome was that we 

could characterize IgG structure in its native state, but we could not discriminate 

different fluorophore populations as previously described using ARMES.  For the 

pEEM data, it was clear that the Rayleigh scattering was having a major impact on 

PARAFAC analysis when there were no significant structural changes.  

To try to reduce Rayleigh scatter influence, the pMDF method was changed.  

Chapter 4 uses pTSFS for the photophysical characterization of IgG to see if this could 

improve PARAFAC resolution.  However, TSFS has a different data structure, which 

had to be accounted for before PARAFAC analysis.  Thus, the pTSFS data were 

handled to match the pEEM data structure, allowing a careful comparison of 
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chemometric resolution of both pEEM and pTSFS data.  The reduction of Rayleigh 

scatter influence improved PARAFAC resolution, with two components (Trp and Tyr) 

being resolved for the pTSFS data.  This was the first time that Tyr and Trp 

fluorophores were resolved from IgG data measured with MDF techniques, indicating 

that the use of pTSFS was more suitable for the analysis of small structural changes. 

Chapter 5 shows that once the IgG native state was understood, it was possible to 

use pMDF/PARAFAC to monitor protein structure, stability, and aggregation for the 

first time.  Even though the use of pTSFS was superior in comparison with pEEM for 

the analysis of subtle structural changes, the use of pEEM is still preferred over pTSFS 

when significant structural changes are present.  Large structural changes can be 

followed or accompanied by changes in particle size and aggregation, which can be 

extracted from the Rayleigh scatter.  Rayleigh scatter and protein spectral information 

can be collected simultaneously with pEEM measurements, enabling the analysis of 

protein structural stability, changes in particle size, and aggregation with a single 

measurement.  PARAFAC analysis of thermally stressed (20−70°C) IgG solutions 

showed that it was possible to discriminate the native from the non-native protein 

structure.      
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 Materials and Methods 

This chapter describes the materials, sample preparations, instruments, and 

collection parameters used for the experiments presented in this thesis.  The pre-

processing steps and data analysis that were common to all the experiments are also 

described here.   

2.1  Materials 

Polyclonal IgG from rabbit serum (≥95% essentially salt-free, lyophilized powder) 

were purchased from Sigma-Aldrich (lot #SLBM2617V) and used without further 

purification.  High-performance liquid chromatography-size exclusion (HPLC-SEC) 

analysis of the rabbit IgG (rIgG) used here showed a monomer content of ~80±1%.e  

Sodium phosphate monobasic, sodium phosphate dibasic heptahydrate, and sodium 

chloride were used to prepare a 0.01 M Phosphate 0.150 M saline buffer (PBS) at pH 

6.5±0.1 in high purity water (HPW).  HPW was purchased from Honeywell (HPLC 

grade), all the other materials were purchased from Sigma-Aldrich and used as 

received.  Isopropanol and HPW were used to clean up the working space, glassware, 

and cuvettes.  Cuvettes were cleaned up with a 2% HellmanexTM III (Hellma 

Analytics) solution at the end of each experiment set. 

2.2 Instrumentation and parameters for data collection 

UV-visible absorbance spectra (200−800 nm) were collected using a Cary 60 UV-

vis spectrophotometer (Agilent, product No. G6860A, serial #MY14090017) and a 

temperature controller single-cell holder Peltier accessory (Agilent, product No. SPV 

1X0, serial #1411216) at a scan rate of 1200 nm min−1.  All spectroscopic 

measurements were carried out using 10×2 mm pathlength quartz cuvettes (Lightpath 

Optical, UK).  Absorbance spectra were collected with a 2 mm pathlength; for the 

MDF measurements, samples were excited along the short axis (2 mm), and emission 

collected from the long axis (10 mm) to reduce IFE.94   

 
e
 HPLC-SEC of the rIgG was collected (22/08/2018) and analysed by Ana Luiza de Faria e Silva.  Data 

collected after one freeze-thaw cycle.  No HPLC-SEC was collected for the freshly prepared rIgG 

solutions.   
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EEM, TSFS, and ARMES, were performed using a Cary Eclipse fluorimeter 

(Agilent, product No. G9800A, serial #MY15350008) fitted with bespoke dual wire 

grid polarizers (dWGPf),57, 88 and a temperature-regulated multi-cell holder (Agilent, 

product No. G9844A, serial #MY15290007).  A validation of the Cary Eclipse was 

performed at the beginning of each set of experiments.g  The Cary Eclipse used here 

(serial #MY15350008) passed in all validation parameters every time it was tested.    

Polarized EEM (pEEM) data were collected over an excitation and emission range 

of λex=240−320 nm and λem=260−450 nm using 2 nm step increments.  Polarized 

TSFS (pTSFS) spectra were collected over an excitation range of λex=240−320 nm 

and Δλ interval of 20−210 nm at 2 nm step increments in each case.  Slit width of 

excitation and emission monochromators were 10 nm, scan rate 1200 nm min−1, and 

the photomultiplier tube (PMT) detector voltage was set to 650 V.  It took ~8−10 

minutes to collect each polarized spectrum (pEEM and pTSFS, respectively). 

All samples were measured with four different polarizer settings: VH (vertical-

horizontal), VV (vertical-vertical), HH (horizontal-horizontal), and HV (horizontal-

vertical).  The anisotropy at each emission wavelength was calculated using the 

standard anisotropy formula,22 which was then used to construct the corresponding 

aniso-MDF maps.   

2.3 Sample preparation and data collection 

PBS (0.01 M Phosphate 0.150 M saline pH 6.5±0.1) was prepared adding ~0.072 

g of sodium phosphate monobasic, ~0.0804 g of sodium phosphate dibasic 

heptahydrate, and ~0.781 g of sodium chloride in a 100 mL Fisherbrand amber 

volumetric flask, which was filled to 100 mL with HPW.  PBS solutions were shaken 

20 times, sealed with parafilm, and stored at 4−8°C.  The same PBS solution was used 

to prepare the replicate samples of each designed experiment, avoiding small 

variations in buffer composition.  The HPW was not sterilized, PBS buffer was 

membrane filtered (0.2 µm) using polyethersulfone (PES) Captiva Premium Syringe 

 
f
 Composed of two Ultra broadband WGP (ThorLabs, 25 mm, product No. WP25M-UB). 

g
 A software called ‘validate’ was used for this purpose to check some parameters, such as: (i) the 

accuracy and reproducibility of excitation and emission wavelengths using a Xenon lamp; (ii) the 

excitation and emission spectral bandwidth accuracy (Xenon lamp); (iii) the accuracy of 0% 

transmittance for Rayleigh scatter and Raman band using a certified water standard (Starna, 3Q-10-

Water); (iv) the lack of stray light (ground silica diffuser); and (v) Raman water sensitivity at excitation 

350 and 500 nm, to make sure that the SNR was bigger than the tolerance for Raman water band.   
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filters (Agilent) fitted in 20 mL syringes (BD PlastikTM) immediately before being 

used for rIgG sample preparation.  An aliquot of PBS was used to collect blank pEEM 

and pTSFS spectra (10 replicate measurements) to calculate the Limit of reporting 

(LOR) used for IFE correction (Section 2.4.3). 

All rIgG sample preparation was carried out in a laminar flow hood (LFH) using 

aseptic techniques, and membrane filtered (0.2 µm) using PES Captiva Premium 

Syringe filters (Agilent) with 20 mL syringes (BD PlastikTM), to minimize 

contamination.  The rIgG powder is not very dense, and is sensitive to static electricity, 

making it hard to recover it from the vial.  The first rIgG solution was prepared in a 

volumetric flask (Fisherbrand amber, 10 mL), but foam formation was a real problem, 

requiring ~40 minutes for the foam to dissipate.  Thus, rIgG solutions were prepared 

in its original vial, adding 10 mL of PBS to the vial to minimize sample manipulation 

and foam formation.  The vial was closed with its own cap, shaken 30 times with figure 

“8” movements (on the bench in the LFH).  Still, there was some minor foaming, 

which was reduced after ~10 minutes.  Sometimes the rIgG powder was spread over 

the vial walls, if this was seen, then the vial would be gently manipulated to try to get 

all the powder into solution.  For the final filtration step, the 20 mL syringe was first 

filled with 1 mL of air and then filled with the rIgG solution (using a metal needle), 

and an extra mL of air.  The last steps were to attach the filter to the syringe and to 

apply pressure, filtering the solution to a becker, which was immediately covered with 

aluminium foil.       

Freshly prepared rIgG solutions were either pipetted (Eppendorf ep Dualfilter 

T.I.P.S.® LoRetention) into 10×2 mm pathlength quartz cuvettes (Lightpath Optical, 

UK) or aliquot (750 μL) into 1.5 mL Protein LoBind Tubes (Eppendorf) for storage 

(−70°C) prior to use.  Eppendorf ep Dualfilter T.I.P.S.® LoRetention® and LoBind® 

Tubes were sterile and kept in the LFH once the box was opened to avoid 

contamination.  Non-sterile Eppendorf epT.I.P.S.® LoRetention® were used to recover 

the defrosted aliquots from the Protein LoBind® Tubes to the quartz cuvettes outside 

the LFH immediately before measurement.  The same cuvette was used for each set 

of experiments to reduce variations that could have been caused by the cuvette itself.  

Also, the cuvette was always positioned in same cuvette holder (#1) to avoid variations 

that may arise from the use of a different position in the multi-cell holder.    
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2.3.1 Sample preparation for native state characterization and to monitor 

structural stability and aggregation of rIgG under thermal stress 

The sample preparation was carried out in triplicate.  Three different vials of rIgG 

(10.3 mg), with the same lot number (#SLBM2617V), were reconstituted with 10 mL 

of PBS buffer and membrane filtered, yielding three freshly prepared solutions with 

concentrationsh of: R1=1.3 mg mL−1, R2=0.9 mg mL−1, and R3=1.2 mg mL−1 (Table 

2.1).  Freshly prepared rIgGi (1.1±0.2 mg mL−1) were measured (pEEM) over a 

temperature range of 20−75°C (5°C increments), and again after cooling down to 20°C 

(13 different temperatures), with 5 minutes equilibration time between each 

temperature.  No pTSFS measurements were made on freshly prepared samples.     

 

Table 2.1: The rIgG solutions were prepared from the same lot number, but from three different vials (R1, R2, and 

R3), and stored at −70°C.  Freshly prepared samples were used for the thermal stress experiment, and samples with 

one freeze-thaw (FT) cycle were used for the native state experiments.  The UV-vis absorbance at 280 and 350 nm 

measured for the rIgG solutions (buffer subtracted) were used to calculate protein concentration,95, 96 and 

aggregation index99, 100 (𝑨𝑰% = (
𝑨𝟑𝟓𝟎

𝑨𝟐𝟖𝟎−𝑨𝟑𝟓𝟎
) × 𝟏𝟎𝟎) at 20°C. 

 

EEM 

Thermal stress 

TSFS 

Native state 

EEM 

Native State 

R1 R2 R3 R1 R2 R3 R1 R2 R3 

Lot number #SLBM2617V #SLBM2617V #SLBM2617V 

Sample preparation 07/04/17 12/04/17 21/04/17 07/04/17 12/04/17 21/04/17 07/04/17 12/04/17 21/04/17 

Measurement date 07/04/17 12/04/17 21/04/17 27/06/17 04/07/17 11/07/17 14/07/17 18/07/17 21/07/17 

UV-vis 

@280 nm 
0.3749 0.2452 0.3374 0.3668 0.2449 0.3350 0.3713 0.2453 0.3393 

UV-vis 

@350 nm 
0.0025 0.0009 0.0021 0.0049 0.0048 0.0062 0.0047 0.0049 0.0076 

Sample concentration 

(mg mL−1) 
1.3 0.9 1.2 1.3 0.9 1.2 1.3 0.9 1.2 

Aggregation 

index (%) 
0.7 0.4 0.6 1.4 2.0 1.9 1.3 2.0 2.3 

 

For the native state characterization, rIgG samples were slowly defrosted overnight 

at 4−8°C, taking care to ensure that there were no ice crystals present before 

transferring into the cuvettes.  Protein concentration in solution was not changed by 

the defrosting processj (Table 2.1).  Native state rIgG was measured (pEEM and 

 
h
 Protein concentration was calculated from the absorbance spectra at 280 nm95 (𝐶 =

𝐴280

𝐸280
1𝑚𝑔/𝑚𝐿

×𝑙
) where 

E is the absorption extinction coefficient, 𝐸280
1𝑚𝑔/𝑚𝐿

= 1.4 for the rIgG,96 and l is the cuvette pathlength 

(0.2 cm).  Absorbance spectra were collected at 20°C (Figure A-1).   
i
 Freshly prepared rIgG solutions were immediately thermally stressed, avoiding any structural changes 

that could have been caused by the freeze-thaw cycle.  Various factors affect protein structure/particle 

size during freeze and thaw procedures, such as the speed of freeze and thaw, which would be 

influenced by the position/number of samples stored in the freezer.43, 97, 98     
j
 The freeze-thaw process did not cause a change in protein concentration, meaning that the use of 

LoBind tubes was effective to avoid protein loss.  However, there was a clear increase in insoluble 
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pTSFS) at 11 different temperatures (10°, 15°, 17°, 20°, 23°, 25°, 27°, 30°, 33°, 35°C, 

and cooled down to 10°C), with 5 minutes equilibration time between measurements.  

The measurements undertaken at 10°C were compromised by condensation on the 

external walls of the cuvettek and were not used for further data analysis.  The thermal 

fluctuation induced by the 15−35°C temperature range should be enough to cause 

simple structural fluctuation, without changing rIgG native state conformation.  This 

structural fluctuations were likely to be caused by changes in local motion and 

flexibility,101, 102 which would be mainly reflected in a change in Tyr-to-Trp FRET 

efficiency, leading to spectral changes.   

Initial studies in the development of ARMES57, 88 showed that the accurate 

removal of Rayleigh scatter from the pEEM made this a more efficient measurement 

mode for ARMES in comparison with pTSFS.  Thus, pEEM was the best option to 

collect data regards structural changes and aggregation profile at the same time.  

However, after the analysis of the rIgG native state measured with pEEM and pTSFS 

we could conclude that pTSFS was indeed a better option for extracting information 

regards small structural changes (Chapter 4).  Still, the thermal stress experiments 

were not repeated with pTSFS because it was latter shown (Chapter 5) that there was 

no real advantage in collecting/analysing a full pMDF spectrum over a simpler 2D 

spectral analysis.     

2.4 Data analysis and chemometric methods 

Data analysis was performed using the PLS_Toolbox ver. 8.2.1 (Eigenvector 

Research Inc.), MATLAB ver. 9.1.0 (The MathWorks Inc.), and in-house written 

codes (FluorS).  MDF data had to first be pre-processed to make the data suitable for 

data analysis.   

 
aggregates (as calculated by the AI).  UV-vis analysis of the defrosted rIgG (Figure A-1A) showed 

changes in the non-absorbing region of the absorbance spectra (>320nm), indicating increased particle 

size, and aggregation. 
k
 The room temperature of ~18/20°C was enough to create a condensation in the external walls of the 

cuvette during equilibration time.  In addition, the need to open the machine to manually change the 

polarizers made it impossible to control the condensation on the external walls of the cuvette.  Once the 

temperature was increased to 15°C, the difference between experimental and room temperature was not 

enough to cause the same phenomenon.      
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2.4.1 Instrumental correction 

The emission correction factor was calculated as previously described103 using a 

Spectral Fluorescence Standard Kit (Sigma, product No. 69336), certified by the 

Federal Institute for Material Research and Testing (BAM, Germany).  Excitation 

correction factor was calculated with a concentrated solution of Rhodamine B sealed 

in a triangular cell (Agilent, part No. 6610021700).  EEM data were collected over an 

excitation and emission range of λex=200−600 nm (Rhodamine B), and λem=300−770 

nm (Table A-1) using 1 nm step increments.  Slit width of excitation and emission 

monochromators were 10 nm, scan rate 120 nm min−1, integration time 0.5 s, and the 

PMT voltage was set to 510 V for the 10 replicate measurements of Rhodamine B.  

For the 10 replicate measurements of the Spectral Fluorescence Standard kit, slit width 

of excitation and emission monochromators were 5 nm, scan rate 120 nm min−1, 

integration time 0.5 s, and the PMT voltage was set to 590 V.  The correspondent 

blank (ethanol) was measured 10 times.  Due to the restriction in emission wavelength 

that the dyes provided in the kit could be measured (300−770 nm), the pEEM emission 

spectra had to be reduced to λem=302−450 nm for the instrumental factor correction to 

be applied.  The excitation and emission instrumental factor correction (Figure 2.1) 

was only implemented after the pEEM91 and pTSFS92 rIgG native statel were already 

published, and these papers did not include a correction for instrumental response.  

 

 
l
 There were no changes in Trp classes for rIgG in its native state (Table A-2).  Thus, once we were not 

comparing emission from different Trp classes with those describe in the literature, instrument 

correction was not trivial for the analysis of the native state.    
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Figure 2.1: (A−C) Instrumental correction factor calculated from the non-polarized EEM spectra for the Cary 

Eclipse used here.  Normalized pre-processed (D−F) pEEM║ and (G−I) pEEM⟘ spectra for the rIgG measured at 

20°C (red spectra) before, and (black spectra) after instrumental factor correction.  Instrumental correction was 

used to correct spectral shape. 

 

2.4.2 G-factor correction 

MDFHV and MDFHH measurements were only collected to calculate the G-factor 

(G=IHV/IHH).  G-factor was calculated with the raw60 polarized MDFHV and MDFHH 

spectra,m which was then denoisedn using a one component PARAFAC model.o  These 

G-factors without noise were used to correct the raw MDFVH spectra into the 

perpendicular MDF⟘ spectra (Figure 2.2).91  The MDFVV spectra did not require any 

 
m

 For the EEM and TSFS rIgG native state data, G-factor was calculated for the full emission space 

(Figure 2.2).  However, for the EEM thermally stressed rIgG, the G-factor was calculated from the 

instrumental factor corrected EEMHV and EEMHH, with λem=302−450 nm, and used to correct the 

instrumental factor corrected EEMVH. 
n
 The use of a Savitzky-Golay smoothing function was not able to adequately remove noise from the 

MDFHV and MDFHH spectra prior to G-factor calculation.  An alternative would be to use the average 

of multiple pMDF spectra to remove noise, however, the time necessary to collect the data made this 

approach prohibitive.  Thus, the best alternative was to use PARAFAC modelling to denoise the 

calculated G-factor.      
o
 TSFS G-factor was arranged into t-EEM to allow the use of PARAFAC for denoising purposes.  After 

that, the denoised t-EEM G-factor was re-transformed into TSFS. 
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G-factor correction and are known as the parallel MDF║ spectra.  Normal unpolarized 

MDF spectra were not collected, but calculated from the polarized spectra and defined 

as total unpolarized MDFT spectra (MDFT=MDF║+2MDF⟘).60   

 

 

Figure 2.2: (Left) Raw EEMVH spectra of rIgG at 20°C, G-factor correction plots for EEM and the resulting G-

factor corrected perpendicular polarization, pEEM⟘.  (Right) Raw TSFSVH spectra of rIgG at 20°C, G-factor 

correction plots for TSFS spectra, and the resulting G-factor corrected perpendicular polarization, pTSFS⟘. 

 

The TSFS G-factor was converted into a t-EEM layout to enable a comparison 

between EEM and TSFS G-factors.  Figure 2.3 shows the G-factor calculated for the 
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EEM (red spectra) and TSFS, either calculated as TSFS data and subsequently 

converted into t-EEM (black spectra), or first converted into t-EEM before the G-

factor was calculated (dashed blue spectra).  There are some variations at λem<340 nm, 

which were caused by structural differences between EEM and TSFS data.   

 

 

Figure 2.3: Comparison of the EEM (red) and t-EEM (black) G-factor for the rIgG measured at 20ºC calculated 

with the raw EEM/TSFSHV, and EEM/TSFSHH datasets.  Alternatively, t-EEM G-factor was calculated with the t-

EEMHV and t-EEMHH (dashed blue spectrum) to have the full emission space G-factor. 

 

2.4.3 Inner filter effect (IFE) correction 

The use of 2 mm excitation pathlength cuvettes reduced IFE,94 however, there is 

still some IFE occurring due to the high optical density at 280 nm (A280=0.32±0.05, 2 

mm pathlength) of the ~1.0 mg mL−1 rIgG solutions (Table 2.1).  IFE is much more 

significant in the analysis of pMDF data because of the reduced fluorescence intensity 

derived from the use of polarizers.1  The IFE correction was performed according to 

the absorbance-based approach (ABA).22  The ABA method uses the measured 

absorbance (Aλ) at each pair of excitation (λex) and emission (λem) wavelengths to 

convert the observed fluorescence intensity (Fobs) into the corrected fluorescence 

intensity (Fcorr), as Equation 12.  

𝐹𝜆𝑒𝑥,𝜆𝑒𝑚
𝑐𝑜𝑟𝑟 = 𝐹𝜆𝑒𝑥,𝜆𝑒𝑚

𝑜𝑏𝑠 × 10(
𝐴𝜆𝑒𝑥+𝐴𝜆𝑒𝑚

2
)
  ; if  𝐹𝜆𝑒𝑥,𝜆𝑒𝑚

𝑜𝑏𝑠 > 𝐿𝑂𝑅 𝐹𝜆𝑒𝑚,𝜆𝑒𝑥 Equation 12 

𝐿𝑂𝑅 𝐹𝜆𝑒𝑚,𝜆𝑒𝑥 = 𝐹𝑏𝑙𝑎𝑛𝑘(𝜆𝑒𝑚,𝜆𝑒𝑥) + 10 × 𝑆𝐷(𝐹𝑏𝑙𝑎𝑛𝑘(𝜆𝑒𝑚,𝜆𝑒𝑥)) Equation 13 

IFE correction was limited to the spectral coordinates which had fluorescence 

intensities that were above the limit of reporting (LOR, Equation 13).50  LOR is the 

minimum amount of analyte that could be quantified.  The LOR at each λem/λex 

coordinate was calculated for each polarized measurement from the standard deviation 
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of 10 blank (PBS buffer) replicate measurements for each polarization mode for the 

EEM and TSFS techniques (Figure A-2).     

2.4.4 Multi-way decomposition 

The first challenge was to select a single multi-way decomposition method that 

could be applied to both pEEM and pTSFS data.  TSFS structure is intrinsically 

different from EEM and requires proper understanding before subjecting them to 

chemometric methods.71  For EEM, the shape of each fluorophore in one spectral mode 

should be invariant to changes in another spectral modep (Figure 2.4C−F), making the 

EEM data trilinear.  However, it varies for TSFS (Figure 2.4A/B), which behaves as a 

non-bilinear matrix.q  TSFS lack of trilinearity can be easily solved73 by representing 

the TSFS data into an EEM like layout (t-EEM, where λem=λex+Δλ).71, 74   

EEM three-way arrays can be decomposed using either bilinear or trilinear methods 

such as MCR104 or PARAFAC,85 respectively.  PARAFAC is one of the most popular 

curve resolution methods79 that requires the three-way array data to be trilinear in 

nature.  Ideal EEM three-way array data generally fulfil this trilinearity requirement, 

however, for real-world data, this could be affected by Rayleigh and Raman scatter, 

IFE, and interaction between fluorophores.83  Non-trilinearity caused by Rayleigh and 

Raman scatter, and IFE can be corrected, however, deviations generated by interacting 

fluorophores cannot be corrected in complex proteinsr (Figure 2.4E).  MCR has more 

flexibility in terms of modelling, and offers the advantage to switch between bilinear, 

partial trilinear, and fully trilinear models.88  However, bilinear methods could have 

rotational ambiguities that are intrinsically associated with MCR resolution.71, 74, 81, 82, 

104, 105  In addition, the use of different constraints and augmentation modes can yield 

different MCR-ALS solutions from the correct solution.82, 88   

 

 
p
 In an ideal case, where the fluorophores do not interact with each other,68, 85 for the EEM, every slice 

of the spectra has a different intensity, but the same shape.  For the complex rIgG proteins, where 

multiple fluorophores interact, the shape of the emission spectrum changes (Figure 2.4E) when we 

excite both Tyr and Trp fluorophores (λex≤290 nm), or selectively excite only Trp fluorophores (λex>290 

nm), breaking the trilinearity and variability required for PARAFAC analysis.   
q
 For the TSFS, every slice of the spectra has a different intensity and shape (Figure 2.4A/B). 

r
 In addition, the fluorophores interacting in a FRET process break the variability requirement, making 

it very difficult, or even impossible, to resolve individual fluorophores with PARAFAC analysis.   
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Figure 2.4: Blank subtracted emission spectra of rIgG at 20°C at different λex (270, 280, 290 and 300 nm) collected 

with (A) pTSFS║, and (C) pEEM║.  Excitation spectra collected at different (B) Δλ (60, 70, 90, and 100 nm), and 

(D) λem (300, 310, 330, and 340 nm).  (A/B) For the pTSFS║ data, every slice of the spectra has a different shape 

and intensity.  (C/D) For the pEEM║ data, every slice of the spectra has a different intensity.  (E/F) Normalized 

pEEM║ shows that the shape remains intact for λex<300 nm (Tyr + Trp emission spectra) and λem>300 nm (Tyr + 

Trp excitation spectra).  Emission spectra show a change in shape for λex>290 nm (Trp emission spectrum).   

 

Three-way TSFS data could be directly decomposed by bilinear methods like 

multivariate curve resolution alternating least square (MCR-ALS),71, 74, 81, 82, 88, 104, 105 

allowing the resolution of each fluorophore, if proper data augmentation is performed 

and suitable designed sample sets are used.106, 107  However, correct MCR-ALS 

decomposition of three-way TSFS data is also dependent on the relative intensity, and 

degree of spectral overlap between fluorophores.106  If the intrinsic protein emission 

has a significant overlap between fluorophores, as it is the case for rIgG, the only way 

of applying MCR-ALS decomposition is if the experimental design introduces 

variability that could break these dependencies.74, 104  Generally, this would not be 

suitable or practical and the trilinearity required for PARAFAC might help when 

analysing the highly overlapped emission of rIgG.  Consequently, TSFS data must be 
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restructured into t-EEM to generate the trilinearity required for PARAFAC analysis, 

which may resolve Tyr/Trp spectral overlap in a better way than TSFS/MCR.75  Also, 

because TSFS measurements minimize the collection of Rayleigh scattered light,71, 108 

it is less likely that residual Rayleigh scatters would affect data trilinearity once this 

data is transformed into t-EEM,73 which could improve PARAFAC model in 

comparison with the EEM data.  Thus, PARAFAC models of TSFS data can be 

directly compared with those obtained of similar EEM data, to unambiguously 

determine which measurement method is more suitable for IgG analysis.  

Here, we selected PARAFAC as our multi-way decomposition method because of 

the uniqueness of the solutions in comparison with MCR.  However, to guarantee that 

PARAFAC solutions are unique, pEEM/TSFS data must be pre-processed to remove 

or, at least, to reduce any deviations from trilinearity.84, 85, 107 

2.4.5 Data pre-processing for PARAFAC analysis 

The best pre-processing methods are those which accurately remove interferent 

signals (Rayleigh and Raman scatter), correct for systematic bias (instrumental factor, 

G-factor, and IFE), and leave the analyte signal intact, leading to a trustworthy answer.  

The number, sequence, and steps used to pre-process a dataset depend on the data 

itself, and it could be critical for PARAFAC analysis.84, 85, 109, 110  Data pre-processing 

has to be implemented with caution and good knowledge of the effects of each step.  

Improper pre-processing results in spectral distortions, yielding incorrect data.  

Chemometric analysis of this incorrect data will lead to misleading results.  Thus, the 

pre-processing steps had to be adapted to the pEEM and pTSFS rIgG datasets (Figure 

2.5), and multiple methods and combinations were evaluated (Figures 3.1/4.1/5.1) for 

the specific issues associated with rIgG emission.91, 92  Data pre-processing was 

selected to optimize PARAFAC resolution, more details about this selection will be 

provided in the next chapters.   

 
s
 Depending on the offset, slit width, and the amount of residual scattered light, there can be appreciable 

amounts of residual scattered light. 
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Figure 2.5: Schematic of the selected pre-processing steps applied to (left) pEEM rIgG native state, (middle) 

pTSFS rIgG native state, and (right) pEEM thermally stressed rIgG.  Pre-processing steps for the thermally stressed 

rIgG had to be modified to optimize instrumental factor correction.  Selected emission range for the rIgG native 

state was 296−450 nm, and 302−450 nm for the thermally stressed rIgG.  NaN = missing data, 0 = filled with zeros.   

 

Prior to data analysis, pEEM and pTSFS datasets were pre-processed to reduce 

IFE, and minimize the effects of Rayleigh and/or Raman scattering.  While 

mathematical procedures had to be applied to remove Rayleigh scatter from the pEEM 

data,57, 109-111 Rayleigh scatter is minimized during TSFS measurements by appropriate 

wavelength offset selection (>10 nm).52, 54  The use of Δλ≥20 nm reduced the 

collection of Rayleigh scatter, and Raman bands were the main source of scattered 

light.22  However, it is not possible to ensure that the Rayleigh scatter was completely 

removed during pTSFS measurement, and some light scatter will be present (Chapter 

4) due to the use of quite wide slit widths (10 nm)t coupled with short Stokes shifted 

emission for λex<300 nm.  If the sample solution contains particles, then this will 

 
t
 Reducing the slit widths improves the efficiency at Rayleigh scatter removal.  However, the use of a 

Cary Eclipse combined with polarizers meant that we could not reduce the slit widths used here, as it 

would reduce fluorescence intensity, degrading SNR.  Thus, one would have to slow scan speed, and 

increase PMT voltage to compensate.    
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increase further due to Mie and Tyndall scattering.  Some of the common pre-

processing steps (Figure 2.5) were interpolation and Savitzky-Golay smoothing using 

a second-order polynomial with a 15-point window size112 to reduce unwanted noise.  

While smoothing here facilitates PARAFAC analysis, a better approach would have 

been to average spectra, and use more samples.u   

The pre-processed pMDF spectra were used to calculate the corresponding 

anisotropy (r) at each λex/λem coordinate (Equation 14).60  This was then used to 

generate a multidimensional data matrix (λex × λem × r) over the full emission space 

(aniso-MDF map).  Aniso-MDF maps are inherently noisier than the source MDF data, 

and a 10% threshold had to be used to reduce noise influence.  In addition, aniso-MDF 

maps have intrinsically more errors than the MDF measurement, because it is 

calculated from multiple data (MDFVV, MDFVH, MDFHV, and MDFHH).2, 3, 57, 88    

�̅�(𝜆𝑒𝑥,𝜆𝑒𝑚) =
𝑀𝐷𝐹

║(𝜆𝑒𝑥,𝜆𝑒𝑚)−𝑀𝐷𝐹⟘(𝜆𝑒𝑥,𝜆𝑒𝑚)

𝑀𝐷𝐹
║(𝜆𝑒𝑥,𝜆𝑒𝑚)+2×𝑀𝐷𝐹⟘(𝜆𝑒𝑥,𝜆𝑒𝑚) 

  Equation 14 

The final pre-processing step before PARAFAC analysis was normalization (by 

peak maximum),83 to remove variances related with small concentration differences 

between the replicate samples, and day-to-day measurements.  The normalization step 

focused PARAFAC resolution on real spectral changes, instead of the simple changes 

in signal magnitude, facilitating the resolution of the weaker fluorophore 

contributions.   

For PARAFAC analysis, the number of components was selected based on several 

criteria: the CORe CONsistency DIAgnostic test (CONCORDIA, Equation 15),83, 113 

on how much of variance was explained by the model, and visual inspection of the 

recovered spectral profiles and residuals.  Validation of spectral deconvolution results 

were performed using split-half analysis.83-85  PARAFAC analysis was applied with 

non-negative constraints for all modes (sample, λem, λex) using the best-fitting model 

as initialization method (from various test models fitted with a small number of 

iterations).85, 110   

𝐶𝑂𝑁𝐶𝑂𝑅𝐷𝐼𝐴 = 100 × (1 −
∑ ∑ ∑ (𝑔𝑑𝑒𝑓−𝑡𝑑𝑒𝑓)²𝐹

𝑓=1
𝐹
𝑒=1

𝐹
𝑑=1

𝐹
) Equation 15 

 
u
 The collection of several spectra from the same sample at each data point was not feasible due to the 

time required to collect each 3D pMDF spectra.   
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First, the pMDF║ and pMDF⟘ spectra were analysed using PARAFAC to see if 

different components could be resolved, and if there were differences in the recovered 

loadings (spectra) for the different polarizations.  From these initial PARAFAC 

analyses of the different polarizations, an initial model for protein structural 

characterization was generated. Second, we validated the characterization model by 

calculating the anisotropy, and aniso-MDF plots assessing how each emitter 

contributed to the characterization.  

The total unpolarized MDFT spectra was analysed with two main purposes: (i) to 

compare the information extracted from the polarized MDF measurements with the 

polarization independent MDFT,22, 38, 60, 91 showing if the polarized measurements were 

advantageous over the unpolarized ones, and which was the best polarization.  (ii) To 

serve as control for chemometric modelling,22, 38, 60 because the anisotropy maps were 

calculated based on the total intensity, and not on each individual polarization. 
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 Rabbit IgG Native State Intrinsic Fluorescence 

Characterization Using ARMES – EEM  

This chapter is divided into two main sections.  The first section shows how the 

pEEM data had to be pre-processed for accurate photophysical characterization by 

chemometrics of the rIgG in its native state (second section).  The results presented 

here were published in Chemometrics and Intelligent Laboratory Systems.91   

3.1 Data pre-processing 

The pEEM data must be pre-processed to ensure the trilinearity required for 

PARAFAC analysis.  The selection of the steps required were based on the knowledge 

about what was affecting pEEM trilinearity.114  While we could not correct for the 

non-trilinearity caused by FRET, it was possible to remove (or at least reduce) 

Rayleigh and Raman scatter, and IFE.  Thus, to select the best pre-processing method 

for accurate PARAFAC analysis, we assessed several methods with different 

sequences of operations for the rIgG collected with pEEM.  Additionally, we had to 

assess the use of interpolation to guarantee that it would not induce any spectral 

distortion.91  After evaluating several pre-processing methods, we selected four that 

seem to solve most of the problems associated with the pEEM data (Figure 3.1).   

While Raman scattering was easily removed by a buffer subtraction (Figures 

3.2C/3.3B), there is no perfect method for removing Rayleigh scatter, and many 

methods are described in the literature.57, 109-111, 115  Rayleigh scatter contamination is 

greatest at the emission blue edge (Figure 3.2A), requiring certain expertise for pre-

processing it in a proper manner.  The complete removal of the Rayleigh scatter signal 

is not trivial as one could unintentionally remove/distort the fluorescence signal at the 

emission blue edge.  This will have a particularly adverse effect on the Tyr emission 

signal.v  The first order Rayleigh scatter was modelled as a separate factor by 

PARAFAC and corrected (Figure A-3) as previously described.57, 91, 111  Due to the 

spectral range sampled, there was no second order Rayleigh scatter in the pMDF 

datasets.   

 

 
v
 Tyr signal is weak and could be heavily overlapped with Rayleigh scattered light.  It could be very 

difficult to adequately separate Tyr and Rayleigh scatter spectral overlap.   
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Figure 3.1: Schematic of the different sequences of pre-processing steps applied to the pEEM data. 

 

A smoothing function was used after Rayleigh scatter removal for the data 

corrected with Pre-processing 2 and Pre-processing 2/Interpolated (Figure 3.3C), but 

not for Pre-processing 1 and Pre-processing 1/Interpolated (Figure 3.2D).  This can be 

explained by the order of steps used for the different pre-processing methods.  When 

a multiplication-based correction (e.g. IFE correction) is the first step, there is an 

increase in Rayleigh signal (Figure 3.2B), and noise is multiplied, distorting the data.w  

On the other hand, if subtraction-based corrections (e.g. buffer subtraction, Rayleigh 

scatter removal) are at the beginning of the process, the smoothing function can be 

used to decrease unwanted noise that could be increased by the multiplication-based 

correction.  Thus, the order in which subtraction-, and multiplication-based correction 

were implemented determined the use or not of a smoothing function after Rayleigh 

scatter removal (Figure 3.1). 

 
w

 The use of a smoothing function would distort the data even more, affecting PARAFAC model 

quality.   
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Figure 3.2: Pre-processing 1/Interpolated method.  (A) Raw pEEM║ spectra of rIgG at 20°C.  (B) pEEM║ spectra 

IFE corrected (IFEc).  (C) pEEM║ IFEc and buffer subtracted.  (D) pEEM║ spectra IFEc, buffer subtracted, and 

Rayleigh scatter removed.  (E) pEEM║ spectra were cut at λem 296−450 nm to remove most of the noisy area 

produced by IFE correction.  (F) The pEEM║ spectra were interpolated and smoothed. 

 

Multiplication-based IFE correction amplified noise (mainly related with residual 

Rayleigh scatter) present in the pEEM spectra, generating some artifacts at λem<292 

nm region, where emission was weak (Figures 3.2D/3.3D).  The spectral region 

containing these artifacts were thus removed, creating a new dataset, with λem≥296 nm 

(Figures 3.2E/3.3E).  The removed area was mostly related to weak Tyr emission and 

Trp emission at the blue edge.3, 22  An interpolation step109, 110 was necessary to 

improve residual shot noise removal in the Rayleigh scattering region (Figures 
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3.2F/3.3F).  The pre-processed pEEM║, pEEM⟘, and unpolarized EEMT yielded a 3D 

structure (X) of size 27 samples  78 λem  41 λex, which was then normalized by peak 

maximum and smoothed for PARAFAC analysis.  Neither the use of IFE correction 

nor normalization caused any significant change in PARAFAC resolution (Table A-

2) for the pEEM data.   

 

 

Figure 3.3: Pre-processing 2/Interpolated method.  (A) Raw pEEM║ spectra of rIgG at 20°C.  (B) pEEM║ buffer 

subtracted.  (C) pEEM║ buffer subtracted, and Rayleigh scatter removed.  (D) pEEM║ spectra IFEc.  (E) pEEM║ 

spectra were cut at λem 296−450 nm to remove most of the noisy area produced by IFE correction.  (F) The pEEM║ 

spectra were interpolated and smoothed. 

 

Polarized EEM║, EEM⟘, and un-polarized EEMT rIgG spectral data that 

underwent the different pre-processing methods were then analysed with PARAFAC.  
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PARAFAC models for the different polarizations and methods were evaluated to 

check if: (i) the use of different pre-processing methods impacted PARAFAC 

resolution; (ii) to ensure that the use of interpolation did not distort the data; (iii) to 

check if different polarizations resulted in different spectral loadings recovered with 

PARAFAC; and (iv) to see if different fluorophores could be resolved for the rIgG 

native state.   

This was the first time that PARAFAC analysis was used to model such complex 

proteins,x and not like the simpler proteins case,88 there was a limited knowledge about 

the exact componentsy which might be resolved.  For the complex rIgG structure there 

was the empirical knowledge of the peak positions for pure Tyr and Trp emissions,22 

and the different classes of Trp within protein structure.34  However, the expected peak 

position for pure Tyr and Trp in solution (Figure 1.2), and from different Trp classes 

more likely do not translate to those present in a complex protein.z  Thus, this was a 

long and complicated iterative process to prudently select not only the best pre-

processing method for PARAFAC analysis of IgG type proteins, but to understand the 

recovered components.  

3.2 2D spectral analysis 

The first step before implementing complex chemometrics on 3D data was to use 

simpler 2D emission plot to evaluate if the thermal fluctuation used in the experiment 

was enough to cause structural variations that could be observed as changes in Tyr and 

Trp emission, and Tyr-to-Trp FRET.22, 49  To analyse possible changes in Tyr-to-Trp 

FRET, we subtracted the emission spectra at λex=270 nm (excited both Tyr and Trp) 

from that at λex=296 nm (selectively excited Trp).  This difference spectrum represents 

the emission of the Tyr directly excited, which is the fraction that does not come from 

FRET phenomena with the numerous Trp acceptors.48, 116, 117  In addition, spectral 

 
x
 The presence of multiple Try and Trp fluorophores makes it hard, or even impossible, to extract 

individual fluorophores.34, 47, 65   
y
 Unless there is a significant structural change, it is likely that only an average of all fluorophores 

presents within protein structure will be resolved.  This average could comprise all Tyr and Trp 

fluorophores together, meaning that only one component would be recovered, or as two separate groups 

of fluorophores, resolved as two individual PARAFAC components.  
z
 The wider, and different emission ranges for the Tyr/Trp mixtures compared to IgG is due to the lack 

of FRET in the small molecule mixtures, and the inability to replicate the physicochemical 

environments of the fluorophores within the protein.  In addition, the Trp classification was built based 

on the direct excitation of Trp (λex=295 nm),35 not taking the Tyr/Trp interactions in consideration.     
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changes observed in the directly excited Tyr with an increase in temperature indirectly 

reflects a change in Tyr-to-Trp FRET.   

Figure 3.4 shows some evidence for weak Tyr fluorescence emission, which is red 

shifted (λem ~320 nm) in the unpolarized EEMT.  The Tyr emission was weak (~5%, 

of the maximum intensity) because it was overlapped with Trp emission and was 

probably distorted by the Rayleigh scatter removal procedure.  The increase in 

temperature generated some small changes in Tyr emission, which was reflected in a 

relative standard deviation (RSD) of <6.1% for Pre-processing 1, and <5.7% for Pre-

processing 2.  These changes were small enough to indicate that there was no 

significant protein structural change in the 15−35°C temperature range, and the rIgG 

was in its native state for the temperature range sampled.  Thus, any small variations 

in fluorescence emission was induced by a simple structural fluctuation rather than a 

significant structural change.   

Small changes in the overlaid anisotropy emission plots (Figure 3.4) were limited 

to the emission blue edge (λem<320 nm), as observed with a RSD <3.8% at λex=270 

nm, and <7.4% at λex=296 nm, which was caused by residual shot noise from Rayleigh 

scatter removal, and IFE correction.  Based in the emission blue edge, Pre-processing 

2 (Figure 3.4C) did a better job removing the artifacts created by IFE correction in 

comparison with Pre-processing 1 (Figure 3.4A), but neither pre-processing method 

were able to fully remove residual noise.aa  The use of interpolation (Figure 3.4B/D) 

improved residual noise removal, without affecting the area outside the scattering 

zone.  However, there were visible differences within the affected scattering zone 

(λem<320 nm), meaning that the anisotropy values within this region were suspect.57, 

88 

 

 
aa

 Causing problems for the accurate retrieval of anisotropy at the emission blue edge, which was 

observed as high anisotropy at λem<320 nm.   
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Figure 3.4: Normalized rIgG data corrected with (A) Pre-processing 1, (B) Pre-processing 1/Interpolated, (C) Pre-

processing 2, and (D) Pre-processing 2/Interpolated EEMT emission spectra excited at λex 270, 296 nm, and the 

difference spectra (= λex 270 − λex 296) at 15°, and 35°C, overlaid with emission anisotropy at λex 270 and 296 nm.  

The shaded boxes represent the emission spectra affected by residual noise. 

 

A second 2D analysis based on Tyr (λex/λem=276/306 nm) and Trp 

(λex/λem=276/340 nm) emission39, 118 was used here.bb  Tyr and Trp fluorescence 

intensity (IF) decreased linearly from 15° to 35°C for both pEEM (Figure 3.5A/B).  

The simultaneous decrease in Tyr and Trp IF indicated thermally induced quenching, 

which was slightly faster for pEEM║ in comparison with pEEM⟘.  A decrease in Trp 

IF would be expected in the case of changes in Tyr-to-Trp FRET.39  Once the data were 

normalized (Figure 3.5C/D), it was clear that there was an increase in Tyr IF, but there 

was no real trend observed for Trp.  The linear tend observed for the Tyr/Trp ratio 

(Figure 3.5E) and relative FRET efficiency39 (Figure 3.5F) confirmed the presence of 

a simple thermal quenching between 15−35°C.   

 

 
bb

 Only the data obtained from the rIgG treated with Pre-processing 2/Interpolated is shown (Figure 

3.5) as there was no significant variation between the results for the different pre-processing methods.   
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Figure 3.5: There was a decrease in Tyr (λex/λem=276/306 nm) and Trp (λex/λem=276/340 nm) intensities for the 

(A) pEEM║, and (B) pEEM⟘ rIgG measured from 15−35°C, caused by thermal quenching.  Normalized (C) 

pEEM║, and (D) pEEM⟘ showed the effects of Tyr-to-Trp FRET. (E) The Tyr/Trp ratio increases from 15−35°C 

for pEEM║ and pEEM⟘.  (F) The relative FRET efficiency decreases from 15−35°C for pEEM║ and pEEM⟘.  

pEEM data from Pre-processing 2/Interpolated.  Error bars generated from the standard deviation from triplicate 

measurements of the independent samples. 

 

There was no real indication of changes in Tyr-to-Trp FRET process, as there were 

no significant changes in Tyr spectral emission (Figure 3.4), and the increase in Tyr 

intensity was not accompanied by a decrease in Trp intensity (Figure 3.5).  It could 

indicate that the temperature range applied in this experiment was enough to cause 

protein fluctuation,101 but protein tertiary structure remained intact.cc     

 
cc

 It seems like the thermal fluctuation changed the distance between Tyr and Trp fluorophores,101, 119, 

120 without changing Trp environment.  
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3.3 Aniso-EEM maps 

Relying on the use of single excitation wavelengths could possibly ignore very 

valuable information.  The selection of excitation wavelength at 270 and 296 nm 

highlighted spectral changes at the emission blue edge, but it could overlook small 

changes at the red edge.121  This is the motivation for studying the full emission space.  

The aniso-EEM maps for the rIgG were heterogeneous (Figure 3.6) with the variations 

across the full emission space being caused by numerous factors such as: the type and 

how many fluorophores, where the fluorophore is located within the protein, changes 

in fluorophore mobility and in intra-molecular FRET, differences in fluorophores 

environments, and residual shot noise.1, 88     

Figure 3.6 shows a small difference at λem>336 nm in the aniso-EEM maps 

obtained from the different pre-processing methods at various temperatures.  Even 

though the Trp emission region (λem~330−350 nm) was not affected by the different 

pre-processing methods, there was a clear difference at shorter emission wavelengths 

(λem<336 nm).  The larger scatter contamination produces a greater degree of shot 

noise, which was distributed further across the pEEM spectrum.  This stochastic noise 

was not fully removed by any of the correction procedures, and thus causes problems 

for the accurate retrieval of anisotropy, especially at the emission blue edge.  Aniso-

EEM maps had a more irregular contour for the data corrected with Pre-processing 1 

in comparison to those corrected with Pre-processing 2.  This was due to the residual 

shot noise from Rayleigh scatter being amplified in the data corrected using Pre-

processing 1 (Figure 3.2B).dd  Thus, Pre-processing 2 (Figure 3.3E) was more efficient 

removing residual scattered light, and did not increase IFE correction artifacts and 

residual shot noise as much as Pre-processing 1 (Figure 3.2E).  One should implement 

the subtraction-based corrections (e.g. Raman and Rayleigh scatter corrections) before 

the multiplication-based correction (e.g. IFE corrections) otherwise one gets increased 

noise contributions.ee   

 

 
dd

 The maximum anisotropy values (Figure 3.7A) were higher and more variable for Pre-processing 1 

than Pre-processing 2, with an RSD of 8.90% and 3.88% (for triplicate measurements, from 15−35°C), 

respectively.   
ee

 This issue is especially critical at short wavelength (<250 nm) where the fluorescence emission signal 

and the system response changes are weak. 
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Figure 3.6: Aniso-EEM maps for rIgG measured at 15°, 20°, and 35°C, corrected with (A−C) Pre-processing 1, 

(D−F) Pre-processing 1/Interpolated, (G−I) Pre-processing 2, and (J−L) Pre-processing 2/Interpolated.  The white 

dashed lines show λem=336 nm line.  The colour bars in the middle represent the anisotropy scale.   

 

The interpolation step was used to try to improve light scatter removal.  Figure 

3.7A shows a decrease in maximum anisotropy values (over the full aniso-EEM maps) 

from the non-interpolated to the interpolated pre-processed data.  A significant 

decrease in maximum anisotropy from the non-interpolated Pre-processing 1 to Pre-
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processing 1/Interpolatedff suggested that the interpolation step was efficient at 

removing residual scatter/noise.  Pre-processing 2 was more efficient in removing 

Rayleigh scatter and noise as observed in the smaller differences in anisotropy 

maximum values between Pre-processing 2, and Pre-processing 2/Interpolated.gg 

 

 

Figure 3.7: (A) Maximum anisotropy, (B) mean anisotropy, (C) Tyr anisotropy (λex/λem=276/310 nm), and (D) 

Trp anisotropy (λex/λem=280/336 nm) for each pre-processing method.  Error bars generated from the standard 

deviation from triplicate measurements of the independent samples. 

 

Figures 3.6/3.7 clearly indicated that the interpolation step improved Rayleigh 

scatter and noise removal.  However, care must be exercised here because proving that 

interpolation does not distort the true emission is not easy in FRET dominated systems 

like proteins.hh  Thus, we must guarantee that whichever pre-processing method is 

selected that this is fixed during the analysis, and that the anisotropy values in these 

regions be understood to be estimates rather than accurate values.65   

 
ff

 The inspection of the aniso-EEM maps for Pre-processing 1/Interpolated showed a reduction in 

contour irregularity and anisotropy values in the scatter region (RSD=4.90%) in comparison with the 

non-interpolated Pre-processing 1 (RSD=8.90%). 
gg

 The differences between the aniso-EEM maps for the non-interpolated Pre-processing 2 

(RSD=3.88%) and Pre-processing 2/Interpolated (RSD=3.15%) were less significant because there was 

less residual scatter/noise in Pre-processing 2. 
hh

 As it was shown in the in initial development of ARMES,57, 88 if we were working with an ideal case 

(non-interacting small molecules), without the presence of FRET, it would be possible to verify if the 

extracted spectra match that of the individual fluorophores or mixture of fluorophores. 
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There was no significant changes in mean anisotropy values (Figure 3.7B) over 

the full aniso-EEM maps for the different pre-processing methods.ii  This indicated 

that overall, the degree of structural change was minimal, and the lack of differences 

in the mean anisotropy among the pre-processing methods could lead to a mistaken 

assumption that interpolation did not affect the data.  However, anisotropy is 

intrinsically heterogeneous over the full emission space (Figure 3.6) and it is not 

correct to use maximum and/or mean anisotropy values to assess the degree of changes 

caused by each individual pre-processing method, requiring alternative assessment 

methods to quantify the degree of change.  An alternative to remove the heterogeneity 

related to the full emission space was to select two single anisotropy points for the Tyr 

(at λex/λem=276/310 nm) and Trp (at λex/λem=280/336 nm) fluorophores (Figure 

3.7C/D).   Still, there were no significant changes in anisotropy values for the Tyrjj 

and Trpkk fluorophores for the different pre-processing methods. 

To further assess the effects of the different pre-processing methods in the aniso-

EEM maps a similarity index (SimI)122 was calculated (aniso-EEM map from R1 at 

15°C was used as the reference spectrum) for all the samples (Figure 3.8).  The SimI 

plot calculated for the full emission space (Figure 3.8A) showed a better similarity 

between the aniso-EEM maps for Pre-processing 2 (RSD=22.06%) and Pre-

processing 2/Interpolated (RSD=21.50%) in comparison with Pre-processing 1 and 

Pre-processing 1/Interpolated (RSD=35.71%).  The reduced similarity for Pre-

processing 1 and Pre-processing 1/Interpolated can be largely attributed to the residual 

shot noise from the scatter contamination. 

 

 
ii
 Mean anisotropy values had an RSD of 7.67% for Pre-processing 1, 7.04% for Pre-processing 2, 

7.79% for Pre-processing 1/Interpolated, and 7.03% for Pre-processing 2/Interpolated (for triplicate 

measurements at all temperatures). 
jj
 There were no significant differences between the Tyr anisotropy values for Pre-processing 1 and Pre-

processing 1/Interpolated (RSD=4.28%), and for Pre-processing 2 and Pre-processing 2/Interpolated 

(RSD=4.40%). 
kk

 The Trp anisotropy values did not show any significant differences between Pre-processing 1 and 

Pre-processing 1/Interpolated (RSD=9.10%), Pre-processing 2 (RSD=8.88%), and Pre-processing 

2/Interpolated (RSD=8.90%). 
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Figure 3.8: SimI calculated for (A) the full emission space, (B) Tyr region (λex/λem=270─290/300─320 nm), and 

(C) Trp region (λex/λem=280─300/320─360 nm) for each pre-processing method.  SimI value =1 indicates identical 

maps.  SimI values ≥0.9 could be considered to have no significant differences from the reference spectrum.  Error 

bars generated from the standard deviation from triplicate measurements of the independent samples. 

 

The small dip at 20°C (Figure 3.8) is a genuine effect since the data were collected 

on three different days, with the same interval between defrosting and measuring, 

using the same measurement settings, with three different stock solutions prepared 

from a different source vial (but with the same lot number).  This drop (and increase 

in error bars) was possibly caused by a change in local motion at 20°C, but at present 

we have no strong evidence to support this observation.101, 102  Changes in protein 

structure flexibility are unlike to cause a significant change in the emission profile, but 
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it could cause quantifiable changes in anisotropy.  A minimum SimI value was 

observed at 20°C, followed by a slightly increase in SimI at 23°C, remaining constant 

up to 35°C, indicating a stable structure.  This effect requires additional investigation 

as the IgG used here was polyclonal in origin with only ~80% monomer and rabbit 

IgG composition is known to vary.120 

To better evaluate the changes in Tyr and Trp emission in the aniso-EEM maps 

two areas were selected (Figure 3.6L): Tyr (λex/λem=270−290/300−320 nm), and Trp 

(λex/λem=280−300/320−360 nm).  There were very small differences between the 

aniso-EEM maps selected for the Trp (RSD ~8.60%) and Tyr (RSD ~7.65%) regions.  

SimI analysis of the specific Tyr and Trp emission regions showed that there was no 

difference in the aniso-EEM maps due to the pre-processing methods outside the 

Rayleigh scattering region.  Residual Rayleigh scatter and shot noise are related to 

greater errors related with anisotropy measurements, causing a poor discrimination of 

aniso-EEM map analysis.  This combined with minimal structural changes and the 

relatively high noise spectral measurements implemented here make it a less useful 

method for assessing small changes in rIgG structure. 

3.4 PARAFAC analysis 

Anisotropy analysis had suggested that there were some possible changes in Trp 

emission.  We had hypothesized that the thermal fluctuations between 15−35°C would 

cause enough spectral change to enable the use of PARAFAC to resolve individual 

fluorophore emission from rIgG in its native state in a similar way to previously 

reported for HSA.1  We were aware that protein emission does not vary linearly 

because of FRET and thus, we cannot assume that the trilinearity, variability, and 

additivity required85 for successful and chemically meaningful PARAFAC analysis 

are present.  Nevertheless, for small structural variations it might be reasonable to 

expect that the structural changes were enough to generate significant emission 

intensity fluctuations (due to changes in quenching rates for different fluorophores) 

without significant variations in spectral shape.         

Each different pre-processed polarized and un-polarized EEM data of all samples 

(9 temperatures  triplicate measurements) were used to generated different 

PARAFAC models.  Based on the general rIgG structure (Figure 1.1), we had hoped 

to recover at least three different components: one from Tyr, a second from Trp located 
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in a more hydrophobic environment (λem~330 nm), and a third one from Trp more 

solvent exposed (λem>340 nm).34, 35  Furthermore, changes in Trp emission are not 

restricted to environmental factors, and three photochemical processes are related with 

Trp emission in IgG: (i) Trp emission from directly excited Trp, producing emission 

with a high anisotropy; (ii) Trp-to-Trp homo-FRET, resulting in lower anisotropy;123 

and (iii) Tyr-to-Trp hetero-FRET, also resulting in lower anisotropy values.  Thus, one 

might expect to see this reflected in the presence of one or two additional components 

with a considerable score.    

PARAFAC analysis for all the different pre-processing methods (Table 3.1, Figure 

3.9) only yielded two components (PFC1 and PFC2), with the contribution from PFC2 

being very small, and sensitive to pre-processing.  The two components recovered 

with PARAFAC were largely related to differences in the excitation spectra.  The 

small number of samples and the relatively noisy data are also likely to be a big 

problem with resolving anything else.ll  A four-component model was required to 

extract changes in emission spectra (Table A-3), but the analysis of the residuals and 

validations of the models showed that increasing the component number up to four did 

not produce better fit models.   

 

Table 3.1: Comparison of the two-component PARAFAC model parameters and components obtained for the 

normalized polarized EEM║, EEM⟘, and unpolarized EEMT of the rIgG native state with the different pre-

processing methods. 

 
Pre-proc1 Pre-proc1/Interp. Pre-proc2 Pre-proc2/Interp. 

EEM║ EEM⊥ EEMT EEM║ EEM⊥ EEMT EEM║ EEM⊥ EEMT EEM║ EEM⊥ EEMT 

C1 λex/λem 

(nm) 

280/ 

336 

280/ 

336 

278/ 

336 

280/ 

336 

280/ 

336 

278/ 

336 

280/ 

336 

278/ 

336 

280/ 

336 

278/ 

336 

278/ 

336 

278/ 

336 

C1 Fit 

model (%) 
99.73 99.70 99.85 98.74 99.71 99.65 99.75 99.74 99.85 99.34 99.75 99.84 

C2 λex/λem 

(nm) 

296/ 

342 

296/ 

346 

296/ 

346 

298/ 

336 

296/ 

346 

298/ 

342 

296/ 

342 

294/ 

346 

298/ 

346 

298/ 

338 

296/ 

346 

298/ 

346 

C2 Fit 

model (%) 
0.27 0.30 0.15 1.26 0.29 0.35 0.12 0.26 0.15 0.66 0.25 0.16 

Variance 

   explained (%) 
99.97 99.99 99.99 99.98 99.99 99.98 99.98 99.99 99.98 99.98 99.99 99.98 

CONCORDIA 95.22 88.71 97.02 96.92 86.80 69.21 96.84 91.53 99.61 57.96 88.43 95.76 

Split-half 

analysis (%) 
99.13 99.67 99.74 98.39 99.74 99.82 99.14 99.64 99.82 99.57 99.67 99.86 

 

Some of the reasons why we could only recover two components were: (i) the 

temperature range used here generated very small structural changes, without 

significant spectral changes; (ii) the Tyr-to-Trp FRET process was strong, but nearly 

 
ll
 Data quality is key here with small spectral changes. 
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constant (Figures 3.4/3.5) over the 15−35°C temperature range; (iii) structural 

differences, real or generated by differences in Rayleigh scatter, between the samples 

were more relevant than small changes in Tyr-to-Trp FRET process that would allow 

the recovery of directly excited Tyr emission; (iv) the emission spectra of all different 

Trp classes were heavily overlapped and the resolved emission spectrum represented 

an average of buried and partially exposed/exposed Trp fluorophores present within 

the rIgG structure (λem~336 nm); and, (v) low sample number and poor SNR. 

PFC1 was virtually identical for all polarized and unpolarized EEM (SimI=0.949, 

RSD=1.78%) corrected with all the different pre-processing methods (Figure A-4).  

This coupled with the fact that the emission was relatively depolarized (~0.1 for most 

the emission), and the excitation anisotropy spectra (Figure 3.9) were distinctivemm 

indicated that it originated mostly from FRET rather than direct excitation/emission 

of the fluorophores.  From an analysis of the loadings it was clear that PFC1 was the 

same for all the different pre-processing methods (Figure 3.10), representing an 

average of all Tyr and Trp fluorophores.  The excitation spectra was very similar to 

that of Tyr,45, 124 and the emission was that of Trp.  Thus, PFC1 largely represents the 

Tyr-to-Trp hetero-FRET process, with probably a minimal contribution from directly 

excited Tyrnn at the emission blue edge (in the region where the anisotropy increases).  

The low calculated anisotropy values recovered for PFC1 (~0.05 at λem >340nm) could 

be related to the fact that PFC1 largely represents the Tyr-to-Trp FRET.  The 

somewhat higher anisotropy values for the non-interpolated pre-processing methods 

(Figure 3.9A/C) could be assigned to the presence of residual Rayleigh scatter and 

shot noise, which also impacted on component recovery.22   

     

 
mm

 In the case of a freely diffusing small molecule, the excitation anisotropy spectrum of Tyr should 

be positive from λex≥260 nm with a maximum increase up to 290 nm.45, 124  For the Trp, the excitation 

anisotropy spectrum should not be constant, due to the overlapping excitation of two transition states.  

A minimum anisotropy value at ~λex 290 nm should be observed when the maximum excitation is due 

to the 1Lb state, and a maximum at ~λex 300 nm indicates the 1La excited state of Trp.22, 36, 38, 45, 60, 124  1La 

is the main Trp emitter in proteins, with only a small contribution from the 1Lb dipole in the Trp 

excitation spectrum.125, 126 
nn

 The presence of directly excited Tyr was also indicated by the fact that the emission of PFC1 was >0 

at λem=300 nm, as it would be expected if pure Trp fluorophores were represented by this component. 
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Figure 3.9: Comparison of PARAFAC modelling of the rIgG native structure for the EEMT datasets with the 

different pre-processing methods.  PFC1 and PFC2 (A) Pre-processing 1, (B) Pre-processing 1/Interpolated, (C) 

Pre-processing 2, and (D) Pre-processing 2/Interpolated emission and excitation profiles recovered for unpolarized 

EEMT, overlaid with the component anisotropy recovered at 20ºC.  The anisotropy values were calculated for each 

component at λex/em= 280/336 and 298/346 for PFC1, and PFC2, respectively.  The shaded boxes represent the 

spectral regions most affected by scatter in the EEM.   

 

The very weak second PARAFAC component, while certainly present, was not 

clearly resolved, and its properties (e.g. anisotropy) were very sensitive to pre-

processing.  Thus, it was hard to unambiguously assign PFC2 to any specific emission 

or to use this component for any quantitative analysis purpose.  Nevertheless, it does 

look like that PFC2 was related to directly excited Trp emission because of the high 

anisotropy at longer wavelengths, and the loadings recovered (Table 3.1, Figure 3.9).  

This would suggest that the directly excited Trp resolved by PFC2 were most likely 

located in the hyper variable Fab region (Figure 1.1).oo  The interpolation step heavily 

impacted on the recovered anisotropy at short emission wavelengths (Figure 3.9) 

because of the effects on pEEM║ (Table 3.1).  The use interpolation caused a ~5-fold 

increase in PFC2 scores (Figure 3.10, Figure A-5), which can be attributed to the fact 

that the scatter signal present in pEEM║ was much greater than pEEM⊥ or EEMT.  This 

means that the remaining shot noise was very significant and indistinguishable from 

emission and was thus, included in the data for PARAFAC analysis.  This then also 

contributed to the increased anisotropy values in these regions and generated a lot of 

 
oo

 Where the Trp and Tyr fluorophores were located within a distance from each other that would not 

result in Tyr-to-Trp FRET interactions. 
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the variability observed in the aniso-EEM maps.  Thus, the component anisotropy 

recovered for λem≤340 nm was unreliable, but at the longer emission wavelengths 

should be sensible. 

 

 

Figure 3.10: Scores plots of the two-component PARAFAC models for the (A/B) non-normalized and (C/D) 

normalized unpolarized rIgG EEMT datasets. (Left) PFC1 and (Right) PFC2 scores for the various pre-processing 

methods used to correct the data.  P-values for the regression fits in A and B were <0.05 indicating that the changes 

were statistically significant.  For C and D, the regression fits had P-values of <0.001.  Error bars generated from 

the standard deviation from triplicate measurements of the independent samples. 

 

Our capacity to identify any significant photophysical or structural changes was 

limited by the small differences between the different pEEM data (Figure A-4), pre-

processing methods (Figure 3.9), low scores (Figure 3.10, Figure A-5), relatively high 

noise (Figures 3.2/3.3), and the number of samples used.  Nevertheless, if the 

PARAFAC modelling process was robust one might expect that the results from the 

different pre-processing methods should give the same result within reason.  In fact, 

all four pre-processing methods generated virtually the same PARAFAC resolution 

(Figure 3.9), with small differences in model validation (Table 3.1).  It is important to 

note that all substantial differences in PARAFAC loadings were mainly restricted to 

the interpolated area (Figure 3.9).  The scores plot obtained for the non-normalized 

EEMT data (Figure 3.10A/B) showed the scores for both PFC1 and PFC2 decreasing 

linearly, which indicates that the main change in spectral emission was simply caused 
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by fluorescence quenching due to an increase in thermal motion with the increase in 

temperature.17, 31, 42  Normalizing the data removed this quenching effect, and no 

changes in PFC scores were observed in the PARAFAC models (Figure 3.10C/D, 

Figure A-5).  This lack of change indicates that there were no significant structural 

changes that could generate a significant spectral change.             

3.5 Conclusions 

In this chapter we showed the first attempt to use ARMES combined with 

PARAFAC analysis for the photophysical characterization of rIgG.  The use of a small 

temperature range (15−35°C) was not enough to cause a significant structural change 

(IgG unfolds at ~60°C)17 and the fluorescence changes over this thermal fluctuation 

were mainly related to simple thermal quenching with very small changes in spectral 

shape.  The difficult in resolving pure Tyr and different classes of Trp restricted 

PARAFAC analysis, which could only resolve two components, and the second one 

was very low (<1.3%) and sensitive to pre-processing method.   

The combination of a small structural change with the low number of samples 

used, poor SNR, and incomplete Rayleigh scatter removal resulted in a poor 

PARAFAC resolution, with low component number.  From these results, it was clear 

that if we were to resolve emission components more precisely from pEEM data we 

have to collect data with much less Rayleigh scatter, and improved SNR.  This would 

require the use of much more expensive spectrometer with improved stray light 

rejection (double emission monochromators), and/or the use of smaller slits, but none 

of these options were practical nor feasible with the Cary Eclipse found in the 

laboratory.2, 62 

The next step is to explore the use of pTSFS measurements as an alternative to 

reduce the influence of Rayleigh scatter.         
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 Rabbit IgG Native State Intrinsic Fluorescence 

Characterization Using ARMES – TSFS  

From the previous chapter, it was clear that the presence of Rayleigh scatter in the 

data collected with pEEM caused significant problems to the use of 

ARMES/PARAFAC analysis for complex proteins.  Here, we evaluated if the use of 

pTSFS, by minimizing Rayleigh scatter, could improve PARAFAC analysis of native 

state rIgG emission.  First, this chapter shows how the pTSFS data had to be pre-

processed to allow the use of PARAFAC for photophysical characterization of the 

rIgG native state.  Second, the results obtained from PARAFAC analysis for the 

pTSFS and pEEM data were compared to select the best pMDF method for IgG type 

proteins.  The results presented in this chapter were published in Chemometrics and 

Intelligent Laboratory Systems.92    

4.1 Data pre-processing 

The use of an optimal offset (Δλ)52, 54 for the pTSFS measurements69 reduces the 

collection of Rayleigh scatter,pp which did not require any Rayleigh scatter correction, 

and Raman scatter is likely to be the main source of light scattering.  Thus, the first 

pre-processing step required for the pTSFS data was the Raman scatter removal 

(buffer subtraction), followed by IFE correction (Figure 4.1B).  The residual noise 

amplification in the weak Tyr region was less evident in pTSFS (Figure 4.1) than in 

pEEM (Figures 3.2/3.3) data.  The next step was to rearrange the pTSFS data into an 

EEM like layout (t-pEEM) generating matrices of 27 samples × 136 λem × 41 λex
71, 74 

(Figure 4.1C).  The weak emission bellow λem≤292 nm was mainly due to noise, which 

was amplified by IFE correction.  To both eliminate IFE correction artifacts and to 

make the pTSFS data equivalent to the pEEM data, the t-pEEM data was reduced to 

λem=296−450 nm, generating matrices of 27 samples × 78 λem × 41 λex (Figure 4.1E).     

 

 
pp

 The TSFS emission spectral range of Δλ=20−210 nm yielded matrices of 27 samples × 96 Δλ × 41 

λex (Figure 4.1A). 
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Figure 4.1: (A) Raw pTSFS║ spectra of rIgG at 20°C.  (B) pTSFS║ buffer subtracted, and IFE corrected.  (C) 

pTSFS║ data was converted into t-pEEM║.  (D) t-pEEM║ spectra were cut at λem 296−450 nm to remove most of 

the noisy area produced by IFE correction.  (E) The areas outside the first Rayleigh scattering were replaced by 

zeros.  (F) The t-pEEM║ spectra were interpolated and smoothed.   

 

The critical pre-processing steps for t-pEEM data were not related to light 

scattering correction but associated with an area with no experimentally acquired 

information in the t-pEEM spectra (Figure 4.1C).  The t-pEEM data as collected had 

a large number of coordinates (λex, λem) with no intensity data (~30%),74 the absent 

spectral data region (ASDR).  The ASDR was reduced (Figure 4.1E) to a much smaller 
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region (~8%) when the spectra were edited down to the λem=296−450 nm range used 

for data analysis, but still could have a negative impact on PARAFAC modelling.  

TSFS is relatively under used, and there are only a few studies using t-EEM data 

combined with PARAFAC analysis.  These studies used a combination of missing 

data and/or zeros to deal with the ASDR.73, 74, 127, 128  These same studies considered 

the use of interpolation and/or extrapolation for addressing this issue, but the large 

amount of missing data (>95%) combined with spectral characteristics of the 

fluorophores prevented its use.  To select the best way of pre-processing t-pEEM data, 

we evaluated the impact of using three different methods to deal with the ASDR: 

missing data, insertion of zeros, and interpolation.            

The use of missing data to deal with the ASDR makes PARAFAC free to estimate 

a continuous profile for the spectral components.  Unfortunately, these solutions can 

easily be distorted, leading to discontinuities and sharp peaks,129 due to the presence 

of IFE correction induced artifacts, residual light scatter and noise, in the short 

wavelength emission regions close to these missing values.  These factors are 

exacerbated here by the poor polarizer transmittance and instrument performance in 

the 250–300 nm region, and the relatively low sample number.  The other solutions 

for facilitating PARAFAC modelling were either to replace the ASDR with zeros 

(Figure 4.1E)130 or use interpolated values (Figure 4.1F).  However, while using zeros 

may facilitate PARAFAC convergence,130 here the ASDR, contains the short Stokes 

shifted emission (both Tyr and Trp) region.  This means that imposing a zero value, 

artificially distorts the emission data being used for modelling, and this can lead to 

incorrect spectral profiles being recovered from the PARAFAC models.110  The use of 

interpolation has been previously proven to obtain chemically meaningful solution for 

EEM data,110 however, it has never been used to reconstruct t-EEM data or that from 

protein emission.qq  As with the other methods, areas with low SNR and residual 

scatter close to the ASDR will adversely affect PARAFAC.  One issue with 

interpolation of protein emission is validating that the reconstructed emission is the 

true emission and that artifacts are not introduced.     

Once the t-pEEM data were pre-processed with one of the three methods, a 

smoothing function was applied to reduce unwanted noise.  The smoothing function 

 
qq

 The use of interpolation for addressing the ASDR issue has been explored,71, 73, 74 but with a very 

different sample system. 
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used in Chapter 3 (Appendix 7.4.1) was not able to handle missing data, the area filled 

with zeros, or to completely smooth excitation mode.  The Savitzky-Golay code was 

modified (Appendix 7.4.2) to improve smoothing in the excitation mode and to enable 

its use for the data with missing data and zeros.  The pre-processed data were used to 

calculate anisotropy and to build the aniso-t-EEM maps.  The final step prior to 

PARAFAC analysis was to normalize the spectra (by peak maximum).  

Polarized t-EEM║, t-EEM⟘, and unpolarized t-EEMT rIgG native state data pre-

processed with missing data, filled with zeros, and interpolated were analysed with 

PARAFAC.  PARAFAC models for the different pre-processing methods and 

polarizations were assessed to identify if different emitters could be resolved, and if 

there were differences in the recovered loadings.  Once sensible models and 

components had been generated, anisotropy spectra for the recovered components 

were calculated.  PARAFAC resolution of t-pEEM92 were then compared with that 

previously obtained from the same samples measured with pEEM91 (Table A-4).   

4.2 2D spectral analysis 

2D spectra were used to quickly evaluate the spectral information obtained in the 

t-EEM (Interpolated) and EEM (Pre-processing 2/Interpolated) measurements, 

considering the differences between Trp and Tyr emission, Tyr-to-Trp FRET, and the 

amount of spectral variations produced over the 15−35°C temperature range.91  The 

Rayleigh scatter removal used in the pEEM data resulted in a red shift in Tyr emission 

peak maxima (Figure 4.2, grey spectra) in the EEMT (316 nm) in comparison with the 

t-EEMT (312 nm).  The shape of the 2D t-EEM spectra was very similar to that 

obtained from EEM measurements, however, the Tyr emission was stronger in the t-

EEM.  Tyr fluorescence48 corresponded to <5% of the maximum intensity of the EEMT 

(Figure 4.2C/D), but ~13% of the t-EEMT (Figure 4.2A/B) spectra.  This suggested a 

bigger contribution of Tyr fluorophores in t-EEM spectral emission, which should 

facilitate its recovery using PARAFAC.    
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Figure 4.2: Normalized (Top) t-EEMT and (Bottom) EEMT emission spectra excited at λex 270 and 296 nm and 

the difference spectra (=λex 270 − λex 296) at two different temperatures (15° and 35°C), overlaid with the emission 

anisotropy at λex 270 and 296 nm.  (A, C) Not IFE corrected.  (B, D) IFE corrected using UV-Vis spectra collected 

at 20°C before MDF measurements.   

 

The better quality of the t-EEM data was also suggested by the smaller anisotropy 

values obtained at short emission wavelengths (λem<320 nm).  The anisotropy values 

recovered for the t-EEM data (Figure 4.2B) agree better with those expected from a 

system where there is extensive Tyr-to-Trp FRET, and where at least some of the Trp 

fluorophores are directly excited yielding relatively high anisotropy.22  These we 

expect to be the Trp residues located in the hydrophobic environments and thus, emit 

at the blue side of the band. 

There were some small, yet significant differences, with a RSD of <5.4 (t-EEM) 

and <5.0% (EEM), restricted to the emission blue edge when the protein was excited 

at 270 and 296 nm.  However, IFE correction, created an artifact that can be seen at 

λem<310 nm in the t-EEMT and EEMT difference spectra (Figure 4.2B/D), which may 

have an impact on PARAFAC analysis.  The IFE correction step increased 

fluorescence intensity in the weak Tyr emission region, and because this region was 

compromised by Rayleigh scatter in the EEM data, EEM not IFE corrected (Figure 

4.2C), and IFE corrected (Figure 4.2D) were very similar.  However, this Tyr emission 

was still very weak, and IFE could have been overestimated.54  This means that there 

is still some ambiguity with any measured data in this region.   
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Figure 4.3: (A/B) There was a decrease in Tyr (λex/λem=276/306 nm) and Trp (λex/λem=276/340 nm) intensities for 

the t-pEEM from 15−35°C, caused by thermal quenching.  (C/D) Normalized t-pEEM showed the effects of the 

Tyr-to-Trp FRET process. (E) The Tyr/Trp ratio increases from 15−35°C.  (F) Erel decreases from 15−35°C.  Error 

bars generated from the standard deviation from triplicate measurements of the independent samples. 

 

As observed for the pEEM data (Figure 3.5A/B), Tyr (λex/λem=276/306 nm) and 

Trp (λex/λem=276/340 nm) IF decreased linearly with the increase in temperature in the 

t-pEEM data (Figure 4.3A/B).  While the same trend was observed between the 

different polarizations for both pEEM and t-pEEM data, the increased decay rate for 

the parallel in comparison with the perpendicular polarizations was less pronounced 

for the t-pEEM data.  This smaller difference between polarizations for t-pEEM in 

comparison with pEEM highlighted the influence of Rayleigh scatter.  Figure 4.3 

shows that there was an increase in Tyr fluorescence intensity for the normalized data, 

however, we could not confirm that there were any real changes in Tyr-to-Trp FRET 

and Trp classes.  Thus, the t-pEEM seems to give a better picture of the Tyr-to-Trp 

FRET process because of the lower Rayleigh scatter influence.  The presence of a 
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simple thermal quenching was confirmed by the linear trend observed for the Tyr/Trp 

ratio (Figure 4.3E) and the relative FRET efficiency (Figure 4.3F). 

The 2D spectral analysis indicated what we might be able to resolve with 

PARAFAC.  The first step is to examine how appropriately the pTSFS measurements 

removed any scattered light contamination compared to the conventional pEEM based 

approach (Chapter 3).  The most sensitive way of doing this prior to PARAFAC 

analysis is to first look at the anisotropy maps with focus on the blue edge of the 

emission space, which is highly affected by Rayleigh scatter.  

4.3 Aniso-MDF maps 

The anisotropy variation across the rIgG emission space represented in the aniso-

MDF maps was caused by a variety of factors such as:  type and number of 

fluorophores present in the protein, fluorophore location in the protein, local 

fluorophore motion, changes in FRET, and variations in the physicochemical 

environment.1  Rayleigh scattered light contamination will also be evident as regions 

of abnormally high anisotropy at the emission blue edge.  This is clearly shown in 

Figure 4.4 where the aniso-EEM map is much more heavily distorted as evidenced by 

the much higher anisotropy at the emission blue edge, which also means that the weak 

Tyr signal is masked.  The differences between the aniso-t-EEM maps that were 

generated from data which was interpolated, used the missing data approach, or filled 

with zeros, were mainly due to reconstruction of part of the Tyr emission region in the 

interpolated method (Figure 4.4, black box). 

Visual inspection of the full emission space showed some variation in aniso-t-EEM 

maps with the increase in temperature (Figure 4.5), which were virtually identical for 

the datasets whether interpolated or not.  Previously, the aniso-EEM maps only 

showed small changes for λem>336 nm (Figure 3.6), but the changes in aniso-t-EEM 

maps were not restricted to the Trp region.  For the aniso-EEM maps, emission blue 

edge was affected by Rayleigh scatter and residual shot noise, obscuring the weak Tyr 

signal.  Since the t-pEEM datasets were much less affected by Rayleigh scatter, we 

could better observe changes at λem<336 nm (i.e. Tyr emission), indicating that, here, 

PARAFAC analysis could potentially yield a significant component related to Tyr 

emission. 
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Figure 4.4: (A/B/C) Aniso-t-EEM and (D) aniso-EEM maps (corrected for Rayleigh scatter) of rIgG at 20°C.  The 

white dashed lines mark λem=336 nm excitation lines.  The black box shows the Tyr region reconstructed by 

interpolation.  The colour bar on the middle represents the anisotropy scale.   

 

An examination in the change in aniso-t-EEM maps over the temperature range 

(Figure 4.5) did not show any significant differences (ANOVA, p>0.05) between the 

aniso-EEM and aniso-t-EEM maps in the Trp emission region, λem>336 nm.  For both 

EEM and t-EEM maps, there were only small changes in anisotropy at λem>336 nm.  

The influence of residual shot noise and Rayleigh scatter could be observed when the 

anisotropy at a single excitation/emission wavelength combination was selected.  

Selecting a single anisotropy point at λem≥336 nm should give similar values from 

both aniso-EEM and aniso-t-EEM maps because, technically, this area was not 

heavily affected by Rayleigh scatter.  The selected Trp anisotropy (Figure 4.5H) value 

increased by only ~3% from the aniso-EEM to the aniso-t-EEM.  On the other hand, 

a single point at λem<336 nm should result in a bigger gap between aniso-EEM and 

aniso-t-EEM values.  The anisotropy values for the selected Tyr emission (Figure 

4.5G) showed the biggest difference (>60%) between the aniso-EEM and aniso-t-

EEM, confirming the influence of residual light scatter in the aniso-EEM maps.   
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Figure 4.5: Aniso-t-EEM maps for rIgG collected at (A/B) 15°C, (C/D) 20°C, and (E/F) 35°C.  Aniso-t-EEM maps 

for the data corrected with (A/C/E) interpolation, and (B/D/F) missing data (<8% of data points).  The white dashed 

lines mark λem=336 nm excitation lines.  The colour bars on the bottom represent the anisotropy scale.  (G) Tyr 

anisotropy at λex/λem=276/310 nm, and (H) Trp anisotropy at λex/λem=280/336 nm.  Error bars generated from the 

standard deviation from triplicate measurements of the independent samples.   
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SimI122 was used to better asses the overall degree of change in aniso-MDF maps 

(Figure 4.6).  The trend shown in Figure 4.6 for the pTSFS was virtually identical to 

that for the pEEM.  The key result was the dip observed at 20°C.rr  Changes in 

anisotropy were greater at lower temperatures (≤20°C), with a significant difference 

between replicate measurements.ss  This was caused by a combination of concentration 

differences (up to ~31%) coupled with varying Rayleigh scatter (mainly for the pEEM, 

amplified by IFE correction).  Although Rayleigh scatter was reduced in the pTSFS 

measurements, there was still some residual scattered light present in the pTSFS 

spectra.   

SimI analysis over the full emission space clearly showed that aniso-t-EEM maps 

(RSD=7.7 and 10.2% for the interpolated and missing data/zeros datasets, 

respectively) were more reproducible than aniso-EEM maps (RSD=21.50%).  The 

improved reproducibility of the interpolated aniso-t-EEM data compared to the 

missing data or added zeros data was due to the reconstructed ASDR.  For the Tyr/Trp 

specific emission regions (Figure 4.6B/C) this variation was noticeably reduced, for 

the aniso-EEM (RSD=7.6 and 8.6% for the Tyr and Trp regions, respectively) and 

aniso-t-EEM maps (RSD~5.9 and 6.6% for the Tyr and Trp regions, respectively).  

This suggests that more of the temperature induced emission changes were concerned 

with Trp emission.   

 

 
rr

 The reproducibility of this small dip in SimI at 20°C for the EEM and t-EEM data collected three 

weeks apart (Table 2.1) indicated that this effect was real. 
ss

 Although all the experimental procedures were carefully carried out, with every step meticulously 

planned, there is no way of determining that the differences observed between the replicate 

measurements were caused by the protein itself, or by any other factor.  The use of polyclonal rIgG 

from multiple vials contributed to these variations.  
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Figure 4.6: Plots of SimI values calculated for the various aniso-MDF maps over the 15−35°C temperature range.  

In each case, the reference spectrum was the MDF collected at 15°C from the first replicate sample (R1).   (A) The 

full emission space, (B) the Tyr emission region (λex/λem=270−290/300−320 nm), and (C) the Trp emission region 

(λex/λem=280−300/320−360 nm).  Error bars generated from the standard deviation from triplicate measurements 

of the independent samples.   

 

It was clear that the aniso-MDF maps obtained from the pTSFS measurements 

were much superior to those from pEEM because of the reduced scattered light 

contamination at short emission wavelengths (<320 nm).  Here the big issue is that it 

is expected to resolve two components with PARAFAC analysis from the pTSFS data, 

but larger sample numbers, and SNR improvement are also needed.   
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4.4 PARAFAC analysis 

Meaningful PARAFAC deconvolution of intrinsic fluorophore emission from 

proteins is inherently challenging because of several factors: the non-linearity 

associated with Tyr-to-Trp FRET process, emission and Rayleigh scatter overlap, 

particularly at short wavelengths, large differences in relative emission contributions 

between fluorophores, and the large numbers of fluorophores involved which only 

show small spectral variation (Figures 4.2−4.6).  For pEEM measurements,91 one 

critical factor that limited the effective application of PARAFAC to resolve Tyr 

emission contribution was the Rayleigh scatter.  Here, the better quality of the t-pEEM 

data at short emission wavelengths resulted in a stronger Tyr emission (Figure 4.5H), 

which should facilitate its recovery by PARAFAC.  However, the combination of 

TSFS and PARAFAC analysis is not widely used,71, 73, 74 and requires first that the 

data is converted into an EEM like layout.    The problem related to the use of t-EEM 

and PARAFAC was to determine what is the impact of the different methods for 

dealing with the ASDR (i.e. emission blue edge) on PARAFAC resolution.   

PARAFAC modelling was implemented under equivalent conditions for the 

different pre-processing methods and the model results then compared (Table 4.1, 

Figure 4.7).  There was an improvement in data quality, but Table 4.1 (and Table A-

4) shows that in all cases we could only resolve two components (as suggested by 

CONCORDIA and split-half analysis), and that these were very similar.  

Independently of the pre-processing method used, the same two components were 

resolved by PARAFAC (Figure 4.7, Figure A-6), the major component being 

associated with Trp emission (PFC1, ~92−97%), and a second weaker one mainly 

associated with Tyr emission (PFC2, >3−7%).  Analysis of the scores (Figure 4.8, 

Figure A-7) for the un-, and normalized data clearly shows that the emission was 

quenched, and that this mainly involved the Trp emission.tt  The increased thermally 

induced quenching of Trp, changed the Tyr/Trp ratio (Figure 4.3E) facilitating the 

resolution of the two components (Figure 4.7).  Although the same changes in Tyr/Trp 

 
tt
 This could be confirmed by the 2D spectral analysis of Trp and Tyr shown in Figure 4.3, which shows 

that the decay rate for Trp quenching was nearly three times faster than the Tyr decay rate.  The 

normalized scores plot (Figure 4.8C/D) shows that only PFC2 has a linear fit, which was also observed 

for the Tyr emission (Figure 4.3C/D), confirming that PFC2 was related to the weak Tyr emission.  The 

lack of linear fit for PFC1 scores and for the Trp emission (Figure 4.3C/D) clearly indicated that there 

was no real change in protein structure that could have caused a significant spectral change. 
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ratio were observed for the pEEM data (Figure 3.5), PARAFAC was not able to 

resolve a pure Tyr emission component (Figure 3.9).   

 

Table 4.1: Comparison of the two-component PARAFAC model (50 repetitions) parameters and components 

obtained for the normalized polarized t-EEM║, t-EEM⟘, and unpolarized t-EEMT.  The spectral data were corrected 

using interpolation, missing data (7.9%), or zeros.  Samples were measured over the 15−35°C temperature range 

(9 temperatures × triplicate measurements).   

 
Interpolated Missing Data Zeros 

t-EEM║ t-EEM⟘ t-EEMT t-EEM║ t-EEM⟘ t-EEMT t-EEM║ t-EEM⟘ t-EEMT 

C1 λex/λem 

(nm) 
280/338 280/342 280/340 280/338 280/340 280/340 280/336 280/340 280/338 

C1 Fit model 

(%) 
96.99 92.60 95.03 96.55 95.17 96.46 96.35 96.07 96.23 

C2 λex/λem 

(nm) 

278/298 

(278/310a) 
278/314 278/312 

320/300 

(278/300a) 
276/312 

278/300 

(278/310a) 
276/306 276/306 276/306 

C2 Fit model 

(%) 
3.01 7.40 4.97 3.45 4.83 3.54 3.65 3.93 3.77 

Variance 

explained (%) 

99.99 

(±4×10−9) 

99.99 

(±3×10−8) 

99.99 

(±1×10−8) 

99.99 

(±2×10−5) 

99.99 

(±3×10−9) 

99.99 

(±2×10−9) 

99.58 

(±1×10−5) 

99.70b 

(±9×10−8) 

99.66 

(±8×10−8) 

CONCORDIA 

(%) 

29.25 

(±0.12) 

31.09 

(±0.52) 

23.87 

(±0.38) 

99.80 

(±0.04) 

63.27 

(±0.004) 

65.98 

(±0.003) 

85.80 

(±0.46) 

76.53 

(±0.002) 

78.59 

(±0.004) 

Split-half 

analysis (%) 
99.97 99.96 99.95 99.80 99.03 99.61 56.84 99.72 85.67 

Iterations 7 (±16) 22 (±32) 9 (±19) 3424 

(±1871) 

1242 (±1) 2119 (±2) 4 (±3) 4 (±0) 4 (±0) 

Time (s)c 7 (±1) 10 (±1) 8 (±1) 47 (±21) 22 (±2) 30 (±2) 5 (±1) 7 (±1) 6 (±1) 

a PARAFAC components without artifacts.  b CONCORDIA values of local minima models were removed.  One 

local minima model was found.  c Time required for generating the two-component PARAFAC model. 

 

The same two components were resolved for the t-EEM data, however, there were 

substantial changes in the profiles recovered for each fluorophore, particularly for the 

weaker mostly Tyr emitting PFC2 (Figure 4.7, Figure A-6), and this is a problem for 

the photophysical interpretation of the PARAFAC models.  These changes were 

related to the pre-processing methods used to deal with the ASDR and their effect on 

the short-Stokes shifted emission region.  PFC1 (Trp) was virtually identical in terms 

of the recovered spectral profiles (Figure A-6), except for the models filled with zeros.  

Filling the ASDR with zeros restricted PARAFAC to an abnormal solution which led 

to an underestimation of the emission blue edge of the Trp fluorophores.130  The use 

of zeros facilitated PARAFAC convergence (lowest number of iterations, Table 4.1), 

however, it could cause a premature deconvolution, increasing the variability of the 

spectral profiles of the calculated models.uu  Consequently, the use of zeros slightly 

 
uu

 This was the case for the polarized t-EEM⟘ data, in which we obtained one local minima model 

where PFC2 (λex/λem=290/306 nm) was not in agreement with the other 49 models (λex/λem=276/306 

nm).  The single local minima model was removed from our analysis (Table 4.1).  In addition, filling 

the missing data with zeros restricts PARAFAC resolution to the region where λex/λem>0. 



Rabbit IgG Native State Intrinsic Fluorescence Characterization Using ARMES – TSFS 

67 

 

underestimated both Trp and Tyr relative contributions (Figure 4.7E/F) compared to 

the other two methods tested here. 

 

 

Figure 4.7: Comparison of PARAFAC modelling of the t-EEMT data corrected with (A/B) interpolation, (C/D) 

missing data (NaN), and (E/F) zeros.  PFC1 (Trp) was virtually identical for the datasets with (A) interpolation, 

(C) NaN, and (E) zeros.  Although PFC2 resolved the Tyr signal for the (B) interpolated, (D) NaN, and (F) zeros, 

there were slight differences caused by the presence of NaN and zeros.  t-EEMT landscapes overlapped with aniso-

t-EEM maps for rIgG measured at 20°C.  The colour bars on the bottom represent the anisotropy scale. 

 

When the missing data approach to ASDR was implemented, PARAFAC was free 

to better estimate the continuous shape of Trp and Tyr emission.  This was because it 

did not restrict or modify the data, and thus better extracted spectral profiles which 

might be a truer representation of the actual emission.  The missing data method did, 

however, create some artifacts at the emission blue edge (Figure 4.7D) which was 

amplified by the IFE correction as shown in the excitation slab corresponding to PFC2 

emission, and this was particularly severe for the parallel polarized light data (Figure 

A-6).  The use of interpolation significantly decreased the required computational time 

(Table 4.1) and led to a resolution that appears to be spectrally acceptable.  Thus, the 

use of interpolation to reconstruct the ASDR could overcame the problems caused 
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using missing data and zeros.  However, CONCORDIA values were reduced for the 

interpolated data compared to the other methods, which was caused by extension of 

emission into the ASDR and thus increased emission overlap (Figure A-6).  One might 

expect that this suggests that three components should be recoverable by PARAFAC 

(Tyr, Trp from hydrophobic locations, and Trp externally located on the protein).  

However, the three component PARAFAC model (Table A-4) did not show any 

improvement in the model performance quality parameters. 

Differences in quality and model parameters for the t-EEM data pre-processed 

with missing data and interpolation methods were associated with sample spectral 

characteristics, and particularly the intrinsic anisotropy of the emission from the large 

protein molecule, and the degree of FRET.  The comparison of the t-EEMT with the t-

pEEM results (Table 4.1, Figure A-6) makes these effects clear.  For rIgG, the parallel 

polarization measurements seem to be more directly sensitive to Tyr-to-Trp FRET 

process (i.e. lower PFC2 scores, Figure A-7), and to the presence of residual scatter.vv  

It was clear that, in the t-pEEM║ models, there was an element of the spectral profile 

that could be assigned to Rayleigh scatterww (PFC2 blue shifted).  In the t-EEMT and 

t-pEEM⟘ models there was a clear shoulder at λem ~350 nm (Figure 4.7, Figure A-6) 

due to Trp emission which resulted in a slightly higher score (~5−7%) for PFC2.  

However, there were no significant differences between the polarized and unpolarized 

t-EEM PARAFAC models using the ASDR filled with zeros, which is surprising, as 

there are real differences between the polarized and unpolarized spectra22 of rIgG.  

Thus, this observation rules out the use of zeros to correct the ASDR for intrinsic 

protein fluorescence analysis.    

 

 
vv

 Due to a combination of factors such as the short fluorescence lifetime of Tyr (<4 ns) coupled with 

the long (26 ns) rotational correlation time of rIgG.131   
ww

 The Rayleigh scatter contamination was more evident, but not restricted to, the t-pEEM║ models.  

There will still be Rayleigh scatter in the t-pEEM⟘, but it should be very weak.  The pTSFS⟘ 

measurement offered the best t-pEEM⟘ quality data for modelling Tyr and Trp emission because it was 

less affected by residual scatter, generating the most reasonable estimate of the true contributions of 

each fluorophore.  Still, PFC2 resolved for the t-pEEM⟘ data did not represent a pure Tyr emission and 

there were some associations with Trp emission present. 
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Figure 4.8: Scores plots of two-component PARAFAC models for the: (top) non-normalized, and (bottom) 

normalized unpolarized t-EEMT datasets with the different ASDR treatment methods.  Error bars generated from 

the standard deviation from triplicate measurements of the independent samples.    

 

For better analysis of protein structural change, it would be useful to be able to 

fully resolve Trp and Tyr emission,1, 48, 132 to provide both spectral profiles and relative 

contribution values.  Analysis of the PFC1 (Trp) and PFC2 (Tyr) scores from the un-

normalized t-EEMT data from each method showed a linear decrease with increasing 

temperature due to quenching (Figure 4.8A/B).  The trends were the same for all three 

data handling methods with no significant differences (ANOVA, p>0.05) in PFC1 and 

PFC2 scores trends, indicating that any of the PARAFAC scores could be used to 

monitor structural/concentration changes (r Pearson>0.99).  The big error bars in 

Figure 4.8A/B were due to differences in protein concentration between the replicate 

samples (~31%), which is why the normalized data is better for investigating structural 

changes.  

Normalization reduced these errors, and this was reflected in the smaller error bars 

(~1%) obtained for PARAFAC scores (Figure 4.8C/D).  While scores trends for PFC1 

(Trp) showed that there were no significant structural changes in the rIgG between 15° 

and 35°C, PFC2 scores (Tyr) slightly increased with increasing temperature (Figure 

4.8D).  A major difference between the scores for the different pre-processing methods 

used to deal with the ASDR was that the interpolated data usually showed higher PFC2 
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scores.xx  This increase in scores would indicate that the use of interpolation was the 

best option for generating protein fluorescence data suitable for PARAFAC analysis 

to monitor subtle changes in protein structure and behaviour via changes in the Tyr/Trp 

emission ratio.   

The use of different methods for dealing with ASDR resulted in significantly 

different PARAFAC outputs (spectral profiles and scores).  The insertion of zeros and 

missing data underestimated the relative contribution of the Tyr emission resolved 

with PARAFAC.  These methods were prone to generate spectral artifacts, mostly at 

the emission blue edge where the noise and light scatter contamination was still a 

problem.  Another disadvantage related to the use of missing data was the high 

computational time required for this method, making it unreasonable for online or 

inline applications.  The use of interpolation to reconstruct the ASDR was the most 

suitable option, generating the best quality PARAFAC models based on spectral 

profiles and scores recovered.  However, caution was required for the interpretation 

of this data, particularly the spectral profiles, because the validation of PARAFAC 

output from intrinsic emission is still unproven (but known for small molecule 

examples).  The general spectral trends observed in the scores were similar between 

the different pre-processing, but the magnitudes were significantly different.  Thus, 

when using scores plots to follow protein changes it is advised to use a combination 

of two ASDR approaches (missing data and interpolation) to guarantee a useable 

model outcome for analytical purposes.  

4.5 Inner filter effect (IFE) impacts in pMDF PARAFAC analysis 

IFE is more pronounced at the emission blue edge,50 the Tyr signal could be 

improved via IFE correction, facilitating the recovery of this weak emitting component 

by PARAFAC.  However, there were no significant differences for the pEEM data not 

corrected (Figure 4.9A, Table A-5), or corrected (Figure 4.9B, Table A-6) for IFE, and 

the Tyr component was still not clearly resolved.  This observation increased the initial 

suspicion that the Rayleigh scatter removal necessary in the pEEM data was affecting 

Tyr emission.  The IFE correction step was supposed to correct for differences in 

protein emission caused by different light scatter, but the residual scatter was likely 

 
xx

 PFC2 scores for the t-pEEM⟘ were higher for the interpolated (~7%) than the missing data (~5%), 

suggesting that the interpolation method improved the resolution of Tyr emission. 
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overcorrected,54 and the scores plots for the two-component PARAFAC models still 

showed a clear difference between the replicate samples (Figure 4.10B/D).   

 

 

Figure 4.9: Comparison of PARAFAC modelling of the (A/B) EEMT and (C/D) t-EEMT datasets not corrected 

(dashed red line), and corrected (black line) for IFE.    

 

On the other hand, PARAFAC models for the non-IFE corrected (Table A-5) and 

IFE corrected (Table A-6) datasets were different for the t-pEEM data, with IFE 

correction completely changing PFC2 resolution (Figure 4.9D).  PARAFAC 

resolution of the t-pEEM data not IFE corrected indicated that Rayleigh scatter still 

influenced protein emission, just as observed for the pEEM data.  Independently of 

the pMDF measurement, PARAFAC analysis of the data not corrected for IFE 

resolved two components: PFC1 resolving a major Trp contribution, with a small 

contribution from the weak Tyr emission; and PFC2 representing the directly excited 

Trp.  IFE correction changed PARAFAC resolution for the t-pEEM data: PFC1 clearly 

resolved a purer Trp contribution (Figure 4.9C),22 and PFC2 was finally able to resolve 

the Tyr emission contribution (Figure 4.9D).       

Figure 4.10 shows that the differences caused by IFE were clearly observed in the 

score plots for the two-component PARAFAC models resolved for the EEM and t-

EEM.  Without IFE correction, the PFC1 vs. PFC2 scores plots for EEM (Figure 
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4.10B) and t-EEM (Figure 4.10E/F) data were mainly separating the replicate 

measurements, with no clear trend for the temperature increase for the EEM (Figure 

4.10A).yy  Thus, if the pMDF data is not corrected for IFE, PARAFAC analysis is 

more likely to resolve these differences caused by IFE as a pure component.  Once the 

datasets were corrected for IFE, any spectral differences caused by IFE were 

presumably removed, and PARAFAC should be able to resolve 

structural/environmental changes (i.e. changes in Tyr-to-Trp FRET and/or in Trp 

classes).  This was observed for the t-EEM, as PFC1 vs. PFC2 scores plot were 

showing a trend with the increase in temperature (Figure 4.10G/H), but not for the 

EEM data (Figure 4.10C/D).      

The analysis of the influence of IFE in pMDF measurements confirmed that the 

pTSFS measurements were much superior to pEEM because of the reduction in 

Rayleigh scatter contamination at both the short emission wavelengths (<320 nm) and 

long excitation wavelengths (≥290 nm).     

 

 
yy

 Changes in spectral shape caused by IFE were not removed by normalization.     
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Figure 4.10: PFC1 vs. PFC2 scores plots for the two-component PARAFAC model resolved for the pre-processed 

(A/B) EEMT non-IFE corrected, (C/D) EEMT IFE corrected, (E/F) t-EEMT non-IFE corrected, and (G/H) t-EEMT 

IFE corrected rIgG native state emission.   
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4.6 Conclusions 

This chapter showed that the combination of pTSFS measurements, with precisely 

defined pre-processing, and PARAFAC analysis is the more suitable method for the 

analysis of intrinsic protein fluorescence without significant structural changes.  In 

comparison with the pEEM study presented in Chapter 3, the pTSFS method has 

sufficient sensitivity to extract signals from the weak Tyr emission which is key to 

being able to observe and measure subtle changes in protein structure.43  However, 

one must take in consideration that even though the pTSFS measurement is a better 

choice for the analysis of small structural changes, pEEM might still be preferred when 

analysing significant changes in protein structure and aggregation, as an extra 

measurement would be necessary to acquire Rayleigh scatter with pTSFS.   

The last step is to thermally stress the rIgG to assess the ability of ARMES to 

monitor protein structural changes and aggregation.  EEM measurement was preferred 

for the next experiment as protein structural changes are mainly followed by Trp 

emission, and the Rayleigh scatter can provide useful information regards changes in 

particle size, and aggregation.       
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 Monitoring Structural Stability and Aggregation of rIgG 

Using ARMES – EEM  

The previous chapters provided a starting point from which we can explore the use 

of pMDF and PARAFAC for further investigations into physically stressed rIgG.  

PARAFAC might provide a different approach to follow protein structural changes 

via intrinsic fluorescence emission measurements.  Here, thermal stress was selected 

because it provides large and well-known structural changes, and leads to significant 

protein aggregation at high temperatures.17, 42, 72, 97, 133-135  This chapter assesses the 

applicability of pEEM/ARMES for monitoring structural stability and aggregation of 

rIgG.             

5.1 Large structural changes favor the use of pEEM 

IgG type proteins have two unfolding temperatures,12, 133, 134, 136, 137 the first at 

~60/65°C being reversible, followed by an irreversible unfolding at ~70/75°Czz which 

may be accompanied, and/or followed by protein aggregation.  No major structural 

changes are expected up to the first unfolding temperature, limiting PARAFAC to 

identifying subtle structural changes, such as changes in Tyr-to-Trp FRET process.aaa  

Finally, once the first unfolding temperature is achieved, protein structure starts to 

change, which should facilitate the recovery of different Trp fluorophores for the first 

time for complex proteins using pMDF/PARAFAC.         

Even though Rayleigh scatter can affect the pMDF data at the emission blue edge, 

it can be useful to monitor large structural changes, changes in particle size, and 

aggregation.56, 62, 63  The use of pEEM can potentially provide information about 

structural changes and protein aggregation with a single measurement.  The use of 

pTSFS measurements would require an extra data acquisition step to measure changes 

in Rayleigh scatter, increasing the time required for data collection, and analysis.  

 
zz

 The exact unfolding temperature is highly dependent on IgG structure, buffer composition and pH. 
12, 101, 133, 138, 139  For the rIgG used in this study, visible aggregates were formed at 75°C (Figure A-8), 

which was followed by the formation of a gel-like solution upon cooling down to 20°C.  
aaa

 Protein relaxation precedes any significant structural changes, thus, up to the first 

unfolding temperature, we should be able to see an increase in Tyr and a decrease in Trp signal, caused 

by a change in Tyr-to-Trp FRET, and an average of all Trp in the native state. 
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Here, we explore the use of pEEM to try to monitor rIgG structural stability and 

aggregation caused by thermal stress from 20° to 70°C.  

5.2 Data pre-processing 

The pEEM pre-processing method had to be adapted to include the instrumental 

factor correction (Figures 2.1/2.5).bbb  First, pEEM spectra were corrected for 

instrumental factor (excitation and emission wavelengths), followed by IFE 

correction, Rayleighccc and Raman scatter removal, interpolation, and smoothing to 

remove residual scatter/shot noise (Figure 5.1).91  Even though the protein was 

thermally stressed up to 75°C (Section 2.3.1), the increased optical density (Figure A-

8) limited IFE correction up to 70°C, restricting PARAFAC analysis to this 

temperature point.        

Pre-processed pEEM║, pEEM⟘, and unpolarized EEMT were arranged in a three-

dimensional structure (33 samples × 78 λem × 41 λex), normalized by peak maximum,83 

and subject to PARAFAC analysis.  PARAFAC models for the different polarizations 

were evaluated to identify if different fluorophores could be resolved for the thermally 

stressed rIgG, and if there were differences in the recovered loadings for each 

polarization. 

 

 
bbb

 The use of instrumental factor correction caused a significant change in PARAFAC resolution for 

the rIgG thermally stressed (Tables A-7/A-8). 
ccc

 For the pEEM║, Rayleigh scatter saturated (IF>1000) at ≥70°C.   
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Figure 5.1: (Left) pEEM║ and (right) pEEM⟘ pre-processing steps for the rIgG measured at 20°C.  (A/B) Raw 

pEEM spectra showing the difference in Rayleigh scatter between pEEM║ and pEEM⟘.  (C/D) pEEM spectra 

corrected for instrumental response.  (E/F) pEEM spectra were corrected for IFE using the UV-vis absorbance 

spectra of each replicate sample measured at 20°C, followed by Rayleigh scatter removal, buffer subtraction, and 

smoothing.  (G/H) pEEM spectra were interpolated to remove residual scatter.   
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5.3 2D spectral analysis 

A combination of 2D spectral analysis were used to quickly evaluate structural 

changes caused by the thermal stress.  Figure 5.2 indicates that significant structural 

changes were only observed at higher temperatures (≥65°C), which was preceeded by 

a change in Tyr-to-Trp FRET at lower temperatures (<65°C).       

 

 

Figure 5.2: There was a decrease in Tyr intensity (λex/λem=276/306 nm) for the rIgG measured from 20−70°C with 

both (A) pEEM║, and (B) pEEM⟘.  Trp intensity (λex/λem=276/340 nm) decreased up to 60/65°C, increasing at 

70°C, due to thermal quenching.  Normalized (C) pEEM║ and (D) pEEM⟘ showed the effects of Tyr-to-Trp FRET 

process.  (E) The Tyr/Trp ratio increased from 20−60°C for pEEM║ and pEEM⟘, decreasing at 65/70°C.  (F) Erel 

decreased from 20−60°C, increasing at 65/70°C.  Error bars generated from the standard deviation from triplicate 

measurements of the independent samples. 

 

The initial increase in temperature was not enough to cause any significant 

structural change (Figure 5.2C/D).  A change in Trp and Tyr trends was observed when 

the temperature was increased above 55°C, a sudden change in Tyr/Trp ratio (Figure 
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5.2E), and relative FRET efficiency (Figure 5.2F) was observed at 65/70°C, indicating 

a change in protein structure.   

Here, it was clear that the use of single excitation/emission wavelengths were a 

very useful tool to quickly assess large spectral changes.  However, the use of a simple 

2D spectral analysis did not provide much information regarding small structural 

changes prior to protein unfolding.  Thus, the use of chemometrics is still necessary to 

analyse the full emission space to try to resolve more details about the structural 

changes.       

5.4 Aniso-EEM maps 

The analysis of changes in aniso-MDF maps was proven to be an useful tool for 

measuring protein structural and concentration changes in simple proteins, such as 

BSA and HSA.1, 3  However, it was clear that subtle structural changes in the rIgG 

native structure,91, 92 along with the large number of fluorophores involved, reduced 

the utility of the aniso-MDF maps (Chapters 3/4).  Here, we expected that large 

structural changes caused by the thermal stress would cause more significant changes 

in the aniso-maps.   

Visual inspection of the aniso-EEM maps (Figure 5.3) showed variations over the 

full emission space, indicating changes in FRET process, fluorophore location within 

protein, fluorophore environment,1 and residual scatter/shot noise as the temperature 

was increased.  There were no significant changes in anisotropy for Tyr (Figure 5.3G) 

and Trp (Figure 5.3H) emission up to 60/65°C, and even though those changes were 

not statistically significant, it could indicate the first significant structural changes.  

Changes in anisotropy at 70°C were likely related to changes in FRET,22 residual 

Rayleigh scatter/shot noise, and poor SNR.ddd     

            

 
ddd

 A plausible explanation for the decrease in anisotropy is based on the Rayleigh scatter influence on 

the pEEM spectra.  For the pEEM║ measurements, the Rayleigh scatter was too strong, and the detector 

saturated under the instrument settings used, decreasing anisotropy in the affected area.  
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Figure 5.3: Aniso-EEM maps for rIgG collected at (A) 20°C, (B) 40°C, (C) 50°C, (D) 60°C, (E) 65°C and (F) 

70°C.  The white dashed lines mark λem=336 nm.  The colour bars on the bottom represent the anisotropy scale.  

(G) Tyr anisotropy at λex/λem=276/310 nm, and (H) Trp anisotropy at λex/λem=280/336 nm for the triplicate EEM 

measurements of thermally stressed (20°−70°C) rIgG.  Error bars generated from the standard deviation from 

triplicate measurements of the independent samples. 
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SimI140 was used to further assess protein structural changes observed with the 

aniso-EEM maps (Figure 5.4).  SimI from the full emission space showed a significant 

change in aniso-EEM maps with the increase in temperature (RSD=29.85%).  

However, once we separate the Tyr and Trp regions, it was clear that these changes 

were mostly related to Trp emission (Figure 5.4B).  It is well known that Tyr emission 

does not change with the increase in temperature,141 thus, it was not a surprise that 

there were no significant changes in the aniso-EEM maps in this region (RSD=5.18%).  

On the other hand, changes in SimI for the Trp region (RSD=13.67%) suggested that 

the thermal stress induced structural changes.        

 

 

Figure 5.4: Plots of SimI values calculated for the various aniso-EEM maps over the 20−70°C temperature range.  

In each case, the reference spectrum was the EEM collected at 20°C from the first replicate sample (R1).   (A) Full 

emission space; (B) Tyr (λex/λem=270−290/302−320 nm), and Trp emission region (λex/λem=280−300/320−360 

nm).  Error bars were generated from the standard deviation from triplicate measurements of the independent 

samples.   

 

Although changes in the Tyr region were present, these were very small and 

strongly affected by residual scattered light.  The presence of large structural changes 

in the thermally stressed rIgG at higher temperatures indicated that the utility of this 

method for the analysis of complex protein, such as rIgG, was mainly restricted to the 

Trp region.   

5.5 PARAFAC analysis 

One critical factor that restricted the effective application of PARAFAC to resolve 

individual Tyr and Trp fluorophores contribution from rIgG emission measured with 

pMDF was the lack of significant structural change.91, 92  Here, this critical factor was 
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overcome by the thermal stress, which should facilitate the resolution of more than 

two PARAFAC components.   

Based on the initial analysis (Sections 5.3/5.4), we expected to resolve at least 

three/four components with PARAFAC: (i) one or two components resolving a pure 

Trp and Tyr contribution reflecting changes in Tyr-to-Trp FRET; (ii) an average of all 

Trp fluorophores in the native state; and (iii) a change in the average Trp fluorophores 

as protein unfolds.  However,  the presence of Tyr-to-Trp FRET, residual Rayleigh 

scatter, shot noise, poor SNR, and the low number of samples might still limit 

PARAFAC resolution.83  Ideally, PARAFAC would be able to extract all the 

information regards protein structural changes from the full 20−70°C temperature 

range with a single model.  However, PARAFAC could not handle different 

processeseee at once, and only two valid components were recovered (Table 5.1, Figure 

5.5E, and Figure A-9).   

 

Table 5.1: Comparison of the two-, three-, and four-component PARAFAC models obtained for the normalized 

polarized EEM║, EEM⟘, and unpolarized EEMT of the data measured over the 20−70°C temperature range. 

 EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT 

C1 λex/λem (nm) 
280/ 

338 

280/ 

340 

280/ 

340 

280/ 

334 

280/ 

338 

280/ 

338 

278/ 

338 

278/ 

340 

278/ 

334 

C1 Fit model (%) 55.70 43.31 53.66 90.87 65.94 87.29 51.49 83.05 92.86 

C2 λex/λem (nm) 
280/ 

306 

278/ 

324 

278/ 

318 

280/ 

302 

278/ 

304 

278/ 

302 

278/ 

308 

278/ 

306 

292/ 

336 

C2 Fit model (%) 44.30 56.69 46.34 8.18 14.55 9.79 44.45 14.12 3.10 

C3 λex/λem (nm) − − − 
280/ 

344 

280/ 

340 

280/ 

342 

292/ 

332 

280/ 

344 

280/ 

302 

C3 Fit model (%) − − − 0.94 19.51 2.93 2.22 2.43 2.30 

C4 λex/λem (nm) − − − − − − 
280/ 

352 

294/ 

334 

284/ 

344 

C4 Fit model (%) − − − − − − 1.84 0.41 1.73 

Variance explained (%) 99.97 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99 

CONCORDIA (%) 99.75 99.55 99.58 −222.82 −7148 −1476 −5604 −32687 −16648 

Split-half analysis (%) 58.80 71.25 59.83 11.00 70.22 29.62 17.65 21.62 6.36 

 
eee

 Thermal quenching, changes in Tyr-to-Trp FRET process, and changes in Trp classes. 
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Figure 5.5: Comparison of the two-component PARAFAC (left) loadings and (right) scores for the pre-processed 

EEMT data over the (A/B) 20−40°C, (C/D) 40−70°C, and (E/F) 20−70°C temperature range.  The anisotropy values 

were calculated for each component resolved for each temperature range (Table 5.2).  Error bars generated from 

the standard deviation from triplicate measurements of the independent samples. 

 

For the full 20−70°C temperature range, the two-component PARAFAC models 

(Figure 5.5E), PFC1 resolved an average of all Trp fluorophores in the rIgG structure, 

with a change in PARAFAC scores trend at 60°C (Figure 5.5F and Figure A-10).fff  

While PFC1 was virtually identical for both pEEM and unpolarized EEM, PFC2 

showed some differences between pEEM║ and pEEM⟘ (Table 5.1, Figure A-9A/D/G).  

PFC2 resolved an average of all Tyr and Trp fluorophores within the rIgG structure, 

 
fff

 There were no significant changes in Trp maximum emission (Figure A-11) with the increase in 

temperature.  However, a lack of red and/or blued shift in Trp emission does not mean a lack of changes 

in Trp environment,22, 34, 47 both phenomena could occur at the same time, resulting in the same averaged 

Trp emission.  
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with the parallel polarization resolving a more significant contribution from Tyr 

emission.ggg  Three-, and four-component PARAFAC models were not validated by 

CONCORDIA, and/or split-half analysis, however, one must consider that 

CONCORDIA is not always appropriate to assess model validity for real-world non-

ideal data.83, 113, 142  Regardless of model validation, three-, and four-component 

PARAFAC models for the polarized, and unpolarized EEM data were reasonable from 

the photophysical point of view (Figures A-9/A-10).  Thus, it indicated that there was 

more information available than what a two-component PARAFAC model could 

extract from the full 20−70°C temperature range. 

From the PARAFAC scores plot (Figure 5.5F), we were able to identify two 

distinct process affecting rIgG structure between the 20−70°C temperature range.  The 

first process was related to changes in Tyr-to-Trp FRET, and the second to changes in 

protein structure (Trp emission).  Thus, the next step was to divide the thermal stress 

data into two temperature ranges (20−40°C and 40−70°C) in an attempt to separate 

these two distinct processes, and facilitate PARAFAC to extract more information 

regards protein structural changes (Table 5.2, Figure 5.5).  The main reason for the 

selection of 40°C as the separation point was because we would still be able to resolve 

some Tyr contribution at the higher temperature range and remove significant changes 

in Trp fluorophores at the lower temperature range.  

For the 20−40°C temperature range, a two-component PARAFAC model managed 

to separate the Trp (PFC1) and Tyr (PFC2) contributions (Figure 5.5A).  The 

resolution of these two components were facilitated by the changes in Tyr-to-Trp 

FRET process, which was confirmed by the scores plot (Figure 5.5B).  Although 

PARAFAC loadings and scores suggested the successful separation of an average of 

all the Trp and Tyr fluorophores presents in the FRET process, the model could not be 

validated with CONCORDIA.  The low CONCORDIA values were not a surprise,hhh 

and the model was validated based on the split-half analysis.143  Small differences 

were observed in model validation parameters, loadings, and scores for PFC2 between 

 
ggg

 Although the maximum emission (306 nm) would suggest that PFC2 for the pEEM║ resolved a pure 

Tyr contribution, the emission was extended to longer wavelengths (>360 nm), indicating that a spectral 

contribution from Trp fluorophores.  The blue shift in PFC2 emission for pEEM║ (306 nm) in 

comparison with the pEEM⟘ (324 nm) polarization were related to the polarization itself, as pEEM⟘ is 

less affected by residual scatter. 
hhh

 They were, in fact, expected, as the FRET process breaks the trilinearity, and variability 

requirements for a good PARAFAC model.85 
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the pEEM║ and pEEM⟘ data (Table 5.2, Figures A-12/A-13).  The slightly higher 

scores and lower CONCORDIA values for PFC2 resolved for pEEM⟘ indicated that 

this polarization was more influenced by Trp emission.      

 

Table 5.2: Comparison of the model parameters and components obtained for the two-component PARAFAC 

models obtained for the normalized polarized EEM║, EEM⟘, and unpolarized EEMT data over the 20−40°C, 

40−70°C, and 20−70°C temperature ranges. 

 
20−40°C 40−70°C 20−70°C 

 EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT 

C1 λex/λem (nm) 
280/ 

334 

280/ 

338 

280/ 

336 

278/ 

316 

280/ 

330 

278/ 

324 

280/ 

338 

280/ 

340 

280/ 

340 

C1 Fit model (%) 92.41 90.71 92.47 61.46 84.21 68.85 55.70 43.31 53.66 

C2 λex/λem (nm) 
280/ 

302 

278/ 

304 

280/ 

302 

280/ 

340 

288/ 

342 

280/ 

342 

280/ 

306 

278/ 

324 

278/ 

318 

C2 Fit model (%) 7.59 9.29 7.53 38.54 15.79 31.15 44.30 56.69 46.34 

Variance explained (%) 99.99 99.99 99.99 99.97 99.98 99.98 99.97 99.98 99.98 

CONCORDIA (%) 26.01 −56.96 −28.66 99.48 99.41 99.35 99.75 99.55 99.58 

Split-half analysis (%) 94.50 99.95 99.69 69.98 88.71 59.54 58.80 71.25 59.83 

 

It was hoped that selecting a temperature range between 40−70°C would allow 

PARAFAC to resolve Tyr emission and changes in Trp fluorophores, however, only 

a two-component PARAFAC model was valid (Table A-8, Figure 5.5C/D).  

Restricting the temperature analysed to the 40−70°C range reduced the influence of 

the Tyr emission from the Tyr-to-Trp FRET process, as indicated by the anisotropy 

loadings (Figure 5.5C).iii  Here, PFC1 resolved the average of all Tyr and Trp 

fluorophores presents in the rIgG in its native structure.  The selection of this 

temperature range increased the differences between polarized and non-polarized 

EEM datasets (Table 5.2, Figure A-12).  For PFC1, there was a 14 nm blue shift from 

pEEM⟘ (λem=330 nm) to pEEM║ (λem=316 nm), which was accompanied by a 

significant increase in scores for pEEM⟘ (Table 5.2, Figure A-13).  Even though PFC2 

emission loadings were virtually identical for the polarized and unpolarized EEM, 

there was a red shift (8 nm) in the excitation loadings for the pEEM⟘.  This red shift 

was accompanied by a decrease in scores, indicating that PFC2 recovered for the 

pEEM⟘ was more influenced by changes in Trp fluorophores.      

 
iii

 The shape of the anisotropy excitation loadings and the increased values for the anisotropy in the 

emission36, 45, 65 loadings indicated that there was a lower influence of Tyr emission in the PARAFAC 

components resolved for the 40−70°C temperature range (Figure 5.5C) in comparison to that resolved 

for the full 20−70°C temperature range (Figure 5.5E). 
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5.6 Aggregation analysis using Rayleigh scatter modelled with 

PARAFAC 

Simple 2D UV-vis97, 99 (Table 2.1) and fluorescence aggregation index (F-AI)144, 

145 are not always suitable for the analysis of changes in particle size and aggregation 

in complex proteins, particularly at low concentration.  Previously, these aggregation 

measurement tools did not provide much conclusive information regards protein 

structural changes, and a suitable alternative was to use the Rayleigh scatter collected 

simultaneously with the pEEM measurements (Figure 5.6).56, 62   

 

 

Figure 5.6: Comparison of the plots for the F-AI calculated at λex=280 nm (=
𝝀𝒆𝒎𝟐𝟖𝟎

𝝀𝒆𝒎𝟑𝟒𝟎
), and the normalized (by 

area) first order Rayleigh scatter extracted from the pEEM║ data over the 20−70°C temperature range.  Error bars 

generated from the standard deviation from triplicate measurements of the independent samples. 

 

The first order Rayleigh scatter removed from the pEEM datajjj at the pre-

processing stage (Figure A-3) was successfully used to follow changes in particle size 

for different forms of insulin,62 and rIgG.56  However, for the thermally stressed rIgG, 

there was no significant differences between the use of a 2D F-AI and the full Rayleigh 

scatter region (Figure 5.6).  The same lack of change in particle size below 70°C for 

the thermally stressed IgG was previously observed with various techniques, such as 

differential scanning fluorimetry (DSF), static light scattering, intrinsic fluoresce, 

 
jjj

 The whole Rayleigh scattering area was used to calculate the volume of Rayleigh scatter, improving 

the robustness of the analysis of changes in particle size and aggregation in comparison to the resolution 

from a single wavelength.  The use of the whole Rayleigh scatter region reduces the noise associated 

with the value recovered from a single wavelength point.   
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HPLC-SEC, and dynamic light scattering (DLS).17, 72, 133, 146, 147  These changes in 

particle size were restricted to temperatures ≥70°C, as a partial unfolding of the protein 

is a pre-requisite to initiate aggregation, thus, changes in particle size and aggregation 

are mostly negligible up to the second unfolding transition.17, 72, 133, 146, 147     

The lack of change in particle size up to 65°C indicated that rIgG structure was 

stable up to the second unfolding temperature, meaning that it was difficult to cause a 

change in protein structure.63  The use of Rayleigh scatter to follow changes in particle 

size and aggregation is less useful when following small protein changes.56, 62 

5.7 Conclusions 

In this chapter we showed that the use of ARMES combined with PARAFAC 

analysis can be used for assessing significant structural changes in thermally stressed 

rIgG.  The 20−70°C temperature range was enough to cause changes in the average 

Trp class at higher temperatures; however, these were accompanied by changes in Tyr-

to-Trp FRET process, which highly influenced PARAFAC resolution.  The strong 

presence of Tyr-to-Trp FRET process, poor SNR, and low sample numbers was 

reflected in a limited PARAFAC resolution.               

Independently of the temperature range selected, a two-component PARAFAC 

model was the only valid model recovered from the thermally stressed rIgG, which 

did not extract all the available information regards protein stability and structural 

changes.  PARAFAC analysis of different temperature ranges indicate that, for the 

rIgG, the use of pEEM║ should be preferred for the analysis of changes in Tyr-to-Trp 

FRET process, and the pEEM⟘ for analysing changes in Trp.     
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 Conclusions 

The aim of this project was to determine if the ARMES methodology could 

provide a better method for measuring changes in the structure of IgG type proteins in 

solution.  This was the first time that pMDF measurements combined with 

chemometrics analysis were used to analyze such complex proteins.  The main 

challenge was to solve the pre-processing issues to enable the photophysical 

characterization of IgG using multi-way decomposition methods, such as PARAFAC 

and MCR.  This goal was achieved with two different pMDF measurements: pEEM91 

and pTSFS.92 

The ARMES method was recently developed for the quantitative3 and qualitative1 

analysis of proteins.  These first studies showed that ARMES was a suitable technique 

to extract protein signal from a complex media, and to resolve individual fluorophores 

in simple proteins, such as BSA, HSA,89 and insulin.62  However, the use of thin film 

polarizers, which only transmitted light over 290 nm, prevented the accurate 

measurement of Tyr and Trp fluorophores.  The use of UV transparent wire grid 

polarizers57 increased the emission space collected with pMDF, theoretically making 

it possible to extract Tyr and Trp emission, as the method was validated using a 

mixture of fluorophores,88 where FRET and IFE were not present.  PARAFAC 

analysis was selected as the best multi-way decomposition method for the analysis of 

simple proteins and non-interacting mixtures,57, 62 we had to be further developed the 

use of pMDF/ARMES/PARAFAC to suit complex proteins.   

The pre-processing of the pEEM and pTSFS data prior to PARAFAC analysis was 

critical and complex.  EEM and TSFS data are intrinsically different (Figure 2.4), 

requiring different handling to achieve the trilinearity required for PARAFAC 

analysis.71, 73, 79, 83, 85  This was the first time that an IgG protein was measured with 

pMDF and analyzed with PARAFAC, requiring an extensive amount of time and 

effort to find the ideal pre-processing method.  The most complex issues to be solved 

prior to PARAFAC analysis were the non-trilinearity from Rayleigh and Raman 

scatter, IFE, and the TSFS structure.       

For the pEEM data, independently of the pre-processing method applied, residual 

Rayleigh scatter, and artifacts introduced by IFE correction caused significant 
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problems, making PARAFAC results less trustworthy in some cases.  Based on 

PARAFAC resolution, we could conclude that it was better to first implement 

subtraction-based corrections (e.g. buffer subtraction, Rayleigh scatter removal) 

before any multiplication-based corrections (e.g. IFE correction).  The use of 

interpolation in a restricted small spectral region did not have a major impact on 

components recovery, improving some aspects of PARAFAC models.   

We demonstrated that pTSFS is a better measurement method than pEEM for 

PARAFAC analysis of intrinsic protein fluorescence, particularly for the weak Tyr 

fluorescence at the emission blue edge.  The use of pTSFS can minimize the collection 

of Rayleigh scatter which caused a lot of issues at the emission blue edge in the pEEM 

spectra, mostly because of the complexity in removing Rayleigh shot noise.91  A 

simple transformation of the pTSFS data into an EEM like layout (t-pEEM) was able 

to provide the trilinear structure73 required for PARAFAC analysis.  However, this 

transformation into t-pEEM produced an ASDR (<8%) at the emission blue edge, 

which was critical for resolving Tyr emission.  The assessment of three pre-processing 

methods to deal with the ASDR problem, missing data, use of zeros, and interpolation, 

showed that PARAFAC resolution was highly method dependent.  In each case 

PARAFAC separated Tyr from Trp emission, thus, confirming the superior 

performance of pTSFS over pEEM measurements for subtle structural changes. 

For complex proteins, where multiple Tyr and Trp fluorophores are present and 

interacting with each other, the use of ARMES/PARAFAC could not resolve 

individual fluorophore populations.  Yet, it was possible to photophysically 

characterize the rIgG, which was used as a baseline for monitoring structural changes.  

PARAFAC analysis of physically stressed rIgG showed significant differences in the 

recovered components scores and this provides a different insight into fluorescence 

emission changes induced by stressing conditions.  However, the same trend was 

observed with the 2D spectral analysis (Figure 5.2) and the scores plots extracted with 

PARAFAC (Figures 5.5, Figure A-10).  The use of pMDF/PARAFAC/ARMES was 

advantageous for monitoring subtle structural changes, however, a simple 2D spectral 

analysis was enough to spot large structural changes.  The main advantage of 

collecting pEEM was the possibility to isolate the first order Rayleigh scatter, which 

was used to monitor changes in particle size and aggregation.  Although the use of 

Rayleigh scatter was previously shown to be useful to monitor changes in particle size 
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for insulin type proteins,62 it was not very useful to monitor small changes in rIgG 

particle size,56, 63 which was in agreement with the literature for IgG type proteins.17, 

72, 133, 146, 147  Thus, the main advantage of the pEEM measurements for the analysis of 

stressed IgG was that it gave the possibility of following changes in protein structure, 

particle size, and aggregation, with a single measurement.56, 62 

Even though the advantage of the pTSFS over pEEM measurements was to reduce 

Rayleigh scattering, there was still some residual scattered light in the pTSFS data, 

which was not a surprise, given the 10 nm slit widths used.  In addition, the poor SNR, 

combined with the low sample number used here, limited PARAFAC resolution, 

especially at the emission blue edge.  Ultimately, this indicates that to extract true and 

uncontaminated Tyr emission components, and thus accurate scores, one needs to use 

narrower slits to minimise scatter, which will decrease signal intensity that can only 

be recovered by increasing acquisition time and PMT voltage.  To reduce shot and 

dark noise, and thus improve SNR, one has to collect multiple spectra from the same 

sample, and then use the average spectra for modelling, which would also increase 

acquisition time.  However, this is not practical currently for ARMES using 

conventional scanning spectrometers where four measurements are required (and 

particularly for rapid or high throughput analytical applications).   

The potential use of ARMES/PARAFAC for quality control of IgG is still limited, 

requiring an improvement in SNR, and a higher number of samples to improve model 

resolution, which are prohibitive by the time required for collecting a full 3D pMDF 

spectra with the Agilent Cary Eclipse spectrophotometer found in the laboratory.62, 89  

There are two alternatives that could solve the data quality issues: reduce the time 

necessary for data collection using the same Cary Eclipse, or use a faster machine that 

could collect the same amount of data in a reduced time.  In addition, future studies 

must be done using a large amount monoclonal antibody, which should be prepared at 

once, avoiding any differences that could be related to sample composition, 

preparation, and manipulation.         

The hardest part was to develop the best way of pre-processing the pMDF data to 

allow the use of trustworthy chemometric analysis.  The data quality issue can be 

resolved with simple changes to the data collection using the Cary Eclipse.  Improving 

data quality will significantly improve chemometrics.  The collection time issue could 
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be addressed by the collection of a simpler 2D measurement.  Based on PARAFAC 

resolution from the pMDF data, the 2D spectra could be collect at λex 280 and 296 nm.  

In addition, there was not much useful information regards structural change in the 

emission blue edge.  Restricting the emission collect to the Trp region will make it 

possible to collect more samples in a much-reduced period.  Collecting more data in a 

reduced amount of time means that more samples can be collected and averaged, 

improving SNR and data quality.  Further improvements could be achieved by the 

development of an automatized software to allow the collection of multiple 

temperature/time points.  Increasing the number of data points can facilitate the 

resolution of subtle structural changes.  This software would have to be combined with 

the use of a single polarization, preferentially the parallel polarization, as it does not 

require G-factor correction.        

An alternative would require the acquisition of a new system, such as the Horiba 

Acqualog.  While the Agilent Cary Eclipse has a single detector channel, the Acqualog 

system has a CCD fluorescence emission detector, which makes it up to 100 times 

faster than the current system.  Another advantage of the Acqualog is that this is the 

only spectrophotometer available in the market that can collect UV-vis absorbance 

and EEM spectra at the same time.  The Acqualog software automatically corrects for 

IFE, Rayleigh, and Raman scatter, reducing the pre-processing complexity.  The data 

collected with the Horiba Acqualog has a continuous sample acquisition, meaning that 

more samples and data points could be collected in a quicker manner, resulting in a 

much better data quality than that used in this thesis.  
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 Appendices 

7.1 Instrumental correction factor 

The instrumental correction factor was collected with five different standards 

(Table A-1), for six different machines at the same time.  As the standards have to be 

quickly measured, it required that nearly the whole NBL group worked together.  I 

was responsible for the sample preparation, the collection of the standards was a group 

task, and data analysis was carried out by Dr Saioa Elcoroaristizabal.  A paper is being 

prepared on the instrumental correction: 

Evaluation of Instrumental Correction in Fluorescence Excitation, Emission and 

Synchronous Spectra.   S. Elcoroaristizabal, D. Melnikau, Y. Casamayou-Boucau, M. 

Steiner-Browne, A.L. de Faria e Silva, B. Boateng, M. Kyne, F. Gordon, S. Henry, 

and A.G. Ryder.   

 

Table A-1: Fluorescence excitation wavelength and emission range collected for each dye (and the respective 

blank). 

Dye BAM certified λex Emission range 

Fluorescence Spectral Standard A BAM-F001 280 300−450 

Fluorescence Spectral Standard B’ BAM-F002a 315 330−530 

Fluorescence Spectral Standard C BAM-F003 380 390−600 

Fluorescence Spectral Standard D BAM-F004 420 450−700 

Fluorescence Spectral Standard E BAM-F005 550 570−770 

 

7.2 Inner filter effect (IFE) correction 

UV-vis absorbance spectra of the thermally stressed rIgG were only measured at 

the beginning and at the end of the thermal stress experiments.  The only way of 

collecting the correspondent UV-vis absorbance spectra for the sample being stressed 

at that the same moment would be to have a machine capable of collection pMDF, and 

UV-vis absorbance spectra at the same time.  Unfortunately, the Cary Eclipse could 

not measure UV-vis absorbance spectra, and there was no such machine available in 

the laboratory for these experiments.  The only solution was to collect the UV-vis 

absorbance spectra for all the temperatures points with another aliquot in a different 

day.  It is important to keep in mind that we were working with polyclonal rIgG and 

there was no guarantee that different aliquots from the same protein solution would 

behave in the same manner.  Differences could be cause by the freeze-thaw cycle (the 

samples were stored at −70°C), by the slightly different composition in the aliquot 
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itself (the rIgG used here was polyclonal), and by differences in light/time exposure.  

A simple 5 minute equilibration time was used before collecting each data point, in 

triplicate measurements, which were then blank subtracted, and averaged, as showed 

in Figure A-1A/B.   

The difference in the maximum absorbance between the replicate samples (Figure 

A-1A, RSD 0.8%) solutions was similar to the difference caused by the temperature 

increase itself (Figure A-2B, RSD 1.1%).  These differences were restricted to the 

third decimal point, not affecting IFE correction.  The difference was more 

significative for the replicate solutions measured in different days (RSD 55%) than 

for the different temperature points collected for the same sample (RSD 22%) in 

longer wavelengths (>290 nm), indicating that there was a bigger change in scattered 

light between the different days than samples that caused by the thermal stress itself.  

Thus, because the Cary Eclipse did not allow the collection of MDF and UV-Vis 

absorbance spectra at the same time, IFE correction was done using the UV-Vis 

absorbance spectra for the exact replicate sample measured at 20°C. 

Rayleigh scatter could be heavily overlapped to Trp fluorescence at the excitation 

red edge, overestimating IFE correction in that region.  The use of an interpolation 

step in the pEEM blank spectra used to calculated LOR (Figure A-2) reduced the risk 

of an IFE overcorrection.  
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Figure A-1: (A) UV-vis spectra for the rIgG replicate samples (PBS buffer spectrum subtracted) used to calculate 

protein concentration: R1=1.3 mg mL−1, R2=0.9 mg mL−1, and R3=1.2 mg mL−1.  The full lines represent the 

sample measured with EEM (freshly prepared), the dashed lines with TSFS (11 weeks, −70°C) and the dashed dot 

lines with EEM (14 weeks, −70°C).  Abs=0.31±0.05 (at λ=280 nm, in the 2 mm pathlength) of the rIgG solutions 

measured with TSFS, and Abs=0.32±0.05 for the samples collected with EEM.  Scores plots and loadings for the 

two-component PCA model using the normalized (by maximum) and mean centered absorbance spectra collected 

from (C/E) 20°C for all the replicate measurements, and (D/F) 20° to 70°C (R2). 

 

 



Appendices 

95 

 

 
Figure A-2: Polarized (A) EEM║, (C) EEM⟘, (E) TSFS║, and (G) TSFS⟘ measurements of PBS solution at 20°C. 

Limit of reporting (LOR) calculated from the standard deviation of 10 replicate measurements of PBS buffer for 

the polarized (B) EEM║, (D) EEM⟘, (F) TSFS║, and (H) TSFS⟘.  The pEEM Rayleigh scatter area was interpolated 

to remove Rayleigh scatter. 
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7.3 Rayleigh scatter removal 

 
Figure A-3: Illustration of the Rayleigh scatter removal from the rIgG pEEM║ data corrected with (A/C/E) Pre-

processing 1, and (B/D/F) Pre-processing 2.  (A/B) The data is modelled with PARAFAC to separate the (C/D) 

rIgG from the (E/F) Rayleigh scatter. 
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7.4 Savitzky-Golay smoothing functions 

7.4.1 Old Savitzky-Golay smoothing function – pEEM native state 

 

7.4.2 New Savitzky-Golay smoothing function – pTSFS native state, pEEM 

thermal stress 

 
 

Using this new smoothing function slightly improved PARAFAC model 

validation for the p-EEM data corrected with Pre-processing 2 and Pre-processing 

2/Interpolated (Table 3.1, Table A-2).  The new smoothing function distorted Pre-

processing 1 and Pre-processing 1/Interpolated data due to the increased residual shot 

noise in these pre-processed data.     

 

 

function smodata= smoothie(data,width,order) 

  

[n,m,l]=size(data); 

  

  

for i=1:n 

    y=squeeze(data.data(i,:,:)); 

    

    [smoy,coeffi]= savgol(y,width,order,0); 

    Smodi(i,:,:)=smoy; 

    

end 

 

data.data=Smodi; 

smodata=data; 

 

end 

function smodata= smoothie(data,width,order) 

  

[n,m,l]=size(data); 

opt=savgol('options'); 

opt.tails= 'weighted'; 

opt.mode={1}; 

 

for i=1:n 

    y=squeeze(data.data(i,:,:)); 

    

    [smoy,coeffi]= savgol(y,width,order,0); 

    Smodi(i,:,:)=smoy; 

    

end 

 

data.data=Smodi; 

smodata=data; 

 

end 
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7.5 EEM rIgG native state 

Table A-2: Comparison of the two-component PARAFAC model parameters and components obtained for the 

normalized polarized EEM║ of the rIgG native state with different pre-processing steps.  These results were 

obtained with the new smoothing function. 

 
Not IFE corrected 

IFE corrected 

not normalized 

IFE corrected 

normalized 

Instrumental + 

IFE correction 

EEM║ EEM║ EEM║ EEM║ 

C1 λex/λem (nm) 280/336 278/336 278/336 280/330 

C1 Fit model (%) 99.86 99.40 99.38 98.60 

C2 λex/λem (nm) 300/342 298/340 298/340 296/336 

C2 Fit model (%) 0.14 0.60 0.62 1.40 

Variance explained (%) 99.98 99.99 99.99 99.99 

CONCORDIA (%) 99.02 96.13 98.23 98.54 

Split-half analysis (%) 99.69 98.40 99.92 99.75 

 

Table A-3: Selection of number of components using the normalized polarized EEM║ modeled by PARAFAC for 

the different preprocessing methods. 

 Pre-proc1 Pre-proc1/Interp.  Pre-proc2 Pre-proc2/Interp. 

Comps. 4 3 2 4 3 2 4 3 2 4 3 2 

C1 λex/λem 

(nm) 

278/ 

338 

280/ 

332 

280/ 

336 

278/ 

338 

280/ 

336 

280/ 

336 

280/ 

338 

282/ 

338 

280/ 

336 

278/ 

338 

280/ 

336 

278/ 

336 

C1 Fit 

model (%) 
90.42 79.19 99.73 72.80 71.98 98.74 92.91 50.95 99.75 59.39 62.02 99.34 

C2 λex/λem 

(nm) 

280/ 

308 

280/ 

338 

296/ 

342 

280/ 

304 

280/ 

324 

298/ 

336 

280/ 

308 

280/ 

328 

296/ 

342 

280/ 

308 

280/ 

328 

298/ 

338 

C2 Fit 

model (%) 
6.87 20.21 0.27 22.25 26.89 1.26 6.03 48.83 0.12 24.95 37.76 0.66 

C3 λex/λem 

(nm) 

294/ 

338 

296/ 

342 
− 

294/ 

338 

298/ 

336 
− 

294/ 

342 

298/ 

344 
− 

286/ 

336 

298/ 

342 
− 

C3 Fit 

model (%) 
2.43 0.60 − 3.67 1.13 − 0.90 0.22 − 14.60 0.22 − 

C4 λex/λem 

(nm) 

296/ 

338 
− − 

298/ 

338 
− − 

296/ 

338 
− − 

298/ 

338 
− − 

C4 Fit 

model (%) 
0.27 − − 1.27 − − 0.16 − − 0.56 − − 

Variance 

explained (%) 
99.98 99.98 99.97 99.99 99.99 99.98 99.99 99.99 99.98 99.99 99.99 99.98 

CONCOR-

DIA (%) 

−1.3 

106 −76.58 95.22 
−2.4 

104 

−280.7

7 
96.92 

−6.8 

104 
25.81 96.84 

−6.8 

104 

−125.4

8 
57.96 

Split-half 

analysis (%) 
62.54 96.02 99.13 15.44 97.66 98.39 96.31 97.55 99.14 51.41 90.08 99.57 
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Figure A-4: Comparison of the two-component PARAFAC models for the polarize EEM║, EEM⟘, and unpolarized 

EEMT rIgG data corrected with the different pre-processing methods.  The shaded boxes represent the EEM spectral 

regions most affected by scatter. 

 

 
Figure A-5: Scores plots of the two-component PARAFAC models generated for the different pre-processing 

methods used to correct the rIgG polarized EEM║, EEM⟘, and unpolarized EEMT datasets (all normalized).  (Top) 

PFC1, and (Bottom) PFC2 of the PARAFAC models produced with the normalized polarized EEM║, EEM⟘, and 

unpolarized EEMT rIgG datasets. 
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7.6 TSFS rIgG native state 

Table A-4: Selection of number of components using the pre-processed and normalized polarized EEM/t-EEM║ 

modeled by PARAFAC (three repetition models).  IFE corrected using UV-vis of the replicate sample collected at 

the same day at 20°C.   Polarized t-EEM was interpolated.  EEM was pre-processed as previously described. 

 EEM║ t-EEM║ t-EEM⊥ t-EEMT 

Components 4 3 2 4 3 2 3 3 

C1 λex/λem  

(nm) 

278/ 

338 

280/ 

336 

278/ 

336 

280/ 

338 

280/ 

338 

280/ 

338 

280/ 

342 

280/ 

340 

C1 Fit  

model (%) 
59.39 62.02 99.38 58.94 83.36 96.99 89.83 91.78 

C2 λex/λem  

(nm) 

280/ 

308 

280/ 

328 

298/ 

340 

280/ 

340 

280/ 

340 

278/ 

298 

278/ 

314 

278/ 

312 

C2 Fit  

model (%) 
24.95 37.76 0.62 30.82 11.86 3.01 7.03 5.35 

C3 λex/λem  

(nm) 

286/ 

336 

298/ 

342 
− 

278/ 

312 

278/ 

298 
− 

276/ 

328 

276/ 

330 

C3 Fit  

model (%) 
14.60 0.22 − 9.38 4.78 − 3.15 2.87 

C4 λex/λem  

(nm) 

298/ 

338 
− − 

298/ 

330 
− − − − 

C4 Fit  

model (%) 
0.56 − − 0.86 − − − − 

Variance  

explained (%) 
99.99 99.99 99.99 99.99 99.99 99.99 99.99 99.99 

CONCORDIA 

(%) 

−6.8 

104 
−125.48 98.23 

−2.4 

106 
−387.45 29.14 −281.63 −195.12 

Split-half  

analysis (%) 
54.41 90.08 99.91 8.08 23.82 99.97 99.84 99.91 

 

 
Figure A-6: Comparison of the two-component PARAFAC models for the IFE corrected t-EEM rIgG data pre-

processed with interpolating (black line), missing data (dashed red line), and filled with zeros (dash and dotted blue 

line).  PFC1 for the polarized (A) t-EEM║, (C) t-EEM⟘, and (E) unpolarized t-EEMT rIgG was virtually identical 

for the dataset with missing data, filled with zeros, and interpolated.    
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Figure A-7: Scores plots of the two-component PARAFAC models for the (top) non-normalized, and (bottom) 

normalized unpolarized rIgG t-EEMT, and polarized t-EEM║/⟘ interpolated datasets.   

 

7.7 Inner filter effect on pMDF measurements 

Table A-5: Comparison of the model parameters and components obtained for the non-IFE corrected and 

normalized polarized EEM/t-EEM║, EEM/t-EEM⟘, and unpolarized EEM/t-EEMT PARAFAC models (three 

repetition models) of the rIgG native state.  The t-EEM datasets were interpolated. 

 
rIgG native state non-IFE corrected 

EEM║ EEM⟘ EEMT t-EEM║ t-EEM⟘ t-EEMT 

C1 λex/λem (nm) 280/336 278/336 280/336 280/334 278/334 278/336 

C1 Fit model (%) 99.86 99.72 99.85 93.02 79.36 93.52 

C2 λex/λem (nm) 300/342 296/346 298/346 296/338 290/342 294/340 

C2 Fit model (%) 0.14 0.28 0.15 6.98 20.64 6.48 

Variance explained (%) 99.98 99.98 99.98 99.99 99.99 99.99 

CONCORDIA (%) 99.02 96.51 96.88 81.93 83.90 70.67 

Split-half analysis (%) 99.69 99.82 99.86 99.50 99.74 99.88 

 

Table A-6: Comparison of the model parameters and components obtained for the IFE corrected and normalized 

polarized EEM/t-EEM║, EEM/t-EEM⟘, and unpolarized EEM/t-EEMT PARAFAC models (three repetition 

models) of the rIgG native state.  The t-EEM datasets were interpolated. 

 
rIgG native state IFE corrected 

EEM║ EEM⟘ EEMT t-EEM║ t-EEM⟘ t-EEMT 

C1 λex/λem (nm) 278/336 278/336 278/336 280/338 280/342 280/340 

C1 Fit model (%) 99.38 99.65 99.64 96.99 92.62 95.03 

C2 λex/λem (nm) 298/340 296/342 296/342 278/298 278/314 278/312 

C2 Fit model (%) 0.62 0.35 0.36 3.01 7.38 4.97 

Variance explained (%) 99.99 99.99 99.99 99.99 99.99 99.99 

CONCORDIA (%) 98.23 96.77 96.91 29.14 30.12 24.03 

Split-half analysis (%) 99.91 99.37 99.89 99.97 99.95 99.96 
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7.8 EEM rIgG thermally stressed  

Visible aggregates were formed at 75°C, followed by the formation of a gel-like 

solution, increasing optical density (Figure A-8), limiting IFE correction up to 70°C 

(Figure A-2), and restricting PARAFAC analysis to this temperature point. 

 

 
Figure A-8: (Left) UV-Vis absorbance spectra for the rIgG R2 samples (PBS buffer spectrum subtracted) from 

20° to 75°C and after cooling down to 20°C (CD20°C).  (Right) Visible aggregates were formed at 75°C, followed 

by a gel formation at CD20°C.  The UV-vis absorbance spectra collected at 75°C and CD20°C cannot be used for 

IFE correction purposes due to the high optical density.  The UV-vis absorbance spectra collected at the 

temperatures used for IFE correction showed no significant difference in rIgG spectra up to 70°C.  

 

Table A-7: Comparison of the model parameters and components obtained for the normalized polarized EEM║, 

EEM⟘, and unpolarized EEMT two-, three-, and four-component PARAFAC models of the thermally stressed rIgG 

not corrected for instrumental factor over the 20−70°C temperature range. 
 EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT 

C1 λex/λem  

(nm) 

280/ 

328 

278/ 

334 

278/ 

334 

280/ 

338 

280/ 

342 

280/ 

342 

278/ 

340 

280/ 

350 

278/ 

328 

C1 Fit  

model (%) 
64.54 87.69 86.04 96.03 64.97 93.31 67.35 58.86 48.07 

C2 λex/λem  

(nm) 

280/ 

350 

282/ 

356 

280/ 

354 

280/ 

300 

280/ 

350 

278/ 

298 

278/ 

310 

280/ 

352 

280/ 

350 

C2 Fit  

model (%) 
35.46 12.31 13.96 3.34 21.77 4.79 29.52 24.31 33.45 

C3 λex/λem  

(nm) 
− − − 

282/ 

362 

278/ 

320 

282/ 

354 

296/ 

336 

280/ 

322 

280/ 

356 

C3 Fit  

model (%) 
− − − 0.63 13.25 1.90 2.69 11.74 16.22 

C4 λex/λem  

(nm) 
− − − − − − 

282/ 

366 

276/ 

320 

280/ 

298 

C4 Fit  

model (%) 
− − − − − − 0.44 5.10 2.26 

Variance  

explained (%) 
99.97 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99 

CONCORDIA (%) 98.96 99.83 99.99 −75.49 
−1.1 

105 

−4.6 

103 
−5092 

−1.3 

105 

−1.3 

106 

Split-half  

analysis (%) 
70.39 58.87 67.48 3.76 14.19 8.24 0.29 40.08 2.95 
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Figure A-9: Comparison of the two-, three-, and four-component PARAFAC models for the pre-processed 

polarized EEM║, EEM⟘, and unpolarized EEMT thermally stressed (20−70°C) rIgG. 

 

For the three-component models, PFC1 resolved an average of all Trp 

fluorophores in the native state, PFC2 represented the pure Tyr contribution, and PFC3 

indicated a change in the average Trp populations with the increase in temperature.  A 

visual analysis of PFC1 and PFC3 loadings would indicate that these two components 

were the same for pEEM⟘ (Figure A-9E), however, scores plots for these same 

components (Figure A-10E) showed a change in Trp population.  This minimal red 

shift in Trp maximum emission (2 nm) between PFC1 and PFC3 resolved from the 

pEEM⟘ data could be attributed to the fact that PARAFAC extracts an average of all 

Trp fluorophores within the rIgG structure.  The change in Trp populations was more 

obvious for the pEEM║ data (Figure A-9B), with a 10 nm red shift from PFC1 to 

PFC3.  The minimal contribution of PFC3 (<1%) for the pEEM║ indicated that this 

polarization was more sensitive to changes in Trp environment.   

The four-component models (Figure A-9/A-10C/F/I) resolution was slightly 

different between the two polarizations.  PFC1 and PFC2 resolved a pure Trp and Tyr 

contribution, respectively, in the protein native state.  While PFC1 and PFC2 resolved 

the same fluorophores for pEEM║ and pEEM⟘, the variance explained for each 
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component was different between the two polarizations (Table 5.1).  A similar 

contribution of Trp (51.49%) and Tyr (44.45%) for the pEEM║ confirmed that this 

polarization was more sensitive to changes in Tyr-to-Trp FRET in comparison with 

pEEM⟘, which showed a major contribution from Trp (83.05%) fluorophores.  Two 

different Trp populations were recovered for each pEEM, a partially exposed to the 

solved (pEEM⟘) and a completely exposed to the solvent Trp population (pEEM║).  

Scores plot for these two different Trp populations (Figure A-10C/F) resolved for the 

pEEM data showed the same trend, with a change in Trp population at 65/70°C.  The 

last component resolved represented the directly excited Trp fluorophores.  This 

component could also be assigned to differences between the replicate samples, 

particularly at 70°C (Figure A-9), as each sample unfolded in a different way.     

 

 
Figure A-10: PARAFAC scores of the two-, three-, and four-component PARAFAC models for the pre-processed 

polarized EEM║, EEM⟘, and unpolarized EEMT thermally stressed (20−70°C) rIgG. 
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Figure A-11: Comparison between the (top) pEEM║, and (bottom) pEEM⟘ normalized emission spectra at λex 

(A/C) 280 and (B/D) 296 nm for the thermally stressed (20°−70°C) rIgG.  The emission spectrum is different for 

each replicate sample measured at 70°C. 

 

Table A-8: Comparison of the two-, three-, and four-component PARAFAC models obtained for the normalized 

polarized EEM║, EEM⟘, and unpolarized EEMT of the thermally stressed rIgG corrected for instrumental factor 

over the 40−70°C temperature range. 
 EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT 

C1 λex/λem (nm) 
278/ 

316 

280/ 

330 

278/ 

324 

280/ 

334 

280/ 

330 

280/ 

336 

278/ 

316 

280/ 

342 

278/ 

334 

C1 Fit model (%) 61.46 84.21 68.85 89.82 94.49 90.21 79.16 60.58 50.59 

C2 λex/λem (nm) 
280/ 

340 

288/ 

342 

280/ 

342 

278/ 

302 

294/ 

334 

278/ 

302 

278/ 

338 

280/ 

312 

280/ 

336 

C2 Fit model (%) 38.54 15.79 31.315 7.77 3.01 8.44 16.28 29.99 37.68 

C3 λex/λem (nm) − − − 
280/ 

346 

286/ 

356 

284/ 

346 

292/ 

332 

292/ 

334 

280/ 

302 

C3 Fit model (%) − − − 2.40 2.50 1.36 2.91 6.02 6.29 

C4 λex/λem (nm) − − − − − − 
280/ 

348 

284/ 

346 

280/ 

344 

C4 Fit model (%) − − − − − − 1.65 3.42 5.43 

Variance explained (%) 99.97 99.98 99.98 99.99 99.99 99.99 99.99 99.98 99.99 

CONCORDIA (%) 99.48 99.41 99.35 −704.85 −64.70 −1285 −7137 −8010 −15701 

Split-half analysis (%) 69.98 88.71 59.24 10.44 37.84 9.90 12.43 10.06 0.52 
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Figure A-12: Comparison of the two-component PARAFAC models for the pre-processed polarized EEM║, 

EEM⟘, and unpolarized EEMT thermally stressed rIgG over the (A/D/G) 20−40°C, (B/E/H) 40−70°C, and (C/F/I) 

20−70°C temperature ranges. 

 

 
Figure A-13: Comparison of the PARAFAC scores of the two-component PARAFAC models for the pre-

processed polarized EEM║, EEM⟘, and unpolarized EEMT thermally stressed rIgG over the (A/D/G) 20−40°C, 

(B/E/H) 40−70°C, and (C/F/I) 20−70°C temperature ranges. 
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The same information about changes in Tyr and Trp (mainly due to changes in 

Tyr-to-Trp FRET) was extract from PARAFAC analyses from the full EEM and two 

selected excitations (Tables 5.1, Tables A-7/A-9), pointing out that the use of a wide 

range of excitation and emission wavelength does not necessary allows the extraction 

of more information.  Same scores trend for the four-component PARAFAC models 

resolved for the full EEM and when only two excitation wavelengths were selected 

(Figure A-14).  The fact that collecting only two λex extracted the same information 

from the full pEEM makes this method more suitable for industrial applications.  But 

PARAFAC models from 2 excitations are not stable (very low split-half analysis) – 

not really a good option.  

              

Table A-9: Comparison of the  two-, three-, and four-component PARAFC models parameters and components 

obtained for the normalized polarized EEM║, EEM⟘, and unpolarized EEMT of the thermally stressed rIgG 

collected at λex 280 and 296 nm over the 20−70°C temperature range.   
 EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT EEM║ EEM⟘ EEMT 

C1 λex/λem (nm) 
280/ 

336 

280/ 

334 

280/ 

338 

280/ 

334 

280/ 

338 

280/ 

336 

280/ 

336 

280/ 

336 

280/ 

336 

C1 Fit model (%) 69.74 52.55 63.80 91.75 65.83 87.69 58.21 91.25 92.71 

C2 λex/λem (nm) 
280/ 

302 

280/ 

340 

280/ 

308 

280/ 

302 

280/ 

340 

280/ 

302 

280/ 

308 

280/ 

312 

280/ 

304 

C2 Fit model (%) 30.26 47.45 36.20 7.65 21.46 9.18 33.75 7.59 5.78 

C3 λex/λem (nm) − − − 
280/ 

348 

280/ 

302 

280/ 

342 

296/ 

322 

296/ 

334 

296/ 

334 

C3 Fit model (%) − − − 0.60 12.71 3.13 4.68 1.00 1.14 

C4 λex/λem (nm) − − − − − − 
280/ 

342 

280/ 

358 

280/ 

352 

C4 Fit model (%) − − − − − − 3.37 0.16 0.36 

Variance explained (%) 99.97 99.98 99.98 99.99 99.99 99.99 99.99 99.99 99.99 

CONCORDIA (%) 65.29 99.99 95.42 −77.45 −5364 −94.18 50.79 83.27 50.14 

Split-half analysis (%) 61.43 15.15 14.46 27.13 67.65 28.53 5.62 2.78 4.48 
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Figure A-14: Scores plots for the four-component PARAFAC models for the (black squares) full pEEM║, and 

(blue triangles) selected λex (280/296 nm) thermally stressed rIgG. 
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