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Abstract

Knowledge completion is the task of extending knowledge graphs to enhance the quality of systems relying on them. In recent years, various knowledge completion techniques were developed to model knowledge graphs using different features such as graph features and embeddings. These models showed complementary capabilities where graph feature models excelled in terms of interpretability and knowledge graph embedding models excelled in terms of accuracy and scalability. Despite the advances achieved by these models in extending knowledge graphs, they still have predictive accuracy. The evaluation of the capabilities of these models was also limited to standard benchmarks with no real use case scenarios especially. In this thesis, we study both graph feature models and knowledge graph embedding models and their use in extending knowledge graph and we propose new models for both approaches. We also present and evaluate the capabilities of knowledge graph embedding models in multiple real-life biological use cases.

First, we examine the current limitations of the poor feature representations in graph feature models and we propose a new graph feature model, the DSP model, which offers richer feature representations. We show by experimental evaluation that our new proposed model outperforms the current state-of-the-art models on a standard NELL based benchmark with no extra added computational cost. Secondly, we study knowledge graph embedding models where we investigate their training pipeline and examine its different paths and their effects on the model's accuracy and scalability. We then propose a new tensor factorisation based knowledge graph embedding model, the TriVec model, which models embedding using multiple vectors. We show that this representation allows our model to dynamically encode embedding interactions of different types of symmetric and asymmetric relationships which results in accuracy improvements. We show by experimental evaluation on different standard benchmarks that our model outperforms other state-of-the-art methods in terms of accuracy.

We also study the potential uses of knowledge graph embedding models in biological uses cases where we demonstrate their different capabilities in predicting links in biological networks, measure similarity between biological concepts and clustering biological entities. We then present three use case scenarios of the use of knowledge graph embedding models in predicting drug protein targets, polypharmacy side-effect and tissue-specific protein functions where we show that knowledge graph embedding models represented by our newly proposed model, the TriVec model, outperform state-of-the-art techniques in these use cases.
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Introduction
Knowledge graphs are data modelling techniques which are used to model relational data. This technique of graph-based modelling of information has a long history in logic and artificial intelligence (Davis et al. 1993). Early approaches introduced the idea as a framework for general knowledge representation (Minsky 1974), or a means for representing semantic networks (Sowa 2006). Later, the technique has been adopted in different fields with multiple given names like Knowledge Graphs (KGs) in the field of artificial intelligence (Berg 1993), Heterogeneous Information Networks (HINs) in the field of information retrieval (Xiang et al. 2009), Resource Description Framework Graphs (RDF graphs) in the semantic web community (Brachman & Levesque, W3C 2004, 1997) and Semantic Networks in the community of cognitive sciences (Sowa 2006). In recent years, graph-structured knowledge bases (i.e. knowledge graphs) became a popular means for modelling linked data at scale where they were adopted in different industrial and academic settings. They were used to model data from different fields such as biological networks (Dumontier et al. 2014), lexical information (Miller 1995) and general human knowledge (Mitchell et al. 2015). They were also used to support different types of applications such as question answering systems (Ferrucci et al. 2010), biological discoveries (Mohamed, Nováček & Nounu 2019) and digital assistants (Qian 2013).

1.1 The problem

The wide adoption of knowledge graphs for modelling relational web data enabled the creation of multiple knowledge bases such as Wikidata (Vrandecic & Krötzsch 2014), DBpedia (Lehmann & et. al. 2014) and YAGO (Mahdisoltani et al. 2015). These knowledge bases were then used in multiple applications as a source of information as they are easily readable for both humans and machines. Despite the usefulness of such knowledge bases, they are incomplete (Razniewski et al. 2016). This incompleteness of knowledge bases reduces the accuracy of predictive models that depend on them. This encouraged researchers to develop different approaches to perform knowledge graph completion such as graph feature models and knowledge graph embedding models (Nickel, Murphy, Tresp & Gabrilovich 2016a).
Despite the recent advances in the development of knowledge completion methods (Wang et al. 2017), they still suffer from limited accuracy (Kadlec et al. 2017). The use of knowledge graph embedding models is also limited to general human knowledge prediction tasks on knowledge graph benchmarks such as YAGO (Nickel et al. 2012) and NELL (Mohamed & Novácek 2019), and a study of the capabilities of these models on other real life use cases in different domain e.g. biological domain, is missing.

In this thesis, we propose new techniques to enhance the accuracy of the state-of-the-art knowledge graph embedding and graph feature models. We then show that our proposed models can provide better predictive accuracy with no extra added computational cost. We also provide a set of real life use cases for applications of knowledge graph embeddings in the biological domain where we use our proposed knowledge graph embedding model to perform different predictive and analytical tasks on biological data.

1.2 Methods

In this thesis, we investigate the use of graph feature models and embedding models for predicting new facts in knowledge graphs. First, we study the graph feature models such as the path ranking algorithm (PRA) (Lao & Cohen 2010a) and the subgraph feature extraction model (Gardner & Mitchell 2015) which use connected paths as features to predict links in knowledge graphs. We show that these models can not then operate in the absence of these connecting paths features. We then propose a new method which uses both connected paths and subgraph paths to allow predictions in sparse knowledge graphs.

Despite the accuracy enhancements achieved by our new graph features model, it suffered from limited scalability as other graph feature models due to dependency on time-consuming path exploration procedures. Other studies (Toutanova & Chen, Nickel, Murphy, Tresp & Gabriolovich 2015, 2016b) have also suggested that these models have inferior accuracy compared to knowledge graph embedding based models in knowledge graph predictive tasks. We therefore study the knowledge graph embedding models where we analyse their training pipeline and investigate the effects of the different training components on the models’ accuracy and scalability. We then propose a new knowledge graph embedding model, the TriVec model (Mohamed & Novácek 2019), which uses multiple vectors to model embedding interactions and we compare it to other state-of-the-art knowledge graph embedding methods. Finally, we showcase the predictive capabilities of our proposed multi-vector approach in selected biological applications such as predicting drug targets, predictive polypharmacy side-effects and predicting tissue-specific protein functions.

1.3 Experiments and Results

We first perform an experimental evaluation to compare our proposed graph feature model, the DSP model, with the state-of-the-art models such as the PRA and SFE models. We execute
the evaluation on a NELL based benchmark (Gardner & Mitchell 2015) where we use two different evaluation configurations in the presence and absence of connecting paths. We then show that our proposed method outperforms all other approaches in terms of both the mean average precision (MAP) and mean reciprocal rank (MRR) metrics.

Secondly, we study the training of knowledge graph embedding (KGE) methods where we execute different experiments to assess the effects of the different training components on the models’ accuracy and scalability. We then show that the different types of training objectives and negative sampling strategies have a significant effect on both the accuracy and scalability of the models. We also show that the accuracy of KGE models is sensitive to the training hyperparameters such as the embedding size and number of training iterations.

Thirdly, we perform an experimental evaluation of our proposed multi-vector knowledge graph embedding model where we compare it to other state-of-the-art methods in a link prediction task on different standard benchmarking datasets. Our results show that our proposed approach achieves better predictive accuracy (in terms of MRR and Hits@10) compared to other KGE methods on 5 out of 6 of the used benchmarking datasets.

Finally, we assess the predictive accuracy of our proposed multi-vector KGE model on selected biological applications such as predicting drug targets, predictive polypharmacy side-effects and predicting tissue-specific protein functions. In these experiments, we compare our method to other KGE models and state-of-the-art biological predictive models corresponding to each problem. In all of our experiments, the results show that our proposed method, the TriVec model, outperforms all other approaches in terms of the are under the ROC and precision recall curves.

1.4 Contributions

The work discussed in this thesis provides enhancements to the design of knowledge graph embedding models and their potential applications in the field of bioinformatics. The contribution described in this thesis are listed as follows:

- **A new graph feature model for knowledge completion** We propose a new graph feature model which uses a combination of subgraph paths and connecting paths in knowledge graphs to learn new links between entity pairs in the knowledge graph. We show with experimental evaluation that our new model outperforms the current state-of-the-art approaches in terms of both MAP and MRR on a standard benchmarking dataset.

- **Analysis of the KGE training pipeline** We analyse the effects of the different components of KGE models on their accuracy and scalability. We then suggest changes to the current default training components of KGE models that can enhance their predictive accuracy while preserving their high scalability.
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• **A new knowledge graph embedding model** We provide a new knowledge graph embedding model which uses tensor factorization on multiple vectors to model facts in knowledge graphs. Our proposed model uses a combination of symmetric and asymmetric interactions to model embedding interactions. We show using experimental evaluation that our proposed model outperforms current state-of-the-art methods in terms of the predictive accuracy on multiple standard benchmarks.

• **Showcasing the capabilities of KGE models in modelling biological systems** We provide a detailed study of the potential predictive and analytical capabilities of KGE models in modelling complex biological systems. We also discuss possible limitations of the models and suggest different strategies for tackling these limitations.

• **Use cases of KGE model in biological applications** We provide three example use cases for utilizing KGE models to predict and infer biological knowledge and complete knowledge about biological systems. These use cases are predicting protein drug target, predictive tissue-specific side-effects and predicting polypharmacy side-effects where we show that KGE models can outperform current state-of-the-art methods in these different predictive tasks.

1.5 Outline

The rest of this thesis is structured as follows:

• **Chapter 2** presents the different concepts and notation used throughout this document where it provides a brief introduction to knowledge graphs their construction process and their applications. It also provides a brief introduction to the knowledge graph completion task and the different methods proposed to tackle it such as graph feature models and knowledge graph embedding models.

• **Chapter 3** presents the current graph feature models and discusses their limitations. It also presents our newly proposed graph feature model, the DSP model and discuss its design and utilized path feature types. Finally, it provides a comparative experimental evaluation of the DSP model and other graph feature models such as the PRA and SFE models on a NELL based benchmark (Mohamed et al. 2018).

• **Chapter 4** presents a study of the training strategies of KGE models and the effects of different KGE training components on the models’ accuracy and scalability. First, it discusses knowledge graph embedding models and their different training objectives. It then examines the loss functions, negative sampling and training hyperparameters of KGE models and their effects on the performance of KGE models (Mohamed, Novácek, Vandenbussche & Muñoz 2019).

• **Chapter 5** presents our new proposed knowledge graph embedding models, the TriVec model. First, it discusses the evolution of tensor factorisation based knowledge graph embed-
1.6. Publications

In the following, we list the set of publications produced in relation to the research topics discussed in this thesis.

• **Chapter 6** presents a study of the potential uses of KGE models in biological applications. First, it discusses the evolution of network based predictive models in the biological domain. It then presents three example case studies: predicting drug targets, predictive polypharmacy side-effects and predicting tissue-specific protein functions. It then uses these case studies to demonstrate the different predictive and analytical capabilities of KGE models. The study also discusses the challenges and limitation that face the adoption of KGE models in biological applications.

• **Chapters 7 and 8** present detailed studies of the application of our TriVec model and other KGE models in the prediction of drug targets and tissue-specific protein functions respectively (Mohamed, Nováček & Nounu, Mohamed 2019, 2020).

• **Chapter 9** presents the conclusions of our studies and the future research directions that we intend to pursue to extend our works.
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2 Background

In this chapter, we review the core concepts and terminologies used in this thesis. We study knowledge graphs, their applications and how they are built. We also discuss the different types of predictive tasks which are applied on knowledge graphs. Finally, we discuss the design and properties of both graph feature models and knowledge graph embedding models.

2.1 Knowledge Graphs

A knowledge graph is a data modelling technique that models linked data as a graph, where the graph's nodes represent data entities and its edges represent the relations between these entities. In recent years, knowledge graphs became a popular means for modelling relational data where they were adopted in various industrial and academic applications such as semantic search engines (Qian 2013), question answering systems (Ferrucci et al. 2010) and general knowledge repositories (Mitchell et al. 2015). They were also used to model data from different types of domains such as general human knowledge (Mitchell et al. 2015), lexical information (Miller et al. 1990) and biological systems (Dumontier et al. 2014).

Knowledge graphs model facts as subject, predicate and object (SPO) triplets/triples, where subjects and objects are the knowledge entities and predicates are the knowledge relations. In this context, the subject entity is associated to the object entity with the predicate relation e.g. (Paris, capital-of, France).

2.1.1 Construction

Knowledge graphs are generated using different techniques, which affects their quality, accuracy and completeness. These techniques can be categorized as follows:

- *Manual curation*, a process where a group of experts generate the set of knowledge graph facts (triplets), which lead to knowledge graphs with high accuracy. However, the process of manually curating knowledge graphs does not scale as it depends on human
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experts.

• **Collaborative content**, a process where facts are generated by an open group of volunteers, which is a faster process than the curated approach as it depends on a wider group of volunteers. However, this process is still slow and it can introduce some inaccurate information as volunteers may not be experts in the specific domain of generated facts.

• **Automatic semi-structured data processing**, a process where facts are extracted automatically from semi-structured data such as Wikipedia info-boxes. This technique outperforms previous techniques in terms of scalability, as it depends on automated procedures that can be scaled by extending computational resources. However, efficiency, accuracy, and completeness of such a technique depend on the quality of the used data sources and the efficiency of the used algorithms.

• **Automatic unstructured data processing**, a process where facts are extracted automatically from unstructured textual data using natural language processing approaches. This also depends on the efficiency of the used textual sources as in the previous approach.

Knowledge graphs can also be constructed using combined manual and automatic techniques to benefit from the features of both techniques.

2.1.2 Examples and Applications

Recently, knowledge graphs are adopted to model information from different fields, including general human knowledge (Vrandecic & Krötzsch 2014), biological systems (Dumontier et al. 2014) and language lexical information (Miller 1995). In the following, we present a set of examples of the currently popular knowledge graph datasets like:

• **Wikidata** (Vrandecic & Krötzsch 2014) (successor of Freebase (Bollacker et al. 2008)), a knowledge graph dataset containing facts about general human knowledge. Wikidata is created by a group of collaborative volunteers¹, and it is based on information from Wikipedia article from different languages.

• **WordNet** (Miller 1995), a knowledge graph dataset that contains facts about language lexical information, which is manually created by a group of experts², and it was built to model facts about English language.

¹Wikidata currently has a group of 2,808,142 register users according to statistics at [https://www.wikidata.org/wiki/Special:Statistics](https://www.wikidata.org/wiki/Special:Statistics)

²Wordnet dataset project started in 1985 by George A. Miller in the Princeton University Department of Psychology, and is currently housed in the Department of Computer Science, according to [http://wordnet.princeton.edu/wordnet/about-wordnet/](http://wordnet.princeton.edu/wordnet/about-wordnet/)
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- **YAGO** (Mahdisoltani et al. 2015), a general knowledge graph dataset derived from Wikipedia, WordNet (Miller 1995) and GeoNames3, where facts are automatically extracted from sources.

- **NELL** (Mitchell et al. 2015), a general knowledge graph dataset constructed by automatically extracting information from Web pages. NELL enriches its facts using two steps, first it extracts facts by applying natural language processing techniques over content of Web pages. It then applies knowledge base inference to extend its facts based on the existing knowledge.

- **Bio2RDF** (Dumontier et al. 2014) a biological knowledge base which includes information from different medical and biological database in an RDF format.

Knowledge graphs have been used by different systems and applications as they provide rich semantics for structured information. They have been used in popular search engines such as Google, to enhance semantics of search results, where its search engine benefits from facts in the Google Knowledge Graph (Singhal 2012). Microsoft also used its knowledge graph i.e. Satori (Qian 2013), to provide richer semantics of results of its Bing search engine. Furthermore, knowledge graphs were used to support question answering systems like IBM’s Watson (Ferrucci et al. 2010), which has used popular knowledge graphs such as YAGO and Freebase to win the game of Jeopardy against human experts. They also play an essential rule in providing information to digital assistants like Google Now, Siri, Cortana, and Alexa.

Further discussion of the properties and uses of knowledge graphs can be found in (Nickel, Murphy, Tresp & Gabrilovich 2016b).

2.2 Knowledge Graph Incompleteness

Despite the large volume of information stored in currently available knowledge graphs, they are still incomplete, and this incompleteness affects the accuracy of predictive models which rely on them (Razniewski et al. 2016). This has encouraged research into completing these knowledge graphs by predicting new facts using the currently available knowledge. In the following, we discuss the objective of extending knowledge graphs and its related task where we discuss two example tasks: the knowledge graph completion and link prediction tasks. We also discuss the metrics we use in the evaluation of predictive models in the following chapters of this thesis.

2.2.1 Extending Knowledge Graphs

A complete knowledge graph i.e. a knowledge clique, in its optimum form, contains all possible connections between nodes for all relations and the true label of each of these connections.

---

3GeoNames is geographical database that contain information about places, cities and countries. http://www.geonames.org/
Table 2.1 – Statistics of popular benchmarking knowledge graph datasets. The sparsity column represent the ratio between the existing triplets count and the clique size.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entities</th>
<th>Relations</th>
<th>Triplets</th>
<th>Clique Size</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>WN18</td>
<td>41k</td>
<td>18</td>
<td>151k</td>
<td>30258M</td>
<td>0.0000050</td>
</tr>
<tr>
<td>WN18RR</td>
<td>41k</td>
<td>11</td>
<td>93k</td>
<td>18491M</td>
<td>0.0000050</td>
</tr>
<tr>
<td>FB15k</td>
<td>15k</td>
<td>1k</td>
<td>610k</td>
<td>225000M</td>
<td>0.0000030</td>
</tr>
<tr>
<td>FB15k-237</td>
<td>15k</td>
<td>237</td>
<td>300k</td>
<td>1066500M</td>
<td>0.0000003</td>
</tr>
<tr>
<td>YAGO10</td>
<td>123k</td>
<td>37</td>
<td>1.1M</td>
<td>5006100M</td>
<td>0.0000002</td>
</tr>
</tbody>
</table>

This version, the knowledge clique, however, is impractical due to the density and complexity of relations in knowledge graphs. For example, Table 2.1 provides a list of popular knowledge graph benchmarking datasets and statistics about their triplet count, potential clique size and the sparsity ratio of its graph. Although these benchmarks represent only a part of their respective original knowledge graphs, their clique sizes are huge - up to 5000 billion triplets. In real-life applications and commercial knowledge graphs such a clique is infeasible; therefore, extending knowledge graphs is formalized in different tasks which aim to enhance the current versions of knowledge graphs in different ways. In this thesis, we focus on two main tasks: knowledge graph completion and link prediction which we discuss in the following subsections.

2.2.2 Knowledge Graph Completion Task

The task of knowledge graph completion is the process of ranking possible graph assertions (triplets) according to their true nature (true or false). Given a knowledge graph $G$ which consists of the set of entities $\mathcal{E}$, the set of relations $\mathcal{R}$ and the set of known positive triplets $T_G$, the task of knowledge graph completion is defined such that given a set of triplets $T_U$ which does not intersect with the graph triplets ($T_G \cap T_U = \emptyset$), the objective is then to rank the set of triplets $T_U$ such that for each triplet $t \in T_U$, if $t$ is true, then $t$ is ranked higher than all other false triplets. In practice, this objective is commonly evaluated independently per relation in the set of relations $R_U$ which represents all the relation instances included in the triplets in the set $T_U$, where the final evaluation score represents the average predictive accuracy of the model on all relations in the investigated set triplets $T_U$. The evaluation is executed independently for each group of triplets $T_r$ which consists of all triplets with the relation $r$ and $T_r \subset T_U$.

The time complexity of the evaluation of predictive models is $O(N)$ where $N$ is the size of the investigated set of triplets $T_U$. Further details and examples on the evaluation of predictive models on the knowledge graph completion task is found in Chapter 3. In this chapter, we discuss a new model for extending knowledge graphs where we evaluate this model compared to other state-of-the-art approaches on the task of knowledge graph completion using a NELL-based benchmarking knowledge graph.
2.2.3 Link Prediction Task

Extending knowledge graphs is achieved using the general form of the knowledge completion task as previously discussed. It can also be achieved using the link prediction task. Unlike the knowledge graph completion task, the objective of link prediction task is similar to question answering. The link prediction task is defined as follows: given a knowledge graph \( G \) which consists of a set of known positive triplets \( T_G \), set of relations \( R_G \), set of entities \( E_G \) and another set of known positive triplets \( T_U \) which consists of entities and relations from the sets \( E_G \) and \( R_G \) respectively, and does not intersect with the graph triplets (\( T_G \cap T_U = \phi \)), the objective is then to provide a set of \( 2N \) ranks where \( N \) is the size of the investigated set of triplets \( T_U \). These ranks are generated such that for each triplet \( t \in T_U, t = (s, p, o) \) two ranks are generated for the two sets of triplets: \( \cup_{o' \neq o \land o' \in E_G \land l(s, p, o') = 0} (s, p, o') \) and \( \cup_{s' \neq s \land s' \in E_G \land l(s', p, o) = 0} (s', p, o) \), where \( l(s, p, o) = 1 \) if the triplet \( (s, p, o) \) is true and 0 otherwise. These two ranks can be viewed as two questions as follows:

1) Which object entities are associated with the subject entity \( s \) through the relation \( p \)?
2) Which subject entities are associated with the object entity \( o \) through the relation \( p \)?

The predictive models are then expected to provide two ranks of the possible answers for the two queries where each subject answer \( s' \) and object answer \( o' \) are given a high score if they are true and a low score otherwise. This task is traditionally used for question answering where it can resemble questions such as "Who are Alice's friends?" and "Where was Bob born?". These questions can be translated to the queries \((?, \text{FriendOf}, \text{Alice})\) and \((\text{Bob}, \text{BornIn}, ?)\) where a link prediction model processes them.

The evaluation of the link prediction task is a time-consuming task as it has a time complexity of \( O(NM) \) where \( N \) is the size of the investigated set of triplets \( T_U \) and \( M \) is the number of entities in the set \( E_G \). However, with advances of GPU computing and matrix operation modules, this process can be executed within \( O(N) \) time complexity where the evaluation of each rank is executed once using vectorization capabilities in matrix operation modules.

Further details and examples on the link prediction task and its evaluation protocol is found in Chapter 5. In this chapter, we introduce a new predictive model for extending knowledge graphs and we compare it to other state-of-the-art models in terms of predictive accuracy on the task of link prediction on knowledge graphs using the benchmarking datasets included in table 2.1.

2.2.4 Evaluation Metrics

The different tasks for extending knowledge graphs are evaluated as ranking problems and solved using ranking models. Learning to rank models are evaluated using different ranking measures including Mean Average Precision (MAP), Normalised Discounted Cumulative Gain (NDCG), and Mean Reciprocal Rank (MRR) (Liu 2011). Below we discuss MAP, MRR and the Hits@k metrics that we use in this thesis where the objective is to rank entries for a set of
queries $Q = \{q_1, q_2, \ldots, q_n\}$.

**Mean Average Precision (MAP):** MAP is a ranking measure that evaluates the quality of a rank depending on the whole rank of its true (relevant) elements. First, we need to define Precision at position $k$ ($P@k$):

$$P@k(q, l) = \frac{\sum_{i=1}^{k} I(l, x_i)}{k},$$

where $x \in q$ and $I(l, x)$ is an indicator function that is equal to 1 when $x$ is a relevant element and 0 otherwise.

The Average Precision (AP) is defined by:

$$AP(q, l) = \frac{\sum_{i=1}^{n} P@k(q, l) \cdot I(l, x_i)}{n_1},$$

where $n$ is the total number of objects associated with query $q$, and $n_1$ is the number of objects with label one. The MAP is then defined as the mean of AP over all queries $Q$:

$$\text{MAP}(Q, l) = \frac{\sum_{i=1}^{n} AP(q, l)}{n}. \quad (2.1)$$

**Mean Reciprocal Rank (MRR):** The Reciprocal Rank (RR) is a statistical measure used to evaluate the response of ranking models depending on the rank of the first correct answer. The MRR is the average of the reciprocal ranks of results for different queries in $Q$. Formally, MRR is defined as:

$$\text{MRR} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{R(x_i, f)},$$

where $x_i$ is the highest ranked relevant item for query $q_i$. Values of RR and MRR have a maximum of 1 for queries with true items ranked first, and get closer to 0 when the first true item is ranked in lower positions. Therefore, we can define the MRR error as $1 - \text{MRR}$. This error starts from 0 when the first true item is ranked first, and increases towards 1 for less successful rankings.

**Hits@k:** This metric represents the number of correct elements predicted among the top-$k$ elements in a rank, where we commonly use Hits@1, Hits@3 and Hits@10. This metric is defined as follows:

$$\text{Hits}@k(q, l, k) = \sum_{i=k}^{i=k} I(l, x_i).$$
2.3 Graph Feature Models

Graph feature models are knowledge graph completion models which use graph patterns *e.g.* paths, subgraphs and neighbour nodes, as features. These models were specialised in knowledge graph completion where they learn to score graph facts using different graph patterns as features.

One of the earliest graph feature models is the Path Ranking Algorithm (PRA) (Lao & Cohen 2010b), which uses paths connecting pairs of nodes as indicating features to predicting new direct links between these nodes. It first extracts connecting paths between two nodes using random walks, it then uses these paths as features to predict new links between nodes in the graph. Despite the novelty of such an approach, it had limited representation of path features between nodes since it only used one-directional paths from source to target nodes. Further extensions to the PRA models introduced the use of backward random walks (Lao et al. 2015) which provided richer feature representation of node pairs. This resulted in enhancement in the predictive accuracy of the PRA model, however, the new approach still suffered from high rates of false positives (Gardner et al. 2013). Later approaches introduced the use of node embeddings (Gardner et al. 2013) and richer connecting path representations (Gardner & Mitchell 2015) for better modelling of node pairs’ features.

In the following we discuss the popular graph feature types used in state of the art graph feature models.

2.3.1 Path feature types

Graph feature model use different types of path-based features which can be represented in different ways. In the following, we describe the set of path feature types used by popular graph feature models.

- **Connecting paths** Paths which connect pairs of nodes. These paths are used as a feature representation of these pairs in order to learn new links between them. A path in this feature type is represented as set of relations which traverse from one node to the other in node pair. This feature type was introduced by the PRA model and later used by its different variations.

- **ANYREL paths** A path feature type used in the SFE model (Gardner & Mitchell 2015), which represents a transformation of connecting paths and acts as a relaxations of the path representation to allow intersection of similar connecting paths. For example, given a connecting path `⟨a, b⟩`, the ANYREL version of this path is a set of two path `⟨ANYREL, b⟩` and `⟨a, ANYREL⟩`, which allows more intersections between other different paths with the relation from the ANYREL path. This supports a richer representation of connecting paths, allowing for more intersections through the ANYREL wild card that replaces relation instances in connecting paths.
Further discussion on examples of graph feature models and their path features is included in Chapter 3 where we discuss a new graph feature model, the DSP model, for extending knowledge graphs which uses a combination of ANYREL paths and subgraph based paths as features. In this chapter, we also evaluate our proposed model compared to other state-of-the-art approaches on the task of knowledge graph completion using a NELL based benchmarking knowledge graph.

2.4 Knowledge Graph Embeddings

Knowledge graph embedding models learn low rank vector representation i.e. embeddings, for graph entities and relations. In the link prediction task, they learn embeddings in order to rank knowledge graph facts according to their factuality. The process of learning these embeddings consists of different phases. First, they initialise the embeddings with random noise. These embeddings are then used to produce scores for a set of true and corrupted facts, where a score of a fact is generated by computing the interaction between the fact’s subject, predicate and object embeddings using a model dependent scoring function. Finally, embeddings are updated by a training loss that usually represents a min-max loss, where the objective is to maximise true facts scores and minimise false facts scores.

We define our knowledge graph embedding notations as follows: for any given knowledge graph, $E$ is the set of all entities, $R$ is the set of all relations i.e. predicates, $N_e$ and $N_r$ are the numbers of entities and relations respectively, $T$ is the set of all known true facts, $e$ and $w$ are matrices of sizes $N_e \times K$ and $N_r \times K$ respectively that represent entities and relations embeddings of rank $K$, $\phi_{spo}$ is the score of the triple $(s, p, o)$, and $L$ is the model’s training loss.

In the following, we discuss the different components of the training pipeline of knowledge graph embedding models including scoring function, negative sampling techniques and loss function types.

2.4.1 Scoring Functions

Knowledge graph embedding models generate scores for facts using model-dependent scoring functions that compute interactions between facts’ components embeddings. These functions use different approaches to compute these embeddings interactions such as distance between embeddings (Bordes et al. 2013), tensor factorisation (Trouillon et al. 2016) and embeddings convolutional filters (Dettmers et al. 2018).

In the following, we present some of these approaches and we specify some examples of knowledge graph embedding models that use them.

- Distance-based embeddings interactions: The Translating Embedding model (TransE) (Bordes et al. 2013) is one of the early models that use distance between embeddings to generate triple
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scores. It interprets triple’s embeddings interactions as a linear translation of the subject to the object such that $e_s + w_p = e_o$, and generates a score for a triple as follows:

$$
\phi_{s p o}^{\text{TransE}} = \|e_s + w_p - e_o\|_{1/2},
$$

(2.2)

where true facts have zero score and false facts have higher scores. This approach provides scalable and efficient embeddings learning as it has linear time and space complexity. However, it fails to provide efficient representation for interactions in one-to-many, many-to-many and many-to-one predicates as its design assumes one object per each subject-predicate combination.

- *Factorisation-based embedding interactions*: Interactions based on embedding factorisation provide better representation for predicates with high cardinality. They have been adopted in models like DistMult (Yang et al. 2015b) and ComplEx (Trouillon et al. 2016). Older models such as the Canonical PARAFAC (CP) model (Hitchcock 1927) which use vector interactions as a sum of products which is defined as follows:

$$
\phi_{s p o}^{\text{CP}} = \sum_{k=1}^{K} e_{s k} w_{p k} e_{o k}
$$

(2.3)

where $e_1$ and $e_2$ represent entities matrices in the subject and objects forms, where the model have two different representations of each entities in its subject and object forms.

On the other hand, the DistMult model uses the bilinear product of embeddings of the subject, the predicate, and the object as their interaction, and its scoring function is defined as follows:

$$
\phi_{s p o}^{\text{DistMult}} = \sum_{k=1}^{K} e_{s k} w_{p k} e_{o k}
$$

(2.4)

where $e_{s k}$ is the $k$-th component of subject entity $s$ embedding vector $e_s$. DistMult achieved a significant improvement in accuracy in the task of link prediction over models like TransE. However, the symmetry of embedding scoring functions affects its predictive power on asymmetric predicates as it cannot capture the direction of the predicate. On the other hand, the ComplEx model uses embedding in a complex form to model data with asymmetry. It models embeddings interactions using the the product of complex embeddings, and its scores are defined as follows:

$$
\phi_{s p o}^{\text{ComplEx}} = \text{Re}(\sum_{k=1}^{K} e_{s k} w_{p k} \overline{e}_{o k}) = \sum_{k=1}^{K} e_{s k}^r w_{p k}^r \overline{e}_{o k}^r + e_{s k}^i w_{p k}^i \overline{e}_{o k}^i + e_{s k}^r w_{p k}^i \overline{e}_{o k}^r - e_{s k}^i w_{p k}^r \overline{e}_{o k}^i
$$

(2.5)

where $\text{Re}(x)$ represents the real part of complex number $x$ and all embeddings are in complex form such that $e, w \in \mathbb{C}$, $e'$ and $e^i$ are respectively the real and imaginary parts of $e$, and $\overline{e_o}$ is the complex conjugate of the object embeddings $e_o$ such that $\overline{e_o} = e_o^r - i e_o^i$ and this introduces
asymmetry to the scoring function. Using this notation, ComplEx can handle data with asymmetric predicates, and to keep scores in the real spaces it only uses the real part of embeddings product outcome. ComplEx preserves both linear time and linear space complexities as in TransE and DistMult, however, it surpasses their accuracies in the task of link prediction due to its ability to model a wider set of predicate types.

- **Convolution-based embeddings interactions**: Following the success of convolutional neural networks image processing tasks, models like R-GCN (Schlichtkrull et al. 2018) and ConvE (Dettmers et al. 2018) utilized convolutional networks to learn knowledge graph embeddings. The R-GCN model learns entity embeddings using a combination of convolutional filters of its neighbours, where each predicate represent a convolution filter and each neighbour entity represents an input for the corresponding predicate filter. This approach is combined with the DistMult model to perform link prediction. Meanwhile, the ConvE model concatenates subject and predicate embeddings vectors into an image (a matrix form), then it uses a 2D convolutional pipeline to transform this matrix into a vector and computes its interaction with the object entity embeddings to generate a corresponding score as follows:

\[
\phi_{s^p o}^{\text{ConvE}} = f(\text{vec}(f([e_s; w_p] \ast \omega)) W) e_o
\]  

(2.6)

where \(e_s\) and \(w_p\) denotes a 2D reshaping of \(e_s\) and \(w_p, \omega\) is a convolution filter, \(f\) denotes a non-linear function, \(\text{vec}(x)\) is a transformation function that reshape matrix \(x\) of size \(m \times n\) into a vector of size \(mn \times 1\).

### 2.4.2 Negative Sampling

KGE models generate negative instances during training using two different techniques: 1-versus-n and 1-vs-all negative samples. In the following we describe both these two different sampling techniques.

**1-versus-n negative sampling**

In this approach, a KGE model samples \(n\) negative instance for each positive instance in the training data using uniform random sampling. For example, given a true training triplet \((s, p, o)\) a knowledge graph embedding model will generate \(n\) training instance by corrupting either the subject or the object entities as described in the following notation:

\[
N_{1\text{-vs-}n}[(s, p, o), n] = \bigcup_{i=1}^{n/2} (s', p, o) \cup \bigcup_{i=1}^{n/2} (s, p, o'),
\]

were \(s' \in E\) and \(o' \in E\) denote the corruptions of the subject and object respectively.
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1-versus-all negative sampling

In this approach the KGE model generates $2|E|$ corruptions of each training instance where $|E|$ is the number of entities in the knowledge graph. This is achieved by corrupting the subject and object with all possible corruptions as follows:

$$N_{1\text{-vs-all}}[(s, p, o)] = \bigcup_{s' \in E} (s', p, o) \cup \bigcup_{o' \in E} (s, p, o').$$

Some of the used corruptions in this negative sampling approach will be true specially for 1-to-many and many-to-many relations which may seem problematic. However, due to the traditionally large entities vocabularies in knowledge graphs, the effect of these instances in the computation of the training loss and computing gradients in negligible and this method is known to yield high predictive accuracy when applied in the training of KGE models.

Further details and discussion on negative sampling in knowledge graph embedding models and its influence on predictive accuracy and scalability of knowledge graph embedding models is included in Chapter 4.

2.4.3 Knowledge Graph Embedding Loss Functions

Knowledge graph embedding models can be categorized as ranking models, and in learning to rank, models typically use loss functions to learn the optimal scoring function parameters from training data. The learning process then involves minimising a loss function defined on the basis of the objects, their labels, and the scoring function. In learning to rank models, the objective is to score a set of labelled objects such that: for each two objects with different label values, the object with greater label value also has greater model score. Next, we present the several approaches proposed in learning to rank to learn optimal scoring functions.

Let $X = \{x_1, x_2, ..., x_n\}$ be a set of objects (triples) to be ranked. Let $l : X \rightarrow \mathbb{N}$ be a labelling function where $l(x)$ is the label of object $x$ (e.g., true/false or an arbitrary integer in case of multi-label problems). By default, we assume a binary labelling for triples, $l : X \rightarrow \{0, 1\}$, where 0 and 1 represent false and true labels, respectively.

Let $\mathcal{F} = \{f_1, f_2, ..., f_n\}$ be the set of possible scoring functions. Given a KGE model, $f : X \rightarrow \mathbb{R}$ is its scoring function, where $f$ aims to score triples in $X$ such that positive triples are scored higher than negative ones, formally, $\forall x_i, x_j \in X \ l(x_i) > l(x_j) \implies f(x_i) > f(x_j)$. Finally, $\mathcal{R}(x_i, f)$ denotes the rank position of element $x_i$ according to scoring function $f$, or the position of score $f(x_i)$ in a descending order of all scores $f(x)$ for all $x \in X$.

**Pointwise approach:** The loss function in this approach is defined in terms of the difference between the elements’ predicted score and its actual label value. The objective of this loss is to independently maximize the scores of true instances and minimize the scores of negative
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instances. This is achieved by minimizing the difference between the scores of true instances and the true label, and minimizing the difference between the scores of negative instances and the false label. The formula is as follows:

\[ L_{\text{pointwise}}(f; X, l) = \sum_{i=1}^{n} \phi(f(x_i) - l(x_i)), \]

where \( \phi \) is a transformation function, e.g., square function \( \phi(x) = x^2 \) as in Bayes optimal subset ranking (Cossock & Zhang 2008) and RESCAL KGE model (Nickel et al. 2011).

**Pairwise approach**: The loss is defined as the summation of the differences between the predicted score of an element and the scores of all negative elements. The objective is then to minimize the difference between negative and positive instances such that the scores of negative instances are always less than the scores of positive instances with a specific margin. The formula is as follows:

\[ L_{\text{pairwise}}(f; X, l) = \sum_{i=1}^{n-1} \sum_{j=1, l(x_j) < l(x_i)}^{n} \phi(f(x_i) - f(x_j)), \]

where the function \( \phi \) can be the hinge function as in the Translating Embeddings model (Bordes et al. 2013) or the exponential function as in RankBoost (Freund et al. 2003).

**Listwise approach**: The loss is defined as a comparison between the rank permutation probabilities of model scores and values of actual labels (Cao et al. 2007). Let \( \phi(x) \) be an increasing and strictly positive function. We define the probability of an object being ranked on the top (a.k.a. top one probability), given the scores of all the objects as:

\[ P_f(x_i) = \frac{\phi(f(x_i))}{\sum_{j=1}^{n} \phi(f(x_j))}, \]

where \( f(x_i) \) is the score of object \( i, i = 1, 2, \ldots, n \). The listwise loss can then be defined as:

\[ L_{\text{listwise}}(f; X, l) = \sum_{i=1}^{n} \mathcal{L}_m(P_f(x_i), P_l(x_i)), \]

where \( \mathcal{L}_m \) is a model-dependent loss. Possible examples include cross entropy in ListNet (Cao et al. 2007) or likelihood loss as in ListMLE (Xia et al. 2008).

Further details and discussion on the examples of loss functions of knowledge graph embedding models and their influence on predictive accuracy and scalability of knowledge graph
2.5 Summary

In this chapter, we have discussed the basic concepts, terminologies and techniques that we use in this thesis. We have introduced knowledge graphs, their current examples and applications and the problem of knowledge graph incompleteness. We then provided a brief discussion on the objective of knowledge graph extension and its related tasks such as the knowledge graph completion and link prediction tasks, where we defined each task and discussed its evaluation protocol. Further details and discussions on these tasks follows in Chapters 3 and 4 respectively.

We have also discussed the different types of predictive models for extending knowledge graphs such as graph feature models and knowledge graph embedding models where we have discussed their training pipeline and their associated features and limitations. Further details and discussions on graph feature models is included in Chapter 3 while knowledge graph embedding models are discussed in Chapters 4 and 5 respectively. A set of biological use cases of knowledge graph embedding models are also included in Chapters 6, 7 and 8.
Technical Contributions Part II
3 Knowledge Graph Completion Using Distinct Subgraph Paths

3.1 Overview

Large scale knowledge graphs (i.e. graph-structured knowledge bases) have been used as convenient means for modelling information in many different domains, including general human knowledge (Lehmann & et. al. 2014), biomedical information (Dumontier et al. 2014) and language lexical information (Miller et al. 1990). Knowledge graphs are now used by different applications such as enhancing semantics of search engine results (Singhal, Qian 2012, 2013), biomedical discoveries (Muñoz et al. 2016), or powering question answering and decision support systems (Ferrucci et al. 2010). Despite the huge volume of information stored in knowledge graphs, they are still incomplete (Razniewski et al. 2016). For example, 69% to 99% of entities in most of the popular knowledge bases like Freebase (Bollacker et al. 2008) and YAGO3 (Mahdisoltani et al. 2015) lack at least one property possessed by all other entities in the same class (Razniewski et al. 2016). Incompleteness of knowledge bases can substantially affect the efficiency of systems relying on them, which has motivated research in knowledge base completion via automatic prediction of new, implicit facts.

This work addresses a family of knowledge base completion models known as graph feature models, which use graph patterns as features. One of the early models in this family is Path Ranking Algorithm (PRA) (Lao & Cohen 2010b), which uses paths connecting pairs of nodes as indicating features for predicting new direct links between nodes. For example, in Fig. 3.1, PRA can predict the fact that Tedd is playing for TeamX using the path ⟨colleague, plays_for⟩ along with the path ⟨practise, practise−1, plays_for⟩ where practise−1 is the inverse of relation practise. PRA extracts these connecting path features using random walks linking the subject and object nodes. Then, it uses each random walk probability as a value in a feature vector corresponding to the subject and object. This technique is able to provide expressive prediction for new facts. However, it suffers from low efficiency, and high computational cost of computing random walk probabilities. An extension of PRA uses backward random walks (Lao et al. 2015) to extract paths originating from object and reaching the subject node like the path ⟨plays_for−1, colleague−1⟩ in Fig. 3.1, which resulted in an efficiency...
improvement over traditional PRA path features. Other extensions suggest using latent feature representations as a support, like latent syntactic cues (Gardner et al. 2013) which introduces a latent feature representation of combination of relations to infer new ones. Another approach suggests incorporating similarity between latent representation of relations as support features for knowledge base completion (Gardner et al. 2014), leading to significant efficiency improvements for models based on random walk inference. However, they suffer from the same computational problems as for PRA. Later, Neelakantan et al. introduce path bigram features (Neelakantan et al. 2015) for connecting paths. This work leads to significant improvement in the efficiency of PRA. Furthermore, Subgraph Feature Extraction (SFE) (Gardner & Mitchell 2015) – the state of the art model – drops random walk probabilities, and uses a binary representation of paths. SFE also proposes using ANYREL features, which is a set of subgraph paths built from connecting paths by replacing relation instances with a wild card. For example, given a natural path \((a, b)\), the ANYREL version of this path is a set of two paths \((\text{ANYREL}, b)\) and \((a, \text{ANYREL})\), which is a relaxation of the path representation to allow more intersections between different paths. This supports a richer representation of connecting paths, allowing for more intersections of similar connecting paths through the ANYREL wild card that replaces relation instances in connecting paths.

Despite the improvements achieved by SFE in path extraction and representation, all reviewed methods still suffer from two interrelated problems. Firstly, they represent facts using a limited feature set, \textit{i.e.} connecting paths. This only captures interaction between subject and object entities, and neglects information describing entities themselves (like other subgraph paths to neighbour nodes that can capture entity attributes and properties). This can lead to sub-optimal predictions. The second problem is that the current methods totally disregard entity pairs with no connecting paths in between as a consequence of using a limited feature set. This means that the methods cannot make certain predictions at all.

We propose a new model called Distinct Subgraph Paths (DSP) model. The model uses a
new set of features that describe distinct properties of entities using disjoint sets of subgraph paths for both subject and object entities. For example, in Fig. 3.1, while investigating the fact 〈Alice, lecturer_at, UniversityX〉, we propose using subgraph paths to express properties of subject and object entities Alice and UniversityX. Alice can be expressed using the path set: 〈SUB:published_at〉, 〈SUB:studied〉, 〈SUB:studied〉studied−1, and UniversityX using: 〈OBJ:has_campus〉. These disjoint path sets provide distinct description of both subject and object entities for a given fact. This makes our model capable of:

1. Employing a richer set of features that can describe properties of candidate fact entities.
2. Providing ranking scores for node pair candidates in the absence of connecting paths.
3. Providing better results than PRA and SFE (ANYREL) in terms of mean average precision (MAP), mean reciprocal rank (MRR) and Hits@5, 10, 20 with no extra computational cost.

### 3.2 Background

Many relational learning models were developed to predict new facts in knowledge bases. In recent years, latent feature models witnessed a rapid development providing a variety of models using methods such as tensor factorization (Nickel et al. 2011) or latent distance embeddings (Bordes et al. 2011). Although these models excel in the task of link prediction in knowledge graphs, their predictions are hard to interpret. They act as a black box relying on latent representation of features that are hard to trace back to original knowledge (Toutanova & Chen 2015).

In contrast, graph feature models provide more expressive predictions. They use graph-based features like subgraphs, connecting paths and neighbourhood information, which corresponds to intelligible parts of prior knowledge. This makes these techniques more suited to use cases where interpretability of the predictions matters (e.g. in life sciences).

Recent development of graph feature models encompasses Path Ranking Algorithms (PRA) (Lao & Cohen 2010b) and its variations that used backward random walks (Lao et al. 2015), latent
syntactic cues (Gardner et al. 2013), incorporating vector similarity in inference (Gardner et al. 2014) or bigram feature path (Neelakantan et al. 2015). The most recent improvement of the PRA-based techniques is SFE (Gardner & Mitchell 2015) that uses ANYREL path features. This set of models relies exclusively on connecting paths between nodes as features. They provide expressive and interpretable predictions, but they still lack in terms of efficiency and ability to predict scores for relationship between non-connected nodes (Gardner & Mitchell 2015).

In their work, Gardner & Mitchell (2015) investigated the use of non-connected subgraph paths called “One-Sided features.” In their experiment, the authors only considered these features with higher expressivity on data with connected entity pairs and concluded that such features yield inferior results compared to PRA and ANYREL features. In our work we consider the effect of non-connected subgraph paths to better model relationships even in the absence of connecting paths. Our experiments have demonstrated the relevance of this contribution.

Despite the recent focus on latent feature models, it has been observed experimentally that neither latent feature models nor graph models are superior for learning over knowledge graphs; they are complementary (Nickel, Murphy, Tresp & Gabrilovich 2016b). The former models harness global graph patterns, while the latter capture local and quasi-local graph patterns (Toutanova & Chen 2015).

In this work, we focus on enhancing the predictive capabilities of graph feature models and utilising their expressiveness in the task of knowledge base completion, where DSP model extends the work accomplished by PRA and SFE. Table 3.1 shows a comparison between properties of DSP model compared to previous models like SFE and PRA, where Negatives represent negative generation technique, ETypes represent feature types, F weights represent representation of feature weights, and Scoring represent model's scoring function, where A is learnt coefficients, and b is learnt intercept.

SFE and DSP model use PPR for generating negative instances while PRA uses failed random walks. Also, they use binary representation of feature weights in the feature matrix while PRA uses random walk probabilities. On the other hand, DSP model uses DSP & ANYREL features while PRA and SFE use connected path and ANYREL path features. Also, its prediction scope target all candidate triples while PRA and SFE target triples with connected subject and object entities. These are our main technical contributions over the state of the art, and our experiments have shown these contributions are reflected in tangible gains in performance, without sacrificing computational efficiency.

### 3.3 Distinct Subgraph Paths Model

In this section, we focus on the technical description of DSP model. We present how DSP model extracts feature paths from knowledge graphs, how the model is learned, and how DSP model predict a score for new absent facts.
### 3.3. Distinct Subgraph Paths Model

Table 3.2 – Example of candidates’ ranking for the relation `lecturer_at` as per knowledge graph from Fig. 3.1 and their relevance (Rel.) to the relation.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Subject</th>
<th>Rel.</th>
<th>Object</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>Entity</td>
<td></td>
<td>Entity</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Alice</td>
<td>High</td>
<td>UniversityX</td>
<td>High</td>
</tr>
<tr>
<td>2</td>
<td>Bob</td>
<td>Med.</td>
<td>UniversityX</td>
<td>High</td>
</tr>
<tr>
<td>3</td>
<td>Tedd</td>
<td>Low</td>
<td>UniversityX</td>
<td>High</td>
</tr>
<tr>
<td>4</td>
<td>Alice</td>
<td>High</td>
<td>TeamX</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>Bob</td>
<td>Med.</td>
<td>TeamX</td>
<td>Low</td>
</tr>
<tr>
<td>6</td>
<td>Tedd</td>
<td>Low</td>
<td>TeamX</td>
<td>Low</td>
</tr>
</tbody>
</table>

### 3.3.1 Motivating Example

The task of knowledge base completion is a ranking task by nature, since the aim is to find the most probable absent true facts in a knowledge base (Socher et al. 2013). For example, in Fig. 3.1, a knowledge base completion task would aim at ranking possible facts about people and their workplaces. In the absence of connecting paths between entities, such as between `{Alice, Bob, Tedd}` and `UniversityX`, approaches like SFE, PRA and its variants would not be able to provide a corresponding relation score. Indeed these methods rely on the assumption that since non-connected nodes have no connecting paths, they have no direct relationship. However, absence of connecting paths can be a result of knowledge incompleteness.

In our approach we consider using a set of features that we call distinct subgraph paths (DSP) as support features for ranking candidate absent facts. Distinct subgraph paths are the union of the two sets of subgraph paths originating from subject and object nodes of a triple in a knowledge graph, each prefixed with a distinct label corresponding to its origin (“SUB:” for subject or “OBJ:” for object). For example, when investigating the relation `lecturer_at` between persons group of entities and corresponding workplace entities, our model will be able to use the presence of path features like `<SUB:published_at>` and `<SUB:studied>` to predict that Alice has a high probability of being a subject for the relation. Similarly for other entities in our example, subgraph paths can be used to rank candidate facts as in Table 3.2. This provides a rank of most relevant entities to be connected with a specific relation. As per our example, Alice who has studied, and published at a conference, is more likely to be lecturing than Bob who only has studied or Tedd who has none of these relative attributes. Also, the fact that each one of them can be lecturing at UniversityX is more probable than lecturing at TeamX, as attributes of UniversityX like has_campus is more relevant to objects of relation `lecturer_at` than those for TeamX. Therefore, this approach of using distinct sets of subgraph paths\(^1\) for subject and object entities for a specific relation can support the construction of ranking scores for node pair candidates even in the absence of connecting paths as shown in Table 3.2.

\(^1\)In the context of feature extraction for knowledge graph triples, we define a subgraph path as any path originating from candidate fact subject or object nodes.
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Algorithm 1 EXTRACT SUBGRAPH PATHS

Input: \( v \) node, depth \( d \), knowledge graph \( KG \), root path \( R \)
Output: \( v^R \) Subgraph paths
1: if \( d = 0 \) then
2: \( \text{return} \ (v) \)
3: else
4: \( v^R = [\ ] \)
5: for \((r, u) \in \Gamma(v, KG)\) do
6: \( R_u = R + (r_k, u_k) \)
7: \( v^R_u = \text{EXTRACTSUBGRAPHPATHS}(u, d-1, KG, R_u) \)
8: \( v^R = v^R \cup v^R_u \cup R_u \)
9: \( \text{return} v^R \)

However, unlike connecting paths features used in PRA or SFE, subgraph paths do not capture the interactions (connecting paths) between entity pairs. Therefore, we use a combination of both DSP and ANYREL connecting paths features to support ranking node pair candidates whether they are connected or not in the knowledge graph.

DSP model training operates in two phases. First, it extracts path features for each node pair instance consisting of both connecting path (ANYREL) and subgraph path (DSP) features. Both of these features sets capture different properties of candidate facts. Subgraph paths of subject and object entities capture the relevance between these two entities and the considered relation, while connecting paths between subject and object entities capture their interactions. DSP model uses these two types of features to build a feature matrix with binary representation of path features for each relation type. In the second phase, DSP model trains a binary classifier for each feature matrix and uses this model for later predictions. Further description of the how it works follows in the next subsections.

3.3.2 Feature Extraction

Let \( KG \) be a knowledge graph, \( \Gamma(e, KG) \) be the set of neighbour links of entity \( e \) in a knowledge graph \( KG \), where a link is a combination of a neighbour relation \( r \) and neighbour node \( u \) reached by this relation, \((l_1 + l_2)\) be the concatenation of two lists \( l_1 \) and \( l_2 \), and \( p_{iu} \) be a path \( p \) going through node \( u \).

First, DSP model extracts subgraph paths of both subject and object nodes using Depth-First Search as in Algorithm 1, then it labels these paths with distinct prefixes corresponding to their origin node (“SUB:” for subject or “OBJ:” for object) using a labelling function \( \gamma(p, label) \). Then, DSP model combines subgraph path originating from subject and object entities that share a common target node to build connecting paths. Let \( \tau(p) \) be the target node of path \( p \) that if \( p \) starts from node \( v \) to node \( u \), then \( \tau(p) = u \), \( P_{s \rightarrow t} \) be a path from node \( s \) to node \( t \), and \( p^{-1} \) be the inverse of path \( p \). An inverse of a path is obtained by inverting the order of path relations and changing their direction, that is if \( p = \langle r_1, r_2^{-1}, r_3 \rangle \), then \( p^{-1} = \langle r_3^{-1}, r_2, r_1^{-1} \rangle \).

DSP model combines subgraph paths originating from subject node with the inverse of
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Algorithm 2: Extract Feature Paths

Input: \((s, t)\) node pair, path length \(l\), knowledge graph \(KG\)
Output: \(P_{ANYREL}, P_{DSP}\) feature paths

1: \(s^S = EXTRACT\_SUBGRAPH\_PATHS(s, \lceil l/2 \rceil, KG, [])\)
2: \(t^S = EXTRACT\_SUBGRAPH\_PATHS(t, \lceil l/2 \rceil, KG, [])\)
3: \(P^{DSP}_{s\to t} = \gamma(s^S, "sub") \cup \gamma(t^S, "obj")\)
4: \(T_s = \{ \tau(p) \mid p \in s^S \}\)
5: \(T_t = \{ \tau(p) \mid p \in t^S \}\)
6: \(T_c = T_s \cap T_t\)
7: \(P^{\text{anyrel}}_{s\to t} = []\)
8: \(P^{\text{anyrel}}_{s\to t} = []\)
9: for \(t \in T_c\) do
10: for \(p_s \in s^S \land \tau(p_s) = t\) do
11: for \(p_t \in t^S \land \tau(p_t) = t\) do
12: \(P^{\text{anyrel}}_{s\to t} = P^{\text{anyrel}}_{s\to t} \cup (p_s \oplus p_t^{-1})\)
13: \(P^{\text{anyrel}}_{s\to t} = \bigcup p^{DSP}_{s\to t} \cup P^{\text{anyrel}}_{s\to t}\)
14: return \(P^{\text{anyrel}}_{s\to t} \cup P^{\text{anyrel}}_{s\to t}\)

path originating from object node (providing they share a common target node) to build a connecting path from subject to object. For example, a subject subgraph path \(p_{s\to t} = \langle r_1, r_2^{-1} \rangle\) and object subgraph path \(p_{o\to t} = \langle r_5, r_3^{-1} \rangle\) are combined to generate a connecting path \(p^{DSP}_{s\to o} = p_{s\to t} \oplus p_{o\to t}^{-1} = \langle r_1, r_2^{-1}, r_3, r_5^{-1} \rangle\). After, DSP model builds ANYREL paths corresponding to extracted connecting paths and label them with prefix label “ANYREL”. This procedure of extracting DSP and ANYREL path features is described in Algorithm 2.

For example, when DSP model extracts features for the fact \((Tedd, plays\_for, TeamX)\) from Fig. 3.1, it extracts subgraph paths around subject and object entities \(Tedd\) and \(TeamX\). The union of these two sets of subgraph paths constitutes DSP feature paths. After, DSP model uses common target nodes to subject and object entities \(Tedd\) and \(TeamX\) such as \(Mark\) and \(Football\) to extract connecting paths. For example, DSP model combines paths to common target node \(Football\): \(\langle \text{practise} \rangle\) that originates from subject node and \(\langle \text{plays\_for, practise} \rangle\) that originates from object node, by appending the subgraph path from subject entity \(\langle \text{practise} \rangle\) to the inverse of object entity path \(\langle \text{practise}^{-1}, \text{plays\_for}^{-1} \rangle\). This results in a connecting path \(\langle \text{practise, practise}^{-1}, \text{plays\_for}^{-1} \rangle\).

DSP model uses the same connecting paths extraction process as SFE, and extends it with distinct subgraph paths for subject and object nodes as discussed. Despite its high complexity, the feature extraction process is embarrassingly parallel and can therefore be distributed to minimise computational cost. It is important to note that feature extraction phase of DSP model requires no extra computational overhead compared to SFE since proposed DSP subgraph features are already extracted while generating connecting paths as shown in Algorithm 2.
3.3.3 Model Learning

For each candidate fact, the DSP model extracts distinct subgraph and ANYREL paths features to build a feature matrix based on the union of the two paths feature sets. These features represent the column names of the feature matrix, and for each fact, DSP model populates corresponding feature column with 1 when the feature is extracted for the fact and 0 otherwise.

DSP generates a separate feature matrix for each relation, where feature matrices are generated from a set of both positive and negative facts. Then, for each feature matrix DSP model trains a logistic regression model to learn a binary classification model for each relation. This model is then used to predict scores for candidate facts such that learned path feature weights differ for each relation type corresponding to its extracted path feature matrix.

Logistic regression is a binary classifier i.e. it can discriminate between true and false facts in case of knowledge base completion. It is used to predict scores of candidate facts corresponding to both classes. DSP model uses the difference between these scores corresponding to true and false facts to generate a single score for candidate facts in the following manner:

\[ s(f)_{DSP} = s(f)_{true}^{true} - s(f)_{false}^{false} \]

where \( s(f)_{DSP} \) is DSP model’s score of candidate fact \( f \), \( s(f)_{true}^{true} \) is logistic regression score of class "true facts" and \( s(f)_{false}^{false} \) is logistic regression score of class "false facts", that:

\[ s(f)_{true}^{true} = \frac{1}{1 + \exp(-\left(X \cdot A + b\right))} \]

for feature row \( X \) and learnt coefficients \( A \), and intercept \( b \) and \( s(f)_{false}^{false} = 1 - s(f)_{true}^{true} \), that DSP model scoring function can be defined as:

\[ s(f)_{DSP} = 2 \times s(f)_{true}^{true} - 1 \]

Since the output is an ordered rank, we can simplify the scoring function to be

\[ s(f)_{DSP} = s(f)_{true}^{true} = \frac{1}{1 + \exp(-\left(X \cdot A + b\right))} \]

Using the difference of both logistic regression scores associated to true fact and false fact classes the DSP model is able to transform the output of the classification into a rank. In case of using a different learning model than logistic regression, classes score difference can have different interpretation. We use logistic regression following previous state-of-the-art path feature models, however, we aim to investigate the performance of different learning models e.g. SVM classifier or decision trees in future work.

High ranked elements reflect high positive difference of class scores in favour of the true facts’ class, and low ranked elements reflect a high negative difference of class scores in favour of
Table 3.3 – Example of DSP and SFE model interpretation of a prediction score of fact \((Tedd, plays\_for, TeamX)\).

<table>
<thead>
<tr>
<th>#</th>
<th>Path feature</th>
<th>DSP Weight</th>
<th>SFE Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(&lt;\text{SUB:practise})&gt;</td>
<td>0.32</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>(&lt;\text{SUB:friend}^{-1}&gt;)</td>
<td>-0.21</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>(&lt;\text{OBJ:in_league}&gt;)</td>
<td>0.45</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>(&lt;\text{OBJ:plays_for}^{-1}&gt;)</td>
<td>0.53</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>(&lt;\text{ANYREL:colleague, ANYREL}&gt;)</td>
<td>0.75</td>
<td>0.8</td>
</tr>
<tr>
<td>6</td>
<td>(&lt;\text{ANYREL:ANYREL, plays_for}&gt;)</td>
<td>1.45</td>
<td>1.2</td>
</tr>
</tbody>
</table>

3.3.4 Model Interpretability

Expressiveness of machine learning models is a key aspect in their evaluation, as understanding the behaviour of a model empowers both users and designers of the model, and it can help assessing the trust in it (Ribeiro et al. 2016). Graph feature models use graph components as features, and these components can be used as a meaningful explanation of their prediction. Usually, predictions of graph feature models are expressed by features they extract, that represent prior knowledge parts e.g. subgraph paths, connecting paths or neighbour nodes. While other approaches e.g. association rule mining (Galárraga et al. 2015), and relation path pattern mining (Mohamed et al. 2017) extract rules and patterns from knowledge graphs and use them as evidence for existence of candidate paths and triples.

DSP model expresses its predictions using the set of features it uses: distinct subgraph paths and ANYREL paths. It uses weights of the learned path features coefficients as an explanation. Each feature coefficient in DSP learned model represents how important is the corresponding path feature for the predicted score. For example, predicting a score for candidate fact \((Tedd, plays\_for, TeamX)\) from Figure 3.1 can be expressed in a series of path features and associated weights as shown in Table 3.3. Among the features that contributed the most to the prediction is \(<\text{ANYREL:ANYREL, plays\_for}>\) which can correspond in our example to the path: \(<\text{colleague, plays\_for}>\).

Table 3.3 presents a set of possible path features that can be extracted by DSP model for candidate fact \((Tedd, plays\_for, TeamX)\) with their possible learnt weights for DSP and SFE. The table shows that DSP model can extract and learn coefficients for richer set of path features. For example, it can learn weights for first four path feature types, distinct subgraph paths, while SFE model only extracts and learns ANYREL path feature types.
3.4 Experiments

In this section, we present the benchmarking dataset, NELL, and we discuss its curation sources, its properties, and its method for generating negative instances. Then, we discuss our evaluation protocol and ranking metrics. We also discuss setup and implementation details of our experiments.

3.4.1 Benchmark dataset

**NELL benchmark dataset** To evaluate DSP model and compare it with prior art, we reuse the NELL benchmark dataset\(^2\) proposed by (Gardner & Mitchell 2015) and used to compare SFE, PRA and its variants. NELL dataset was automatically created by scraping the Web then extracting general knowledge information from web pages (Mitchell et al. 2015). The dataset itself uses knowledge base completion models for assessment of new candidate facts that can be learned from present facts. The NELL benchmark dataset consists of three elements: graph triples, the knowledge graph including all entities and relations; training triples and testing triples, sets of positive and negative instances of 10 relations used for evaluation purpose. Statistics of NELL benchmark dataset used in experiments are detailed in Table 3.4.

**Negative sample generation** Generating negative example facts is an important issue for training the model. In the NELL benchmark dataset, negative facts are generated using constrained version of closed world assumption. Typically, knowledge graphs contain only true facts. However, under the open world assumption, all absent facts can not be assumed to be false as this absence can happen due to knowledge graph incompleteness. Using a constrained version of closed world assumption allows using facts that does not exist in the knowledge graph as negative examples while using heuristics to minimise the chances of those newly asserted negative facts to be true. Gardner & Mitchell (2015) applied the following strategy to generate negative facts as part of the NELL benchmark dataset: for each subject and object nodes in the set of positive facts, a score is computed for similar nodes of same class (NELL meta information) using personalised page rank (Scarselli et al. 2004). Then, negative examples are generated by creating absent facts from most similar nodes from the personalised page rank with a ratio of 1:10 positives to negatives. We use the NELL benchmark dataset which consists of both positive and negative fact instances with 1:10 positives to negatives ratio to be able to compare to previous works.

3.4.2 Evaluation

Although using the same NELL benchmark dataset, PRA and SFE models make use of a limited instance set corresponding to limitations of their systems. In the following, we discuss the

\(^2\)Description for the NELL benchmark dataset can be found at [http://rtw.ml.cmu.edu/emnlp2015_sfe/](http://rtw.ml.cmu.edu/emnlp2015_sfe/)
3.4. Experiments

Table 3.4 – Statistics of the NELL benchmark dataset used in experiments.

<table>
<thead>
<tr>
<th>Element</th>
<th># Triples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph relations</td>
<td>(\approx 110K)</td>
</tr>
<tr>
<td>Graph entities</td>
<td>(\approx 1.2M)</td>
</tr>
<tr>
<td>Graph fact triples</td>
<td>(\approx 3.8M)</td>
</tr>
<tr>
<td>Training triple instances</td>
<td>(\approx 54K)</td>
</tr>
<tr>
<td>Testing triple instances</td>
<td>(\approx 13.5K)</td>
</tr>
</tbody>
</table>

Evaluation configuration and evaluation metrics with regard to approaches used by prior art.

**Configuration** Since PRA and SFE based models are only taking into account connecting paths as features, they only consider a subset of the evaluation dataset for which node pairs have a connecting path between them. DSP model can handle both instance node pairs with and without connecting paths. Ergo, we run our experiments in two different configurations: set of instances with connecting paths (referred to as “connected nodes”) and set of all instances (referred to as “all nodes”). We evaluate DSP model, PRA (Lao & Cohen 2010b), SFE with different features like plain connecting paths *i.e.* PRA feature paths, bigram feature paths introduced by Neelakantan et al. (2015), and combination of PRA and ANYREL feature paths (Gardner & Mitchell 2015) over these two different configurations. Further discussion of these approaches and their path feature types is presented by Gardner & Mitchell (2015).

Since PRA, its variants and SFE do not handle non-connecting paths, we assume 0 as a score for instance node pairs with no connecting paths. The scoring function of these models depends on the accumulation of weights corresponding to connecting path features. Therefore, 0 score of non-connecting paths which do not belong to their feature set will not impact the scoring function.

**Metrics** Similarly to prior-art, the evaluation metrics we use are the mean average precision (MAP) and mean reciprocal rank (MRR). We introduce as well the use of the Hits@\(k\) metric which is the number of correct elements predicted among the top-\(k\) elements. MAP is the mean of a set of average precision (AP) scores, and average precision is the average of Precision@\(k\) scores for positive elements in the rank (Liu 2011). While the Hits@\(k\) metric reports the count of positive instances retrieved at position \(k\), the Precision@\(k\) metric reports this count normalised by the number of true instances found at position \(k\) such that Precision@\(k\) is defined as:

\[
P@k(\pi, l) = \frac{\sum_{t \leq k} I_{l(\pi^{-1}(t))=1}}{k}
\]

where \(\pi\) is a list, \(l\) is label function, \(I_{[\cdot]}\) is an indicator function of a element which equals to 1 when the element is relevant and 0 otherwise, and \(\pi^{-1}(j)\) denotes the element ranked at position \(j\) of the list \(\pi\). Let \(n\) be the total number of rank elements and \(m\) be the total number
of true elements, we can define Average Precision as:

$$ AP(\pi, l) = \frac{\sum_{k=1}^{n} \frac{P@K(\pi, l) \cdot I[I_{l_{x-1}(\theta)}=1]}{m}}{m} $$

Mean average precision is the mean of a set of average precision scores\(^3\). Mean reciprocal rank is the harmonic mean of the rank position of the first relevant element defined as:

$$ MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{rank_i} $$

where \(rank_i\) refers to the rank position of the first relevant element for the \(i\)-th query.

### 3.4.3 Pre-processing

For comparison purposes, we apply the same pre-processing strategy as for SFE (Gardner & Mitchell 2015). NELL benchmark dataset includes semantic information about relations such as inverse relation property. For example, relation \(concept:riverflowsthroughcity\) is declared as an inverse relation of \(concept:cityliesonriver\), and both exist in the dataset. Following the pre-processing applied in SFE work, we discard these inverses while extracting path features so to disable direct inference form inverse relations. For instance, if there is a candidate fact \((river:wye, concept:riverflowsthroughcity, city:hay)\) in the knowledge graph, we discard the corresponding inverse relation fact \((city:hay, concept:cityliesonriver, river:wye)\).

 Nonetheless, to allow for bidirectional exploration of the knowledge graph, we append inverses of all facts in the knowledge graph used. That is if \((e_1, r_1, e_2)\) is a fact in the dataset, we also append \((e_2, r_{-1}^1, e_1)\). While predicting a given fact using the model, we disregard candidate facts’ inverse.

### 3.4.4 Implementation

In our experiments we use Python3 as a language. Version 0.17.1 of the scikit-learn python library is used for the implementation of logistic regression (Pedregosa et al. 2011). We use logistic regression with default configuration of L1 regularization, where inverse of regularization strength \(C = 1.0\). We choose adjacency matrices as a data structure to represent a knowledge graph. During feature extraction, we extract subgraph paths of depth 2 where the depth is the number of relations in the path. We only use 50 neighbour instances per relation in order to avoid dense neighbourhood of nodes and keep a sample of all neighbour nodes.

\(^3\)During our experiments, we have found out that the published code of PRA and SFE uses an inaccurate implementation of the AP metrics. After confirming this with the authors in a private communication, we have reimplemented the metric using the presented formula before computing the values discussed in this chapter. Note that the reimplemented metric does not introduce any dramatic changes when comparing the existing techniques among themselves or with our results. We only wanted to make sure the results we present are as accurate as possible.
3.5 Results and Discussion

Table 3.5 – Evaluation of DSP model over set of connected/all node pair instances.

<table>
<thead>
<tr>
<th>Model (features)</th>
<th>MAP</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connected Nodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRA (PRA)</td>
<td>0.447</td>
<td>0.792</td>
</tr>
<tr>
<td>SFE (PRA)</td>
<td>0.557</td>
<td>0.806</td>
</tr>
<tr>
<td>SFE (Bigrams)</td>
<td>0.638</td>
<td>1.000</td>
</tr>
<tr>
<td>SFE (PRA+ANYREL)</td>
<td>0.675</td>
<td>0.933</td>
</tr>
<tr>
<td>DSP(ANYREL+DSP)</td>
<td>0.690</td>
<td>0.950</td>
</tr>
<tr>
<td>All Nodes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRA (PRA)</td>
<td>0.569</td>
<td>0.783</td>
</tr>
<tr>
<td>SFE (PRA)</td>
<td>0.540</td>
<td>0.806</td>
</tr>
<tr>
<td>SFE (Bigrams)</td>
<td>0.654</td>
<td>1.000</td>
</tr>
<tr>
<td>SFE (PRA+ANYREL)</td>
<td>0.655</td>
<td>0.933</td>
</tr>
<tr>
<td>DSP(ANYREL+DSP)</td>
<td>0.698</td>
<td>0.950</td>
</tr>
</tbody>
</table>

Table 3.6 – Average Hits@k of DSP and other models.

<table>
<thead>
<tr>
<th>Model</th>
<th>MRR</th>
<th>Hits@k</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>@5</td>
</tr>
<tr>
<td>SFE (Bigrams)</td>
<td>1.000</td>
<td>4.5</td>
</tr>
<tr>
<td>SFE (PRA+AR)</td>
<td>0.933</td>
<td>4.6</td>
</tr>
<tr>
<td>DSP (DSP+AR)</td>
<td>0.950</td>
<td>4.6</td>
</tr>
</tbody>
</table>

This effectively mean that when a node has more than 50 instances of one relation, only 50 are considered. We do not sample the set of neighbour all together, as this may result in discarding neighbour relations with fewer instances in dense nodes. We therefore sample neighbour nodes per relation instance. All experiments run over a machine with 40 Gb of RAM and 10 CPU processing cores of 2.2 GHz.

3.5 Results and Discussion

The outcome of our experiments in both connected nodes and all nodes configurations is presented in Table 3.5. DSP model achieves a mean average precision of 0.692 and 0.698 for connected nodes configuration and all nodes respectively, outperforming SFE with MAP of 0.675 and 0.655, and PRA with 0.557 and 0.54. Considering also non-connected paths (all nodes configuration), the mean average precision of DSP model shows a slight improvement of 1%, while other approaches like SFE with different features shows a decrease of mean average precision. On the contrary, PRA shows an improvement of 12% in all node configuration, as in connected nodes configuration PRA has high percentage of discarded positive candidate facts due to absence of connecting path as it uses random walks, where scoring non connected instances with 0 enables PRA to gain this improvement.
Table 3.7 – Evaluation of DSP and SFE over NELL 10 relations using all nodes pairs, with percentage of non-connected instances for each relation.

<table>
<thead>
<tr>
<th>Relation</th>
<th>NCI</th>
<th>DSP (DSP + ANYREL)</th>
<th>SFE (PRA + ANYREL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AP</td>
<td>RR</td>
</tr>
<tr>
<td>concept:riverflowsthroughcity</td>
<td>1%</td>
<td>0.503</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:sportsteampositionforsport</td>
<td>13%</td>
<td>0.768</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:citylocatedincountry</td>
<td>1%</td>
<td>0.548</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:athleteplaysforteam</td>
<td>1%</td>
<td>0.776</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:writerwrotebook</td>
<td>10%</td>
<td>0.828</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:actorstarredinmovie</td>
<td>9%</td>
<td>0.869</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:journalistwritesforpublication</td>
<td>8%</td>
<td>0.879</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:stadiumlocatedincity</td>
<td>1%</td>
<td>0.628</td>
<td>1.00</td>
</tr>
<tr>
<td>concept:statehaslake</td>
<td>0%</td>
<td>0.237</td>
<td>0.50</td>
</tr>
<tr>
<td>concept:teamplaysinleague</td>
<td>1%</td>
<td>0.942</td>
<td>1.00</td>
</tr>
<tr>
<td>Average</td>
<td>-</td>
<td>0.698</td>
<td>0.950</td>
</tr>
</tbody>
</table>
3.5. Results and Discussion

In terms of mean reciprocal rank (MRR), SFE with bigrams features provides best results with a score of 1.0. While MRR provides a useful information when a user only wishes to see one relevant element, it may be more suited in the context of knowledge graph completion to look at the number of top-$k$ relevant elements. We present in Table 3.6 the measure of Hits at $k$ for $k = 5, 10, 20$. For that measure, DSP model outperforms all other models demonstrating a better ability to rank higher relevant elements within top-5, 10, 20.

Table 3.7 details models’ performance in the “all nodes” configuration per relation. Column “NCI” represents the percentage of non-connecting pair nodes instances for a given relation\(^4\). The results show that models like SFE or PRA are affected negatively by the absence of non-connected node pair instances. On the contrary and following our intuition, DSP model improvement is greater for relations with high percentage of non-connected instances. DSP model’s highest improvement $\Delta_{MAP}^{DSP ox} 0.21$ is observed for relation \textit{concept:sportsteampositionforsport} which has the highest percentage of non-connected instances of 13%. The lowest DSP model’s relative performance $\Delta_{MAP}^{DSP ox} − 0.04$ is observed for relation \textit{concept:statehaslake} with the lowest percentage of non-connected instances of 0%.

In our experiments, we have found that DSP model is able to provide a high rank\(^5\) for true candidate facts even in the absence of connecting paths, hence not in the result set of any previous graph feature models. For example, considering the relation \textit{concept:citylocatedincountry}, DSP model is able to predict that \textit{city:abu_dhabi} is located within \textit{country:the_united_arab_emirates} (ranked at top 2.87%) while there are no connecting paths between them. Similarly, DSP model was able to provide a high rank (top 2.19%) for the fact that \textit{river:wye} and \textit{city:hay} are connected with \textit{concept:riverflowsthroughcity} relation, despite they have no connecting paths between them.

\(^4\)Depending on the sampling method used (random walk, DFS), pair nodes can be considered connected or non-connected.

\(^5\)Positive candidate facts with high rank are in the top 10% elements of the rank, where positive to negative ratio is 1:10.
4 Training Knowledge Graph Embedding Models

4.1 Overview

The recent advent of knowledge graph embedding (KGE) models has allowed for scalable and efficient manipulation of large knowledge graphs (KGs) such as RDF Graphs, improving the results of a wide range of tasks such as link prediction (Bordes et al., Wang et al., Nie & Sun 2013, 2014, 2019), entity resolution (Nickel et al., Bordes et al. 2011, 2014) and entity classification (Nickel et al. 2012). KGE models operate by learning embeddings in a low-dimensional continuous space from the relational information contained in the KG while preserving its inherent structure. Specifically, their objective is to rank knowledge facts—relational triples \((s, p, o)\) connecting subject and object entities \(s\) and \(o\) by a relation type \(p\)—based on their relevance. Various interactions between their entity and relation embeddings are used for computing the knowledge fact ranking. These interactions are typically reflected in a model-specific scoring function.

For instance, TransE (Bordes et al. 2013) uses a scoring function defined as the distance between the \(o\) embedding and the translation of the embedding associated to \(s\) by the relation type \(p\) embedding. DistMult (Yang et al. 2015a), ComplEx (Trouillon et al. 2016) andHolE (Nickel, Rosasco & Poggio 2016) use multiplicative composition of the entity embeddings and the relation type embeddings. This leads to a better reflection of the relational semantics and leads to state-of-the-art performance results (refer to (Wang et al. 2017) for a review). Although there is a growing body of literature proposing different KG models (mostly focusing on the design of new scoring functions), other parts of the knowledge graph embedding learning process, e.g. loss functions, negative sampling strategies, etc, have not received much attention to date (Mohamed, Nováček, Vandenbussche & Muñoz 2019).

This has already been shown to influence the behaviour of the KGE models. For instance, Hayashi & Shimbo 2017 observed that despite the different motivations behind HolE and ComplEx models, they have equivalent scoring functions. Yet their performance still differs. Trouillon et. al. (Trouillon & Nickel 2017) have concluded that this difference is caused by
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the fact that HolE uses a max-margin loss while ComplEx a log-likelihood loss. This shows that cost functions are important for thorough understanding, and even improvement of the performance of different KGE models.

Other than loss function selection, the studies of Dettmers et. al. (Dettmers et al. 2018) and Lacroix et. al. (Lacroix et al. 2018) have shown that using 1-vs-all negative sampling strategy can significantly enhance the accuracy of KGE models. Furthermore, Kadlec et. al. (Kadlec et al. 2017) have also shown that the accuracy of KGE models is sensitive to the training parameters where minor changes to the parameters can significantly change the models’ resulting accuracy. Despite the importance of all the previously mentioned parts of the KGE learning process, a comprehensive study is still missing. This study is the a step towards improving our understanding of the influence of the different parts of the training pipeline on the behaviour of KGE models. Our analysis specifically focuses on investigating the effects of training parts on both the scalability and accuracy of KGE models. We first investigate KGE loss functions and their different approaches, and we assess the effects of the loss function choice on different KGE models. We then study KGE negative sampling strategies and effects on both accuracy and scalability. We finally discuss the effects of training parameters such as the embedding size, batch size, etc, on the scalability and accuracy of different KGE models.

Despite the growing number of KGE models and their different new approaches, we limit our study to a basic set of models: the TransE (Bordes et al. 2013), DistMult (Yang et al. 2015a), TriModel (Mohamed & Nováček 2019) and Complex (Trouillon et al. 2016) models which represent the most popular and publicly available methods. We use these methods as simple examples to examine and showcase the different parts of the KGE learning process.

The summary of our contributions is as follows:

1. We provide a comprehensive analysis of training loss functions as used in several representative state-of-the-art KGE models. We also preform an empirical evaluation of different KGE models with different loss functions and we show the effect of these losses on the KGE models predictive accuracy.

2. We study negative sampling strategies and we examine their effects on the accuracy and scalability of KGE models.

3. We study the effects of changes in the different hyperparameters and their effects on the accuracy and scalability of KGE models during the training process.

4.2 Background

In this section, we discuss knowledge graph embedding models and training pipeline.
4.2. Background

4.2.1 Knowledge Graph Embedding Process

Knowledge graph embedding models learn low rank vector representation i.e. embeddings for graph entities and relations. In the link prediction task, they learn embeddings in order to rank knowledge graph facts according to their factuality. The process of learning these embeddings consists of different phases as shown in Fig. 4.1. First, they initialise the embeddings of both relations and entities using random noise. These embeddings are then used to score a set of true and false facts, where the scores of facts are generated by computing the interaction between their subject, predicate and object embeddings using a model dependent scoring function. Finally, embeddings are updated through a gradient decent routine which minimises a training loss that usually represents a min-max loss over the scored facts. The objective is then to maximise the scores of true facts and minimise the scores of other facts.

Negative Sampling

In learning to rank approaches, models use a ranking loss e.g. pointwise or pairwise loss to rank a set of true and negative instances (Chen et al. 2009), where negative instances are generated by corrupting true training facts with a ratio of negative to positive instances (Bordes et al. 2013). This corruption happens by changing either the subject or object of the true triple instance. In this configuration, the ratio of negative to positive instances is traditionally learnt using a grid search, where models compromise between the accuracy achieved by increasing the ratio and the runtime required for training.

On the other hand, multi-class based models train to rank positive triples against their all possible corruptions as a multi-class problem where the range of classes is the set of all entities. For example, training on a triple \((s, p, o)\) is achieved by learning the right classes "s" and "o" for the pairs \((?, p, o)\) and \((s, p, ?)\) respectively, where the set of possible class is \(E\) of size \(N_e\). Despite the enhancements of predictions accuracy achieved by such approaches (Dettmers et al., Lacroix et al. 2018, 2018), their negative sampling procedure is exhaustive and require high space complexity due to the usage of the whole entity vocabulary per each triple.
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Embedding Interactions

After KGE models produce negative samples from input triplets, they then generate scores for both the true and negative (corrupted) triplets. These scores are generated using embedding interaction function i.e. scoring functions. First, the model looks up the embeddings of the triplets subject, predicate and object. The model then processes uses an embedding interactions function to learn a score for each triplet using its embeddings.

The embedding interaction functions are model-dependent and they operate using different approaches such as embedding translation (Bordes et al. 2013), linear products (Yang et al. 2015a) and convolutional filters (Dettmers et al. 2018). For example, the TransE model uses a translation based scoring function which encode embedding interactions as a translation from the subject embedding vector to the object embedding vector through the predicate vector (Bordes et al. 2013). Such an approach allowed highly scalable knowledge graph embedding with linear time and space complexity. However, it suffered from limited ability to encode 1-to-many predicates in knowledge graph due to dependence on direct additive translations (Yang et al. 2015a). On the other hand, the DistMult model used a linear product based scoring functions which allowed better encoding of 1-to-many predicates while preserving the linear time and space complexity. However, the DistMult model's scoring function suffered limited ability to preserve the predicate direction due to dependence on a symmetric operation (Yang et al. 2015a).

Further approaches such as the ComplEx (Trouillon et al. 2016), ConvE (Dettmers et al. 2018), TriModel (Mohamed & Novácek 2019), etc, proposed new scoring mechanisms which allowed encode both 1-to-many relation and preserve the predicate directionality within linear time and space complexity. Since these scoring functions are well covered in previous studies, we will not discuss the details of their mechanisms-of-action in our study. Further information and technical details about the knowledge graph embedding scoring functions can be found in the studies of Nickel et. al. (Nickel, Rosasco & Poggio 2016) and Wang et. al. (Wang et al. 2017).

4.2.2 Experimental Evaluation

In this part, we describe the setup of the experiments which we conducted ins this chapter on the TransE (Bordes et al. 2013), DistMult (Yang et al. 2015a) and ComplEx (Trouillon et al. 2016) KGE models. We present the benchmarking datasets, experiments setup, and implementation details.

Benchmarking Datasets In our experiments we use six knowledge graph benchmarking datasets:

- NELL239: a subsets of the NELL dataset (Gardner & Mitchell 2015) which contains general knowledge about people, places, teams, universities, etc (Mohamed & Novácek
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entity count</th>
<th>Relation count</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>NELL239</td>
<td>48k</td>
<td>239</td>
<td>74k</td>
<td>3k</td>
<td>3k</td>
</tr>
<tr>
<td>WN18RR</td>
<td>41k</td>
<td>11</td>
<td>87k</td>
<td>3k</td>
<td>3k</td>
</tr>
<tr>
<td>FB15k-237</td>
<td>15k</td>
<td>237</td>
<td>272k</td>
<td>18k</td>
<td>20k</td>
</tr>
<tr>
<td>YAGO10</td>
<td>123k</td>
<td>37</td>
<td>1M</td>
<td>5k</td>
<td>5k</td>
</tr>
<tr>
<td>PSE</td>
<td>32K</td>
<td>967</td>
<td>3.7M</td>
<td>459K</td>
<td>459K</td>
</tr>
</tbody>
</table>

Table 4.1 – Statistics of entities, relations, and triples count per split of the benchmarking datasets which we use in this chapter.

We use this dataset as it is small in size which enables fast prototyping and analysis of models. It also contains rich set of relations and a large number of entities which allow for assessing models’ performance on highly diverse data.

- WN18: a subset of the Wordnet dataset (Miller et al. 1990) which contains lexical information of the English language (Bordes et al., Dettmers et al. 2013, 2018).
- FB15k-237: a subset of the Freebase dataset (Bollacker et al. 2008) that contains information about general human knowledge (Toutanova et al. 2015).
- YAGO10: a subset of the YAGO3 dataset (Mahdisoltani et al. 2015) that contains information mostly about people and their citizenship, gender, and professions knowledge (Bouchard et al. 2015).
- PSE: polypharmacy side-effects dataset (Zitnik et al. 2018) contains facts about drug combinations and their related side-effects. The dataset was introduced by Zitnik et. al. (Zitnik et al. 2018) to study modelling polypharmacy side-effects using knowledge graph embedding models. Since the dataset is significantly larger than the available standard benchmark we use it to study the effects of hyperparameters and accuracy of the knowledge graph embedding models.

Table 4.1 contains statistics about our experiments’ benchmarking datasets. Statistics about the two datasets used are presented in Table 4.1. Note that datasets derived from Freebase would have also been an option, but in this chapter, we opted to leave these out due to their highly demanding nature in terms of computational time and space required.

Evaluation Protocol The three KGE models are evaluated using a unified protocol that assesses their performance in the task of link prediction. Let $X$ be the set of facts, i.e. triples, $\Theta_E$ be the embeddings of entities $E$, and $\Theta_R$ be the embeddings of relations $R$. The KGE evaluation protocol works in three steps:

1. All the benchmarking datasets can be downloaded using the following url: https://figshare.com/s/8c2f1e1f98aff44b5b71
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(1) Corruption: For each $x = (s, p, o) \in X$, $x$ is corrupted $2|E| - 1$ times by replacing its subject and object entities with all the other entities in $E$. The corrupted triples can be defined as:

$$x_{\text{corr}} = \bigcup_{s' \in E} (s', p, o) \cup \bigcup_{o' \in E} (s, p, o')$$

where $s' \neq s$ and $o' \neq o$. These corruptions effectively provide negative examples for the supervised training and testing process due to the Local Closed World Assumption (Nickel, Murphy, Tresp & Gabrilovich 2016b).

(2) Scoring: Both original triples and corrupted instances are evaluated using a model-dependent scoring function. This process involves looking up embeddings of entities and relations, and computing scores depending on these embeddings.

(3) Evaluation: Each triple and its corresponding corruption triples are evaluated using the RR ranking metric as a separate query, where the original triples represent true objects and their corruptions false ones. It is possible that corruptions of triples may contain positive instances that exist among training or validation triples. In our experiments, we alleviate this problem by filtering out positive instances in the triple corruptions. Therefore, MRR and Hits@k are computed using the knowledge graph original triples and non-positive corruptions only (Bordes et al. 2013).

4.3 Loss Functions in KGE Models

Generally, KGE models are cast as learning to rank problems. They employ multiple training loss functions that comply with the ranking loss approaches. In the state-of-the-art KGE models, loss functions were designed according to various pointwise and pairwise approaches that we review next.

4.3.1 KGE pointwise losses

In the following, we discuss current pointwise loss functions for KGE models including SE, hinge, and logistic losses.

Pointwise square error loss (SE) It is a pointwise ranking loss function used in RESCAL (Nickel et al. 2011). It models training losses with the objective of minimising the squared difference between model predicted scores for triples and their true labels:

$$L_{SE_{pt}} = \frac{1}{2} \sum_{i=1}^{n} (f(x_i) - l(x_i))^2.$$  (4.1)
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The optimal score for true and false facts is 1 and 0, respectively. A nice to have characteristic of SE loss is that it does not require configurable training parameters, shrinking the search space of hyper parameters compared to other losses (e.g., the margin parameter of the hinge loss).

**Pointwise hinge loss**: Hinge loss can be interpreted as a pointwise loss, where the objective is to generally minimise the scores of negative facts and maximise the scores of positive facts to a specific configurable value. This approach is used in HolE (Nickel, Rosasco & Poggio 2016), and it is defined as:

\[
\mathcal{L}_{\text{hinge}_{pt}} = \sum_{x \in X} [\lambda - l(x) \cdot f(x)]_+, \tag{4.2}
\]

where \(l(x) = 1\) if \(x\) is true and \(-1\) otherwise, and \([x]_+\) denotes max(x, 0). This effectively generates two different loss slopes for positive and negative scores as shown in Fig. 4.2. Thus, the objective resembles a pointwise loss that minimises negative scores to reach \(-\lambda\), and maximises positives scores to reach \(\lambda\).

**Pointwise logistic loss** The ComplEx (Trouillon et al. 2016) model uses a logistic loss, which is a smoother version of pointwise hinge loss without the configurable margin parameter. Logistic loss uses a logistic function to minimise the negative triples score and maximise the positive triples score. This is similar to hinge loss, but uses a smoother linear loss slope defined as:

\[
\mathcal{L}_{\text{logistic}_{pt}} = \sum_{x \in \mathcal{X}} \log(1 + \exp(-l(x) \cdot f(x))), \tag{4.3}
\]

where \(l(x)\) is the true label of fact \(x\) where it is equal to 1 for positive facts and is equal to \(-1\) otherwise.
4.3.2 KGE Pairwise Losses

Here, we discuss established pairwise loss functions in KGE model which are summarised in Fig. 4.3.

**Pairwise hinge loss** Hinge loss is a linear learning to rank loss that can be implemented in both a pointwise or pairwise loss settings. In both the TransE (Bordes et al. 2013) and DistMult (Yang et al. 2015a) models the hinge loss is used in its pairwise form, where it is defined as follows:

\[
\mathcal{L}_{\text{hinge}_{pr}} = \sum_{x \in X^+} \sum_{x' \in X^-} [\lambda + f(x') - f(x)]_+ ,
\]

where \(X^+\) is the set of true facts, \(X^-\) is the set of false facts, and \(\lambda\) is a configurable margin.

In this case, the objective is to minimise the marginal difference (difference of scores with the added margin) between the scores of negative and positive instances. This approach optimises towards having embeddings that satisfy \(\forall_{x \in X^+} \forall_{x' \in X^-} f(x) > f(x')\) as in Fig. 4.3.

**Pairwise logistic loss** Logistic loss can also be interpreted as pairwise margin based loss following the same approach as in hinge loss. The loss is then defined as:

\[
\mathcal{L}_{\text{logistic}_{pr}} = \sum_{x \in X^+} \sum_{x' \in X^-} \log(1 + \exp(f(x') - f(x))) ,
\]

where the objective is to minimise marginal difference between negative and positive scores with a smoother linear slope than hinge loss as shown in Fig. 4.3.
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4.3.3 KGE multi-class losses

In the following, we discuss KGE loss functions that are used to cast the KGE process into a multi-class classification problem.

Binary cross entropy loss (BCE) The ConvE model’s (Dettmers et al. 2018) study proposed a new binary cross entropy multi-class loss to model the training error of KGE models in link prediction. In this setting, the whole vocabulary of entities is used to train each positive fact such that for a triple \((s, p, o)\), all facts \((s, p, o')\) with \(o' \in E\) and \(o' \neq o\) are considered false. Despite the extra computational cost of this approach, it allowed ConvE to generalise over a larger sample of negative assistances, therefore surpassing other approaches in accuracy (Dettmers et al. 2018).

Negative-log softmax loss (NLS) In a recent work, Lacroix et. al. (Lacroix et al. 2018) introduced a softmax regression loss to model training error of the ComplEx model as a multi-class problem. In this approach, the objective for each \((s, p, o)\) triple is to minimise the following loss:

\[
\mathcal{L}_{s'po} = \mathcal{L}_{o'spo} + \mathcal{L}_{s'po},
\]

\[
\mathcal{L}_{o'spo} = -\phi_{spo} + \log(\sum_{o'} \exp(\phi_{s'po})),
\]

\[
\mathcal{L}_{s'po} = -\phi_{spo} + \log(\sum_{s'} \exp(\phi_{s'po})).
\]

where \(\phi_{spo}\) is the model score for the triple \((s, p, o)\), \(s' \in E\), \(s' \neq s\), \(o' \in E\) and \(o' \neq o\). This resembles a log-loss of the softmax value of the positive triple compared to all possible object and subject corruptions where the objective is to maximise positive facts scores and minimise all other scores. This approach achieved significant improvement to the prediction accuracy of ComplEx model over all benchmark datasets when used with the 3-nuclear norm regularisation of embeddings (Lacroix et al. 2018).

4.3.4 Effects of training objectives on accuracy

We performed an experimental evaluation for the effect of loss function on the accuracy of KGE models in the link prediction task in terms of MRR and Hits at 10. For simplicity, We have only experimented with three KGE models: the TransE, DistMult and Complex. These models are used as examples where we assess their performance on different benchmarks where they are coupled with different loss functions configurations.

Table 4.2 shows the outcome of our experiments where it compares the accuracy of the examined models on both ranking and multi-class loss approaches in terms of MRR and Hits@10. In
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Table 4.2 – Link prediction results for KGE models with different loss functions on standard benchmarking datasets. The abbreviations MC, Pr, Pt stand for multi-class, pairwise and pointwise respectively. The * mark is assigned to the model’s default loss function. In the ranking losses, best results are computed per model where bold results represent model’s best result and underlined results represent the best result in each respective loss approach.

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>NELL239 MRR</th>
<th>WN18RR MRR</th>
<th>FB15k-237 MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TransE</td>
<td>Pr Hinge</td>
<td>0.28</td>
<td>0.43</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>Logistic</td>
<td>0.27</td>
<td>0.43</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Hinge</td>
<td>0.19</td>
<td>0.32</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Pt Logistic</td>
<td>0.17</td>
<td>0.31</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>DistMult</td>
<td>Pr Hinge</td>
<td>0.20</td>
<td>0.32</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Logistic</td>
<td>0.26</td>
<td>0.40</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Pt Hinge</td>
<td>0.25</td>
<td>0.41</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>Logistic</td>
<td>0.28</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.31</td>
<td>0.48</td>
<td>0.43</td>
</tr>
<tr>
<td>ComplEx</td>
<td>Pr Hinge</td>
<td>0.24</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Logistic</td>
<td>0.27</td>
<td>0.43</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Hinge</td>
<td>0.21</td>
<td>0.36</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Pt Logistic</td>
<td>0.14</td>
<td>0.24</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td><strong>0.35</strong></td>
<td><strong>0.52</strong></td>
<td><strong>0.47</strong></td>
</tr>
</tbody>
</table>

| Multi-class losses | CP (Hitchcock 1927) | MC | BCE | - | - | - | - | - |
|                   | DistMult | MC | BCE | - | - | 0.08 | 0.12 | 0.22 | 0.42 |
|                   | ComplEx | MC | BCE | - | - | 0.44 | 0.51 | 0.25 | 0.43 |
|                   |           | NLS | BCE | 0.39 | 0.55 | 0.43 | 0.50 | 0.34 | 0.53 |
|                   |           | NLS | BCE | 0.40 | 0.58 | 0.44 | 0.52 | 0.35 | 0.53 |

The ranking loss configuration, the results show that the default loss functions of the examined models does not always yield the best results. On the contrary, The DistMult and ComplEx models which by default use the pointwise hinge and logistic losses respectively obtain their best result using the pointwise square error loss with all the examined benchmarks. This shows that changing the default loss function of these models can help enhance their predictive accuracy. The results of the TransE model also show that its default loss (pairwise hinge loss) achieves best result on 4 out of 6 examined evaluation metrics. On the other hand, Its pairwise logistic loss configuration achieves the best result in 3 out of 6 of the examined evaluation metrics. Given that the pairwise logistic loss is non-parameters compared the margin-based hinge loss, the pairwise logistic loss can be a preferred configuration to the TransE model as it can significantly reduce the grid search time.
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The results also show that the multi-class loss versions of the CP (Hitchcock 1927), DistMult, ComplEx models have significantly better results than their ranking based losses. For example, on the NELL239 data set, the best performing ranking-based approach, the complex model with the pointwise square error loss, achieves 0.35 and 0.52 scores in terms of MRR and Hits@10 respectively compared to it NLS loss version which achieves 0.40 and 0.58 scores respectively. The results also show that the best multi-class loss results are obtained using the negative log softmax loss. For example, both the multi-class based versions of the DistMult and ComplEx achieve their best results using the negative softmax loss.

4.3.5 Effects of training objectives on scalability

We have shown that different training objectives yield significantly different results for the same KGE models. Our experimental results also suggested that the multi-class loss functions achieve the best results in terms of MRR and Hits@10 on all the investigated dataset. However, this approach uses a 1-vs-all negative sampling strategy which is time-consuming due to its higher time and space complexity compared to usual 1-vs-n sampling. In the following, we compare the ranking losses and multi-class losses in terms of the runtime required for training a KGE on different dataset size to study the scalability of both approaches.

We execute an experiment where we use the YAGO10 benchmark where we train KGE models on different percentages of the dataset and study the relation between the growth in the dataset size and the required training runtime. We the compare the training runtime of different KGE models with the negative softmax loss (NLS) and the pointwise square error loss as representatives of their respective loss class.

Fig. 4.4 shows the outcomes of our experiments where it presents a series of plots which describe the relation between the growth of the dataset size and the growth of training runtime of both ranking and multi-class loss approaches. The results show that the multi-class losses have significantly higher training runtime than ranking loss function version of all the KGE models. The runtime of the ranking loss functions in plots appear to be constant, however, it is growing with a constant increase related to the growth of the training data. On the other hand, the multi-class loss functions have a linear growth which corelates to the growth of the training data. This shows the significant difference between both training loss approaches in terms of the scalability of the training process.

The results also show that the multi-class loss have different growth slopes if the DistMult, ComplEx and TriModel approaches. These different results from there different techniques in modelling embedding interactions which have a significant effect on the training time with 1-vs-all negative sampling (multi-class losses).
4.4 KGE training hyperparameters

In this section we discuss the effects of training hyperparameters on both the accuracy and scalability of knowledge graph embedding models. We first discuss the effects in terms of scalability and we then discuss the implications of changes of hyperparameters on the accuracy of KGE models in the task of link prediction.

4.4.1 Training hyperparameters effects on KGE scalability

Knowledge graph embedding models are famous for their high quality predictions with high scalability (Nickel, Murphy, Tresp & Gabrilovich 2016b). Most of the KGE methods employ linear transformations such as vector translations and vector diagonal products to learn interactions between embeddings, therefore, they operate within linear time and space complexity (Trouillon et al., Lacroix et al., Mohamed & Nováček 2016, 2018, 2019).

Despite the high scalability of the training process KGE models, they require hyperparameters training routine which is time consuming due to the large hyperparameters search space. Traditional, the hyperparameters search is executed using grid search for the best hyperparameters for each model on each new dataset. The training hyperparameters of KGE models include embedding size, negative samples per positive, batch size, etc. Kadlec et. al. (Kadlec et al. 2017) have shown that minor changes to these hyperparameters can yield significantly different results in terms the models’ resulting accuracy. The changes in these hyperparameters have also have an impact on their runtime where changes in hyperparameters such as the embedding size and the number of sampled negatives can affect the memory space used during training.

We performed an experimental evaluation for four different KGE models: TransE, DistMult,
Fig. 4.5 shows the outcome results of our experiments across the different investigated training hyperparameters. The plot "A" shows the relation between the training runtime and the size of the processed data. The plot shows that all the four investigated have a linear relation between their training runtime and the investigated data size. The plot also shows that the investigated models have a consistent growth in terms of their runtime across all the data sizes. The DistMult model consistency achieves the smallest runtime followed by the TransE, DistMult, TriModel and ComplEx models respectively.

Plot "B" shows the relationship between the training runtime and the model embedding size. The plot shows that all the investigated models have a linear growth of their training runtime corresponding to the growth of the embeddings size. However, the growth rate of the TransE and DistMult models is considerably smaller than the growth of both the ComplEx and TriModel models. This occurs as both the TransE and DistMult models use a single vector to represent each of their embeddings while the ComplEx and TriModel models use two and three vectors respectively. Despite the better scalability of both the TransE and DistMult models, the ComplEx and TriModel models generally achieve better predictive accuracy than the TransE and DistMult models (Mohamed & Novácek 2019).

The plot "C" shows the relation between the runtime of KGE models and the number of negative samples they use during training. The plot shows that there is a positive linear relation between training runtime and the number of negative samples—where all the KGE models have similar results across all the investigated sampling sizes. The TriModel, however, consistently have the highest runtime compared to other models.
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Plot "D" shows the effects of the size of the batch on the training runtime. The plot shows an exponential decay of the training runtime with the linear growth of the data batch size. The KGE models process all the training data for each training iteration i.e. epoch, where the data is divided into batches for scalability and generalisation purposes. Therefore, the increase of the training data batch sizes lead to a decrease of the number of model executions for each training iteration. Despite the high scalability that can be achieved with large batch sizes, the best predictive accuracy is often achieved using small data batch sizes. Usually, the most efficient training data batch size is chosen during a hyper-parameter grid search along with other hyperparameters such as the embedding size and the number of negative samples.

Analysis of the predictive scalability experiments

Our experiments on the effects of training parameters of KGE models on the models' scalability suggests the followings:

- The results confirm that KGE models have linear time complexity as shown in Fig. 4.5 where the models' runtime grows linearly corresponding to increase of both data size and embedding vector sizes.
- The results also confirm that models such as the TriModel and Complex model which have more than one embedding vector for each entity and relation require more training time compared to models with only one embedding vector.
- The results also show that the training batch size has a significant effect on the training runtime therefore, larger batch sizes are suggested to significantly enhance scalability of the training of KGE models.

4.4.2 Training hyperparameters effects on KGE accuracy

In the following, we study the relation between changes in different training hyperparameters and the accuracy of KGE models. We perform an experimental evaluation where we examine the changes of the accuracy of KGE models in terms of MRR compared to the changes of the model's training hyperparameters. Fig. 4.6 shows the outcome of our experiments where it presents a series of plots for the changes of the MRR corresponding to changes of the training hyperparameters of different KGE models on the NELL239, WN18RR, FB15k-237 and YAGO10 datasets.

The datasets reported in the illustration of Fig. 4.6 are sorted in a descending order from up to down in terms of the number of facts contained in the dataset (dataset size). In the first row of
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Figure 4.6 – A set of plots which describe the effects of training hyperparameters of KGE models and their effects on the models' accuracy in terms of MRR on different benchmarking datasets. The base hyperparameters for our experiments are: {embedding size \(k = 150\), negative samples per positive \(n = 2\), batch size \(b = 2048\), number of epochs \(e = 500\), optimizer (AMSgrad), learning rate \(lr = 0.01\)}

The results corresponding to the experiments done on the NELL239 dataset (the smallest dataset), the results show that the changes of the number of training iteration (epochs) and the embedding size have. On the other hand, the negative samples and batch size hyperparameters have less relation to the MRR score values where the growth of the batch size insignificantly affects the MRR score for both hyperparameters except for the TransE model which have a positive MRR score relation with the number of negative samples.

The results corresponding to the WN18RR dataset also show that the epoch count and embedding size have a significant effect of the KGE accuracy. The results also show that both hyperparameters have positive relation with the MRR score of KGE models compared to the variable relation on the NELL dataset. The results also show that the MRR score of KGE models
stabilise after 250 training iterations and embedding size of 50 where the increases above these values does not have a significant effect on the MRR score of KGE models. Similar to the results on the NELL230, the negative samples and batch size hyperparameters show no significant relation with the MRR scores of different KGE models.

The results of the FB15k-237 dataset have a different relation pattern corresponding to the number of training iterations compared to other datasets where the MRR scores of different KGE models have negative or no relation with the changes of the number of training iterations. For example, the MRR scores TransE and DistMult approximately have the sample values corresponding to all the different values of the number of training iterations. On the other hand, the TriModel and ComplEx models have a negative relation with the number of training iteration where their MRR scores decrease with the growth of the training iterations count. The changes of the embedding size of the KGE models on the FB15k-237 dataset also shows valiant patterns where different KGE models have different relation to the change of the size of the embeddings.

On the other hand, the changes of the batch size and number of negative samples have a similar pattern as in the NELL239 dataset where models’ MRR scores have no significant relation with the changes of both hyperparameters except for the TransE model which have a positive MRR score relation with the number of negative samples.

The results of the YAGO10 dataset (the largest dataset) shows a positive relation between the number of training iterations and the MRR score of the TransE, TriModel and ComplEx models. On the other hand, the DistMult model have negative relation with the the number of training iterations. On the other hand, the results show that all models have a positive relation between their MRR scores and the size of the embeddings. The results of the batch size and negative samples hyperparameters show less relation to the MRR scores as in the previous dataset, however, there is a noticeable low positive relation between the number of negative samples and the MRR scores of the TransE, TriModel and ComplEx models.

Analysis of the predictive accuracy experiments

From the above discussed observations, we can suggest the following:

- Changes on the embedding vectors’ size have the biggest effect on the predictive accuracy of KGE models. Thus, we suggest careful selection of this parameter by search through a larger search space of possible embedding sizes.

- The increased number of training iterations can sometimes have a negative effect on the outcome predictive accuracy. Thus, we suggest using early stopping techniques to decide when to stop model training before accuracy decreases.
• Both the number of negative samples and batch sizes showed small effect on the predictive accuracy of KGE models. Thus, these parameter can be assigned fixed values or smaller search spaces to help decrease the time required for the tuning of hyperparameters.

4.5 Discussion

In this section, we discuss the compromise between scalability and accuracy in the training of KGE models. We also discuss the properties of some datasets and their relation with KGE interaction functions. We finally discuss the compatibility between specific KGE scoring and loss functions.

4.5.1 The compromise between scalability and accuracy

We have shown that KGE models achieve their best result in terms of accuracy using multi-class loss functions. However, these functions depend on the 1-vs-all negative sampling which is time-consuming as we have shown in Section 4.3.5. On the other hand, KGE models with ranking-based loss function are significantly more scalable but they have less accurate predictions compared to the multi-class losses. This variability between the capabilities of the two approaches results in a compromise between the scalability and accuracy of KGE models when choosing loss functions for KGE models. In our experiments, we found that the training runtime of multi-class loss functions is affected by the entity count in the dataset along with the dataset size where datasets with higher number of entities require more training time than others even if they have the same size.

We ran all our experiments on GPU where we found out that the multi-class based models consume a large amount of the GPU memory. This, therefore, forced us to use small training batch sizes to fit to the GPU’s memory specially on large datasets. The use of these smaller batches resulted in longer training runtime due to the increased number of training iterations over the batches. On the other hand, ranking based loss functions have significantly lower GPU memory consumption compared to the multi-class loss functions. However, there memory consumption grow positively with relation to the number of used negative samples.

We thus suggest that KGE models with multi-class losses can be used comfortably used for training of small size knowledge graphs (Less than 5M facts). We also suggest the use of multiple GPUs when available for the grid-search process of KGE models with multi-class objectives.
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4.5.2 The relationship between dataset properties and embedding interaction functions

In our experiments, it is noticeable that the tensor factorisation based methods such as the DistMult, TriModel and ComplEx models consistently have better accuracy than distance based models such as the TransE model on all benchmark in the ranking losses configuration as shown in Table 4.2. However, we can also see that the TransE model significantly outperforms all other ranking based models on the FB15k-237 dataset. A further study of Nguyen et al. (Nguyen et al. 2018) also shows that translation based methods achieve significantly higher accuracy than tensor factorisation based methods in terms of both MRR and Hits@10.

We suggest that this can be due to specific properties in the dataset which is compatible with translation based embedding interaction approaches compared to tensor factorisation methods. We also intend to study this specific relation in future works where we intend to investigate different properties of knowledge graph and their possible relations to specific KGE embedding components.

4.5.3 Compatibility between scoring and loss functions

In the ranking loss functions experiments, we can see that the TransE model achieves its best result using pairwise loss functions while its version with the pointwise loss function have significantly worse results. On the other hand other tensor factorisation based approaches such as the DistMult and ComplEx models achieve their best results with their version which uses pointwise loss functions such as the pointwise squared error and logistic losses. The pairwise loss function versions of these models also have significantly worse results in terms of both the MRR and Hits@10 metrics on all benchmarks as shown in Table 4.2.
5 Multi-Part Graph Embeddings

5.1 Introduction

In recent years, knowledge graph embedding (KGE) models have witnessed rapid developments that have allowed them to excel in the task of link prediction for knowledge graphs (Wang et al. 2017). They learn embeddings using different techniques like tensor factorisation, latent distance similarity and convolutional filters in order to rank facts in the form of (subject, predicate, object) triples according to their factuality. In this context, their tensor factorisation based versions like the DistMult (Yang et al. 2015b) and the ComplEx (Trouillon et al. 2016) models are known to provide state-of-the-art results within linear time and space complexity (Wang et al. 2017). The scalable and efficient predictions achieved by these models have encouraged researchers to investigate advancing the DistMult and the ComplEx models by utilising different training objectives and regularisation terms (Kadlec et al., Lacroix et al. 2017, 2018).

In this chapter, our objective is to propose a new factorisation based knowledge graph embedding model that extends the works of the DistMult and the ComplEx models while preserving their linear time and space complexity. We achieve that by modifying two of their main components: the embedding representation, and the embedding interaction function.

While both the DistMult and the ComplEx models use the bilinear product of the subject, the predicate and the object embeddings as an embedding interaction function to encode knowledge facts, they represent their embeddings using different systems. The DistMult model uses real values to represent its embedding vectors, which leads to learning a symmetric representation of all predicates due to the symmetric nature of the product operator on real numbers. On the other hand, the ComplEx model represents embeddings using complex numbers, where each the embeddings of an entity or a relation is represented using two vectors (real and imaginary parts). The ComplEx model also represents entities in the object mode as the complex conjugate of their subject form (Trouillon et al. 2016). This enables the ComplEx model to encode both symmetric and asymmetric predicates.
Since the embeddings of the ComplEx models are represented using two part embeddings (real and imaginary parts), their bilinear product (ComplEx's embedding interaction function) consists of different interaction components unlike the DisMult model with only one bilinear product component. Each of these components is a bilinear product of a combination of real and imaginary vectors of the subject, the predicate and the object embeddings, which gives the ComplEx model its ability to model asymmetric predicates.

In this work, we investigate both the embedding representation and the embedding interaction components of the ComplEx model, where we show that the ComplEx embedding interaction components are sufficient but not necessary to model asymmetric predicates. We also show that our proposed model, TriVec, can efficiently encode both symmetric and asymmetric predicates using simple embedding interaction components that rely on embeddings of three parts. To assess our model compared to the ComplEx model, we carry experiments on both models using different training objectives and regularisation terms, where our results show that our new model, TriVec, provide equivalent or better results than the ComplEx model on all configurations. We also propose a new NELL (Mitchell et al. 2015) based benchmarking dataset that contains a small number of training, validation and testing facts that can be used to facilitate fast development of new knowledge graph embedding models.

5.2 Background

Knowledge graph embedding models learn low rank vector representation \( i.e. \) embeddings for graph entities and relations. In the link prediction task, they learn embeddings in order to rank knowledge graph facts according to their factuality. The process of learning these embeddings consists of different phases. First, they initialise embeddings using random noise. These embeddings are then used to score a set of true and false facts, where a score of a fact is generated by computing the interaction between the fact's subject, predicate and object embeddings using a model dependent scoring function. Finally, embeddings are updated by a training loss that usually represents a min-max loss, where the objective is to maximise true facts scores and minimise false facts scores.

In this section we discuss scoring functions and training loss functions in state-of-the-art knowledge graph embedding models. We define our notation as follows: for any given knowledge graph, \( \mathcal{E} \) is the set of all entities, \( \mathcal{R} \) is the set of all relations \( i.e. \) predicates, \( N_e \) and \( N_r \) are the numbers of entities and relations respectively, \( \mathcal{T} \) is the set of all known true facts, \( e \) and \( w \) are matrices of sizes \( N_e \times K \) and \( N_r \times K \) respectively that represent entities and relations embeddings of rank \( K \), \( \phi_{spo} \) is the score of the triple \((s, p, o)\), and \( L \) is the model's training loss.
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5.2.1 Scoring Functions

Knowledge graph embedding models generate scores for facts using model dependent scoring functions that compute interactions between facts’ components embeddings. These functions use different approaches to compute embeddings interactions like distance between embeddings (Bordes et al. 2013), embedding factorisation (Trouillon et al. 2016) or embeddings convolutional filters (Dettmers et al. 2018).

In the following, we present these approaches and specify some examples of knowledge graph embedding models that use them.

- **Distance-based embeddings interactions**: The Translating Embedding model (TransE) (Bordes et al. 2013) is one of the early models that use distance between embeddings to generate triple scores. It interprets triple’s embeddings interactions as a linear translation of the subject to the object such that \( e_s + w_p = e_o \), and generates a score for a triple as follows:

\[
\phi_{\text{TransE}}^{s\,p\,o} = \| e_s + w_p - e_o \|_{1/2}, \tag{5.1}
\]

where true facts have zero score and false facts have higher scores. This approach provides scalable and efficient embeddings learning as it has linear time and space complexity. However, it fails to provide efficient representation for interactions in one-to-many, many-to-many and many-to-one predicates as its design assumes one object per each subject-predicate combination.

- **Factorisation-based embedding interactions**: Interactions based on embedding factorisation provide better representation for predicates with high cardinality. They have been adopted in models like DistMult (Yang et al. 2015b) and ComplEx (Trouillon et al. 2016). The DistMult model uses the bilinear product of embeddings of the subject, the predicate, and the object as their interaction, and its scoring function is defined as follows:

\[
\phi_{\text{DistMult}}^{s\,p\,o} = \sum_{k=1}^{K} e_{s_k} w_{p_k} e_{o_k}, \tag{5.2}
\]

where \( e_{s_k} \) is the \( k \)-th component of subject entity \( s \) embedding vector \( e_s \). DistMult achieved a significant improvement in accuracy in the task of link prediction over models like TransE. However, the symmetry of embedding scoring functions affects its predictive power on asymmetric predicates as it cannot capture the direction of the predicate. On the other hand, the ComplEx model uses embedding in a complex form to model data with asymmetry. It models embeddings interactions using the the product of complex embeddings, and its scores are defined as follows:

\[
\phi_{\text{ComplEx}}^{s\,p\,o} = \text{Re} \left( \sum_{k=1}^{K} e_{s_k} w_{p_k} e_{o_k}^* \right) = \sum_{k=1}^{K} e_{s_k}^r w_{p_k}^r e_{o_k}^l + e_{s_k}^i w_{p_k}^i e_{o_k}^l + e_{s_k}^l w_{p_k}^l e_{o_k}^r - e_{s_k}^i w_{p_k}^i e_{o_k}^r \tag{5.3}
\]
Table 5.1 – A comparison between the ComplEx model and different variants of its scoring functions on standard benchmarking datasets

<table>
<thead>
<tr>
<th>Model</th>
<th>Definition</th>
<th>NELL239 MRR</th>
<th>WN18RR H@10</th>
<th>FB237 MRR</th>
<th>WN18RR H@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>ComplEx</td>
<td>i1+i2+i3-i4</td>
<td>0.35</td>
<td>0.51</td>
<td>0.44</td>
<td>0.51</td>
</tr>
<tr>
<td>ComplEx-V1</td>
<td>i1+i2+i3</td>
<td>0.34</td>
<td>0.51</td>
<td>0.45</td>
<td>0.52</td>
</tr>
<tr>
<td>ComplEx-V2</td>
<td>i2+i3+i4</td>
<td>0.34</td>
<td>0.50</td>
<td>0.44</td>
<td>0.51</td>
</tr>
<tr>
<td>ComplEx-V3</td>
<td>i1+i2-i4</td>
<td>0.34</td>
<td>0.51</td>
<td>0.45</td>
<td>0.52</td>
</tr>
<tr>
<td>ComplEx-V4</td>
<td>i1+i3-i4</td>
<td>0.33</td>
<td>0.50</td>
<td>0.45</td>
<td>0.50</td>
</tr>
</tbody>
</table>

where \( \text{Re}(x) \) represents the real part of complex number \( x \) and all embeddings are in complex form such that \( e, w \in C \), \( e^{'} \) and \( e^{i} \) are respectively the real and imaginary parts of \( e \), and \( e_{o} \) is the complex conjugate of the object embeddings \( e_{o} \) such that \( e_{o} = e_{o}^{'} - ie_{o}^{i} \) and this introduces asymmetry to the scoring function. Using this notation, ComplEx can handle data with asymmetric predicates, and to keep scores in the real spaces it only uses the real part of embeddings product outcome. ComplEx preserves both linear time and linear space complexities as in TransE and DistMult, however, it surpasses their accuracies in the task of link prediction due to its ability to model a wider set of predicate types.

- **Convolution-based embeddings interactions**: Following the success of convolutional neural networks image processing tasks, models like R-GCN (Schlichtkrull et al. 2018) and ConvE (Dettmers et al. 2018) utilized convolutional networks to learn knowledge graph embeddings. The R-GCN model learns entity embeddings using a combination of convolutional filters of its neighbours, where each predicate represent a convolution filter and each neighbour entity represents an input for the corresponding predicate filter. This approach is combined with the DistMult model to perform link prediction. Meanwhile, the ConvE model concatenates subject and predicate embeddings vectors into an image (a matrix form), then it uses a 2D convolutional pipeline to transform this matrix into a vector and computes its interaction with the object entity embeddings to generate a corresponding score as follows:

\[
\phi_{sp}^{\text{ConvE}} = f(\text{vec}(f(\langle e_{s}; w_{p} \rangle \ast \omega))W)e_{o}
\]  

(5.4)

where \( \overline{e}_{s} \) and \( \overline{w}_{p} \) denotes a 2D reshaping of \( e_{s} \) and \( w_{p} \), \( \omega \) is a convolution filter, \( f \) denotes a non-linear function, \( \text{vec}(x) \) is a transformation function that reshape matrix \( x \) of size \( m \times n \) into a vector of size \( mn \times 1 \).
5.3 The TriVec Model

In this section, we motivate for the design decision of TriVec model, and we present its way to model embeddings interaction and training loss.

5.3.1 Motivation

Currently, models using factorisation-based knowledge graph embedding approaches like DistMult and ComplEx achieve state-of-the-art results across all benchmarking datasets (Lacroix et al. 2018). In the DistMult model, embeddings interactions are modelled using a symmetric function that computes the product of embeddings of the subject, the predicate and the object. This approach was able to surpass other distance-based embedding techniques like TransE (Yang et al. 2015b). However, it failed to model facts with asymmetric predicate due to its design. The ComplEx model tackle this problem using a embeddings in the complex space where its embeddings interactions use the complex conjugate of object embeddings to break the symmetry of the interactions. This approach provided significant accuracy improvements over DistMult as it successfully models a wider range of predicates.

The ComplEx embeddings interaction function (defined in Sec. 5.2) can be redefined as a simple set of interactions of two part embeddings as follows:

$$\phi_{spo}^{\text{ComplEx}} = \sum_k i_1 + i_2 + i_3 - i_4$$

where $\sum_k$ is the sum of all embeddings components of index $k = \{1, ..., K\}$, and interactions $i_1$, $i_2$, $i_3$ and $i_4$ are defined as follows:

$$i_1 = e_1^1 w_p^1 e_o^1, \quad i_2 = e_2^1 w_p^1 e_o^2, \quad i_3 = e_1^2 w_p^2 e_o^2, \quad i_4 = e_2^2 w_p^2 e_o^1$$

where $e^1$ represents embeddings part 1, and $e^2$ is part 2 ($1 \rightarrow$ real and $2 \rightarrow$ imaginary). Following this notation, we can see that the ComplEx model is a set of two symmetric interaction $i_1$ and $i_2$ and two asymmetric interactions $i_3$ and $i_4$. Furthermore, this encouraged us to investigate the effect of using other forms of combined symmetric and asymmetric interactions to model embeddings interactions in knowledge graph embeddings. We investigated different combination of interactions $i_1$, $i_2$, $i_3$ and $i_4$, and we have found that by removing and/or changing the definition of one of these interactions (maintaining that the interactions use all triple components) will preserve similar or insignificantly different prediction accuracy across different benchmarking datasets (See Table 5.1). This led us to investigate other different forms of interactions that uses a combination of symmetric and asymmetric interactions where we found that using embeddings of three parts can lead to better predictive accuracy than the ComplEx and the DistMult models.
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5.3.2 TriVec Embeddings Interactions

In the TriVec model, we represent each entity and relation using three embedding vectors such that the embedding of entity $i$ is $\{e_1^i, e_2^i, e_3^i\}$ and the embedding of relation $j$ is $\{w_1^j, w_2^j, w_3^j\}$ where $e^m$ denotes the $m$ part of the embeddings and where $m \in 1, 2, 3$ is used to represent the three embeddings parts.

The TriVec model is a tensor factorisation based model, where its embeddings interaction function (scoring function) is defined as follows:

$$\phi_{\text{TriPart}}^{spo} = \sum_{k=1}^{K} e_{sk}^1 w_{pk}^1 e_{ok}^3 + e_{sk}^2 w_{pk}^2 e_{ok}^2 + e_{sk}^3 w_{pk}^3 e_{ok}^1$$

where $k$ denotes the index of the embedding vector entries. The model uses a set of three interactions: one symmetric interaction: $(e_2^j w_2^j e_2^o)$ and two asymmetric interactions: $(e_1^j w_1^j e_3^o)$ and $(e_3^j w_3^j e_1^o)$ as shown in Fig. 5.1. This approach models both symmetry and asymmetry in a simple form similar to the DistMult model where the DistMult model can be seen as a special case of the TriVec model if the first and third embeddings part are equivalent ($e_1 = e_3$).

5.3.3 Training the TriVec embeddings

Trouillon et. al. (Trouillon & Nickel 2017) showed that despite the equivalence of HolE and ComplEx models’ scoring functions, they produce different results as they use different loss functions. They concluded that the logistic loss version of ComplEx outperforms its hinge loss version. In addition, we have investigated different other ranking losses with the ComplEx model, and we have found that squared error loss can significantly enhance the performance of ComplEx on multiple benchmarking datasets.

The TriVec model performs its learning process using two different training loss configurations: the traditional ranking loss and the multi-class loss (cf. Section 4.3). In the ranking loss configuration, the TriVec model uses the squared error (Eq. 4.1) and the logistic loss (Eq. 4.3) to model its training error, where a grid search is performed to choose the optimal loss representation.
for each dataset. In the multi-class configuration, it uses the negative-log softmax loss (Eq. 4.6) with the nuclear 3-norm regularisation (Lacroix et al. 2018).

We also consider the use of predicate reciprocals in training as described in Lacroix et al. (2018), where inverses of training predicates are added to the training set and trained with their corresponding original facts as shown in the following:

\[
\frac{\text{TriModel}}{\mathcal{L}_{spo}} = -\phi_{spo} + \log(\sum_{o'} \exp(\phi_{spo}'))
\]

\[
-\phi_{spo} + \log(\sum_{s'} \exp(\phi_{o(p+N_i)s}))
\]

\[
\frac{\lambda}{3} \sum_{k=1}^{K} \sum_{m=1}^{3} (|e_{s}^{m}|^3 + |w_{p}^{m}|^3 + |u_{p+N_{i}}^{m}|^3 + |e_{o}^{m}|^3)
\]

where predicate \( p + N_i \) is the inverse of the predicate \( p \) where the model learns and evaluates inverse facts using inverses of their original predicates. For all the multi-class configurations, the TriVec model regularises the training facts embeddings using a dropout layer (Srivastava et al. 2014) with weighted probability that it learns during the grid search.

5.4 Experiments

In this section, we discuss the setup of our experiments where we present the evaluation protocol, the benchmarking datasets and our implementation details.

5.4.1 Benchmarking Datasets

In our experiments we use six knowledge graph benchmarking datasets:

- YAGO10: a subset of the YAGO3 dataset that contains information mostly about people and their citizenship, gender, and professions knowledge (Dettmers et al. 2018).
- NELL239: a subset of the NELL dataset (Mitchell et al., Gardner & Mitchell 2015, 2015) that we have created to test our model, which contains general knowledge about people, places, sports teams, universities, etc. We developed this dataset to be used for model prototyping as it is smaller in size compared to other standard benchmarks while having a diverse sets of entities and relations.
Table 5.2 – Statistics of the benchmarking datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entity count</th>
<th>Relation count</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>WN18</td>
<td>41k</td>
<td>18</td>
<td>141k</td>
<td>5k</td>
<td>5k</td>
</tr>
<tr>
<td>WN18RR</td>
<td>41k</td>
<td>11</td>
<td>87k</td>
<td>3k</td>
<td>3k</td>
</tr>
<tr>
<td>FB15k</td>
<td>15k</td>
<td>1k</td>
<td>500k</td>
<td>50k</td>
<td>60k</td>
</tr>
<tr>
<td>FB15k-237</td>
<td>15k</td>
<td>237</td>
<td>272k</td>
<td>18k</td>
<td>20k</td>
</tr>
<tr>
<td>YAGO10</td>
<td>123k</td>
<td>37</td>
<td>1M</td>
<td>5k</td>
<td>5k</td>
</tr>
<tr>
<td>NELL239</td>
<td>48k</td>
<td>239</td>
<td>74k</td>
<td>3k</td>
<td>3k</td>
</tr>
</tbody>
</table>

Table 5.2 contains statistics about our experiments’ benchmarking datasets.

5.4.2 Implementation

We use TensorFlow framework (GPU) along with Python 3.5 to perform our experiments. All experiments were executed on a Linux machine with processor Intel(R) Core(TM) i70.4790K CPU @ 4.00GHz, 32 GB RAM, and an nVidia Titan Xp GPU.

5.4.3 Experiments Setup

We perform our experiments in two different configurations:

1. Ranking loss based learning: the models are trained using a ranking based loss function, where our model chooses between squared error loss and logistic loss using grid search.
2. Multi-class loss based learning: the models is trained using a multi-class based training functions, where our model uses the softmax negative log loss functions described in Eq. 4.6 and Eq. 5.7.

In all of our experiments we initialise our embeddings using the Glorot uniform random generator (Glorot & Bengio 2010) and we optimise the training loss using the Adagrad optimiser, where the learning rate $\text{lr} \in \{0.1, 0.3, 0.5\}$, embeddings size $K \in \{50, 75, 100, 150, 200\}$ and batch size $b \in \{1000, 3000, 5000, 8000\}$ except for YAGO10 where we only use $b \in \{1000, 2000\}$. The rest of the grid search hyper parameters are defined as follows: in the ranking loss approach, we use the negative sampling ratio $n \in \{2, 5, 10, 25, 50\}$ and in the multi-class approach we use regularisation weight $\lambda \in \{0.1, 0.3, 0.35, 0.01, 0.03, 0.035\}$ and dropout $d \in \{0.0, 0.1, 0.2, 0.01, 0.02\}$. The number of training epochs is fixed to 1000, where in the ranking loss configuration we do an early check every 50 epochs to stop training when MRR stop improving on the validation set to prevent over-fitting.

\footnote{All the benchmarking datasets can be downloaded using the following url: https://figshare.com/s/88ea0f4b8b139a13224f}
Table 5.3 – Link prediction results on standard benchmarking datasets. * Results taken from (Trouillon et al. 2016) for the WN18 and FB15k while the results on other datasets are extracted from our own experiments.

<table>
<thead>
<tr>
<th>Model</th>
<th>WN18 MRR</th>
<th>WN18RR MRR</th>
<th>FB15k MRR</th>
<th>FB15k-237 MRR</th>
<th>YAGO10 MRR</th>
<th>NELL239 MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CP</td>
<td>0.08</td>
<td>0.13</td>
<td>0.33</td>
<td>0.53</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TransE *</td>
<td>0.52</td>
<td>0.94</td>
<td>0.52</td>
<td>0.76</td>
<td>0.29</td>
<td>0.48</td>
</tr>
<tr>
<td>ConvKB</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td>0.53</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DistMult *</td>
<td>0.82</td>
<td>0.94</td>
<td>0.65</td>
<td>0.82</td>
<td>0.24</td>
<td>0.42</td>
</tr>
<tr>
<td>ComplEx *</td>
<td>0.94</td>
<td>0.95</td>
<td>0.70</td>
<td>0.84</td>
<td>0.22</td>
<td>0.41</td>
</tr>
<tr>
<td>R-GCN</td>
<td>0.81</td>
<td>0.96</td>
<td>-</td>
<td>0.70</td>
<td>0.25</td>
<td>0.42</td>
</tr>
<tr>
<td>TriVec</td>
<td>0.95</td>
<td>0.96</td>
<td>0.50</td>
<td>0.57</td>
<td>0.73</td>
<td>0.86</td>
</tr>
</tbody>
</table>

In the evaluation process, we only consider filtered MRR and Hits@10 metrics (Bordes et al. 2013). In addition, in the ranking loss configuration, TriVec model uses a softmax normalisation of the scores of objects and subjects corruptions, that a score of a corrupted object triple \((s, p, o_i)\) is defined as:

\[
\phi_{spo_i} = \frac{\exp(\phi_{spo_i})}{\sum_{o' \in E} \exp(\phi_{spo'})},
\]

similarly, we apply a softmax normalisation to the scores of all possible subject entities.

### 5.5 Results and Discussion

In this section we discuss findings and results of our experiments shown in Table 5.3 and Table 5.4, where the experiments are divided into two configurations: models with ranking loss functions and models with multi-class based loss functions.

#### 5.5.1 Results of The Ranking Loss Configuration

In the results of the ranking loss configuration shown in Table 5.3, the results show that the TriVec model achieves best results in terms of MRR and hits@10 in five out of six benchmarking datasets with a margin of up to 10% as in the YAGO10 dataset. However, on the FB15k-237 ConvKB (Nguyen et al. 2018) retains state-of-the-art results in terms of MRR and Hits@10. Results also show that the factorisation based models like the DistMult, ComplEx, R-GCN and TriVec models generally outperform distance based models like the TransE and ConvKB models. However, on the FB15k-237 dataset, both distance based models have higher predictive accuracy scores compared to other factorisation based models with a margin of up to 15% in the case of the ConvKB and the TriVec model. We intend to perform further analysis on this dataset compared to other datasets to investigate why tensor factorisation models fail to provide state-of-the-art results in future works.
Table 5.4 – Link prediction results on standard benchmarking datasets. † Results taken from (Lacroix et al. 2018) by re-running their provided code with embedding size \((K)\) limited to 200.

<table>
<thead>
<tr>
<th>Model</th>
<th>WN18</th>
<th>WN18RR</th>
<th>FB15k</th>
<th>FB15k-237</th>
<th>YAGO10</th>
<th>NELL239</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>H@10</td>
<td>MRR</td>
<td>H@10</td>
<td>MRR</td>
<td>H@10</td>
</tr>
<tr>
<td>ConvE</td>
<td>0.94</td>
<td>0.95</td>
<td>0.46</td>
<td>0.48</td>
<td>0.75</td>
<td>0.87</td>
</tr>
<tr>
<td>CP-N3 †</td>
<td>0.12</td>
<td>0.18</td>
<td>0.08</td>
<td>0.14</td>
<td>0.35</td>
<td>0.56</td>
</tr>
<tr>
<td>ComplEx-N3 †</td>
<td>0.92</td>
<td>0.95</td>
<td>0.44</td>
<td>0.52</td>
<td>0.58</td>
<td>0.79</td>
</tr>
<tr>
<td>CP-N3-R †</td>
<td>0.93</td>
<td>0.94</td>
<td>0.41</td>
<td>0.45</td>
<td>0.62</td>
<td>0.78</td>
</tr>
<tr>
<td>ComplEx-N3-R †</td>
<td>0.95</td>
<td>0.96</td>
<td>0.47</td>
<td>0.54</td>
<td>0.79</td>
<td>0.88</td>
</tr>
<tr>
<td>TriVec - N3</td>
<td>0.95</td>
<td>0.96</td>
<td>0.47</td>
<td>0.54</td>
<td>0.84</td>
<td>0.91</td>
</tr>
<tr>
<td>TriVec -N3-R</td>
<td>0.95</td>
<td>0.96</td>
<td>0.47</td>
<td>0.54</td>
<td>0.81</td>
<td>0.91</td>
</tr>
</tbody>
</table>

5.5.2 Results of The Multi-class Loss Configuration

Results of the multi-class based approach show that TriVec model provide state-of-the-art result on all benchmarking datasets, where the ComplEx models provide equivalent results on 3 out 6 datasets. Our reported results of the ComplEx model with multi-class log-loss introduced by Lacroix et al. (Lacroix et al. 2018) are slightly different from their reported results as we re-evaluated their models with restricted embeddings size to a maximum of 200. In their work they used an embedding size of 2000, which is impractical for embedding knowledge graphs in real applications. And other previous works using the TransE, DistMult, ComplEx, ConvE, and ConvKB models have limited their experiments to a maximum embedding size of 200. In our experiments, we limited our embedding size to 200 and we have re-evaluated the models of (Lacroix et al. 2018) using the same restriction for a fair comparison.

5.5.3 Ranking and Multi-class Approaches

In the link prediction task, the objective of knowledge graph embedding models is to learn embeddings that rank triples according to their frequency. This is achieved by learning to rank original true triples against other negative triple instances, where the negative instances are modelled in different ways in ranking approaches and multi-class loss approaches.

In learning to rank approach, models use a ranking loss e.g. pointwise or pairwise loss to rank a set of true and negative instances (Chen et al. 2009), where negative instances are generated by corrupting true training facts with a ratio of negative to positive instances (Bordes et al. 2013). This corruption routine happens by changing either the subject or object of the true triple instance. In this configuration, the ratio of negative to positive instances is traditionally learnt using a grid search, where models compromise between the accuracy achieved by increasing the ratio and the runtime required for training.

On the other hand, multi-class based models train to rank positive triples against all their \[\text{We have used the code provided at: } \text{https://github.com/facebookresearch/kbc for the evaluation of the models: CP-N3, CP-N3-R, ComplEx-N3 and ComplEx-N3-R}\]
possible corruptions as a multi-class problem where the range of classes is the set of all entities. For example, training on a triple \((s, p, o)\) is achieved by learning the right classes "s" and "o" for the pairs \((?, p, o)\) and \((s, p, ?)\) respectively, where the set of possible class is \(E\) of size \(N_e\). Despite the enhancements of the predictions accuracy achieved by such approaches (Dettmers et al., Lacroix et al. 2018, 2018), they can have scalability issues in real-world large sized knowledge graphs with large numbers of entities due to the fact that they use the full entities’ vocabulary as negative instances (Mnih & Kavukcuoglu 2013).

In summary, our model provides significantly better results than other SOTA models in the ranking setting, which is scalable and thus better-suited to real-world applications. In addition to that, our model has equivalent or slightly better performance than SOTA models on the multi-class approach.

5.6 Summary

In this work, we have presented the TriVec embedding approach, a new tensor factorisation based knowledge graph embedding model which represents knowledge entities and relations using three parts embeddings, where its embedding interaction function encodes both symmetric and asymmetric predicates. We have shown using experimental evaluation that the TriVec approach outperforms other tensor factorisation based models like the ComplEx and the DistMult on different training objectives and across all standard benchmarking datasets. We have also introduced a new benchmarking dataset, NELL239, which can be used to facilitate fast development of new knowledge graph embedding models.

In our future works, we intend to investigate new possible approaches to model embedding interactions of tensor factorisation models, and we intend to analyse the effects of properties of knowledge graph datasets like FB15k-237 on the efficiency of tensor factorisation based models.
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6 Knowledge Graph Embeddings in Bioinformatics

6.1 Overview

Biological systems consist of complex interconnected biological entities that work together to sustain life in living systems. This occurs through complex and systematic biological interactions of the different biological entities. Understanding these interactions is key to elucidating the mechanism-of-action of the different biological functions (e.g. angiogenesis, metabolism, apoptosis, etc), and thus, understanding causes and activities of diseases and their possible therapies. This encouraged the development of multiple physical and computational methods to assess, verify and infer different types of these interactions. In this chapter, we focus on the use of computational methods for assessing and inferring interactions (associations) between different biological entities at the molecular level. We hereof study the use of knowledge graphs and their embedding models for modelling molecular biological systems and the interactions of their entities.

Initially, basic networks *i.e.* uni-relational graphs, were adopted by early efforts for modelling complex interactions in biological systems (Cohen & Servan-Schreiber, Gibarat et al., Barabási & Oltvai, Albert 1992, 1996, 2004, 2005). Despite their initial success (Janjic & Przulj 2012), these networks could not preserve the semantics of different types of associations between entities. For example, protein-protein interaction networks modelled with basic networks cannot differentiate between different types of interactions such as inhibition, activation, phosphorylation, etc. Therefore, more recent works modelled biological systems using heterogeneous multi-relational networks *i.e.* knowledge graphs, where they utilised different visual (Muñoz et al., Olayan et al. 2017, 2017) and latent representations (Zitnik et al., Mohamed, Nováček & Nounu 2018, 2019) of graph entities to infer associations between them.

In the context of biological applications, knowledge graphs were used to model biological data in different projects such as the UNIPROT (Consortium 2017), Gene Ontology (Consortium 2019) and Bio2RDF (Dumontier et al. 2014) knowledge bases. Moreover, they were the basis of multiple predictive models for drug adverse reactions (Muñoz et al., Zitnik et al. 2017, 2018), drug repurposing (Alshahrani et al., Mohamed, Nováček & Nounu 2017, 2019) and
other predictions for different types of biological concepts associations (Alshahrani et al., Su et al. 2017, 2018). The task of learning biological associations in this context is modelled as link prediction in knowledge graphs (Nickel, Murphy, Tresp & Gabrilovich 2016a). Predictive models then try to infer a typed link between two nodes in the graph using two different types of features: graph features and latent-space vector representations.

Graph features models (i.e. visual feature models) are part of the network analysis methods which learn their predictions using different feature types such as random walks (Lao et al., Xu et al. 2011, 2017), network similarity (Raman 2010), nodes connecting paths (Gardner & Mitchell 2015) and subgraph paths (Gardner & Mitchell, Mohamed et al. 2015, 2018). They are used in multiple biological predictive applications such as predicting drug targets (Olanya et al. 2017) and protein–protein interaction analysis (Raman 2010). Despite the expressiveness of graph feature models predictions, they suffer from two major drawbacks: limited scalability and low accuracy (Toutanova & Chen, Nickel, Murphy, Tresp & Gabrilovich 2015, 2016b). They are also focused on graph local features compared to embedding models which learn global latent features of the processed graph.

Latent feature models i.e. embedding models, on the other hand, express knowledge graphs’ entities and relations using low-rank vector representations that preserve the graph’s global structure. Knowledge graph embedding (KGE) models on the contrary are known to out-perform other approaches in terms of both the accuracy and scalability of their predictions despite their lack of expressiveness (Nickel, Murphy, Tresp & Gabrilovich, Wang et al., Lacroix et al. 2016b, 2017, 2018).

In recent years, knowledge graph embedding models witnessed rapid developments that allowed them to excel in the task of link prediction (Wang et al., Bordes et al., Nickel et al., Yang et al., Trouillon et al., Dettmers et al., Lacroix et al. 2017, 2013, 2011, 2015a, 2016, 2018, 2018). They have then been widely used in various applications including computational biology in tasks like predicting drug target interactions (Mohamed, Nováček & Nounu 2019) and predicting drug polypharmacy side-effects (Zitnik et al. 2018). Despite their high accuracy predictions in different biological inference tasks, knowledge graph embeddings are in their early adoption stages in computational biology. Moreover, many computational biology studies that have used knowledge graph embedding models adopted old versions of these models (Zitnik & Zupan, Abdelaziz et al. 2016, 2017). These versions have then received significant modifications through recent computer science research advances (Lacroix et al. 2018).

In a previous study, Su et. al. (Su et al. 2018) have introduced the use of network embedding methods in biomedical data science. The study compiles a taxonomy of embedding methods for both basic and heterogeneous networks where it discusses a broad range of potential applications and limitation. The study’s objective was to introduce the broad range of network embedding methods, however, it lacked deeper investigation into the technical capabilities of the models and how can they be integrated with biological problem. It also did not compare
6.2 Background

In this section, we discuss both knowledge graphs and knowledge graph embedding models in the context of biological applications.
6.2.1 Knowledge graphs

A knowledge graph is a data modelling technique that models linked data as a graph, where the graph’s nodes represent data entities and its edges represent the relations between these entities. In recent years, knowledge graphs became a popular means for modelling relational data where they were adopted in various industrial and academic applications such as semantic search engines (Qian 2013), question answering systems (Ferrucci et al. 2010) and general knowledge repositories (Mitchell et al. 2015). They were also used to model data from different types of domains such as general human knowledge (Mitchell et al. 2015), lexical information (Miller et al. 1990) and biological systems (Dumontier et al. 2014).

Knowledge graphs model facts as subject, predicate and object (SPO) triples, where subjects and objects are the knowledge entities and predicates are the knowledge relations. In this context, the subject entity is associated to the object entity with the predicate relation e.g. (Aspirin, drug_target, COX1). Fig. 6.1 shows an illustration of a schema of a knowledge graph that models complex associations between different types of biological entities such as drugs, proteins, antibodies, etc. It also models different types of relations between these entities, where these relation carry different association semantics.

In our study, we use $\mathcal{G}$ to denote a knowledge graph, $\mathcal{E}$ to denote entities and $\mathcal{R}$ to denote relations i.e. predicates. We also use $N_e$ and $N_r$ to denote the total count of both entities and relations in a knowledge graph respectively.

Popular Biological Sources. Online knowledge bases are a popular means for publishing large volumes of biological data (Zhu et al. 2018). In recent years, the number of these knowledge bases have grown, where they cover different types of data such as paper abstracts (Aronson et al. 2004), raw experimental data (Landrum et al. 2014), curated annotations (Consortium, Kanehisa et al., et. al. 2017, 2017, 2014), etc. Biological knowledge bases store data in different structured and unstructured (free text e.g. comments) forms. Although both data forms can be easily comprehended by humans, structured data is significantly easier for automated systems. In the following, we explore popular examples of these knowledge bases which offer structured data that can be easily and automatically consumed to generate knowledge graphs.

Table 6.1 summarises the specialisations and the different types of covered biological entities of a set of popular biological knowledge bases. The table also shows that most of the current knowledge bases are compiled around proteins (genes). However, it also shows their wide coverage of the different types of biological entities such as drugs, their indications, gene ontology annotations, etc.

Building Biological Knowledge Graphs. Knowledge graphs store information in a triplet form, where each triplet (i.e. triple) model a labelled association between two unique unambiguous entities. Data in biological knowledge bases, however, lacks these association labels.
Table 6.1 – A comparison between popular biological knowledge graph in terms of the coverage of different types of biological entities. The abbreviation S represent structured data, U represents unstructured data, DR represents drugs, GE represents proteins, GO represents gene ontology, PA represents pathways and CH denotes chemicals.

<table>
<thead>
<tr>
<th>Knowledge base</th>
<th>Format</th>
<th>Speciality</th>
<th>Proteins</th>
<th>Drugs</th>
<th>Indications</th>
<th>Diseases</th>
<th>Gene Ontology</th>
<th>Expressions</th>
<th>Antibodies</th>
<th>Phenotypes</th>
<th>Pathways</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNIPROT (Consortium 2017)</td>
<td>S/U</td>
<td>GE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>REACTOME (et. al. 2016)</td>
<td>S</td>
<td>PA</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>KEGG (Kanehisa et al., Kanehisa et al. 2017, 2016)</td>
<td>S</td>
<td>PA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>DrugBank (Wishart et al. 2008)</td>
<td>S/U</td>
<td>DR</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Gene Ontology (Consortium 2019)</td>
<td>S</td>
<td>GO</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>CTD (Mattingly et al. 2003)</td>
<td>S/U</td>
<td>CH</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>ChEMBL (Gaulton et al. 2017)</td>
<td>S/U</td>
<td>CH</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>SIDER (Kuhn et al. 2016)</td>
<td>S</td>
<td>DR</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HPA (Uhlén et al. 2015)</td>
<td>S/U</td>
<td>GE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>STRING (Szklarczyk et al. 2017)</td>
<td>S</td>
<td>GE</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BIOGRID (Stark et al. 2007)</td>
<td>S</td>
<td>GE</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>InAct (et. al. 2014)</td>
<td>S</td>
<td>GE</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>InterPro (Mitchell &amp; Attwood 2019)</td>
<td>S</td>
<td>GE</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PharmaGKB (Whirl-Carrillo et al. 2012)</td>
<td>S</td>
<td>DR</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TTD (Chen et al. 2002)</td>
<td>S</td>
<td>DR</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Supertarget (Hecker &amp; et. al. 2012)</td>
<td>S</td>
<td>DR</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Different knowledge bases also use different identifier systems for the same entity types which results in the ambiguity of entities of merged databases. Building biological knowledge graph process therefore mainly deals with these two issues.

In the association labelling routine, one can use different techniques to provide meaningful labels for links between different biological entities. This, however, is commonly achieved by using entity types of both subject and object entities to denote the relation labels as shown in Fig 6.1 (e.g. “Drug Side-effect” as a label for link between two entities that are known to be types of Drug and Side-effect, respectively).

The ambiguity issue, i.e. merging entities of different identifier systems, is commonly achieved using identifier mapping resource files. Different systems study entities on different speciality levels. As a result, the links between their different identifier systems is not always in a form of one-to-one relationships. In such cases, a decision is made to apply a specific filtering strategy based on either expert’s opinion or problem-specific properties (for instance, deciding on an authoritative resource such as UniProt for protein entities and resolving all conflicts by sticking to that resource’s naming scheme and conventions).

To complement the basic principles introduced in the previous paragraphs, we refer the reader
to the Bio2RDF initiative (Dumontier et al. 2014) that has extensively studied the general topic of building interlinked biological knowledge graphs (see also Bio2RDF scripts\footnote{https://github.com/bio2rdf/bio2rdf-scripts/wiki} for corresponding scripts and conversion convention details). General principles as well as an example of actual implementation of conversion from (relational) databases into RDF (\textit{i.e.} knowledge graphs) are discussed in the study of Bizer et. al. (Bizer & Cyganiak 2006). Possible solutions to the problem of aligning and/or merging several such knowledge graphs are reviewed in the study of Amrouch et.al. (Amrouch & Mostefai 2012) that focuses on ontology matching. A more data-oriented approach is described for instance in LIMES (Ngomo & Auer 2011). All these approaches may provide a wealth of inspiration for building bespoke approaches to building knowledge graphs in specific biomedical use cases, should the information we provide in this section be insufficient.

\subsection*{6.2.2 Knowledge graph embeddings (KGE)}

In this section, we discuss knowledge graph embedding models where we briefly explore their learning procedure. We then explore different embedding representation types and their potential uses and application.

\textbf{The learning procedure.} Multiple studies have explored knowledge graph embedding (KGE) models, their technical design, training objectives and predictive capabilities on general benchmarking settings (Nickel, Murphy, Tresp & Gabrilovich, Wang et al., Mohamed, Novácek, Vandenbussche & Muñoz 2016a, 2017, 2019). Therefore, in the following we only focus on providing a brief and concise description of how KGE models work.

KGE models operate by learning low-rank representations of knowledge graph entities and relations. The KGE learning step is a multi-phase procedure as shown in Fig. 6.2 which is executed iteratively on knowledge graph data. Initially, all entities and relations are assigned random embeddings (noise). They are then updated using a multiphase learning procedure.

KGE models consume knowledge graphs in the form of subject, predicate and object (spo) triplets. They first generate negative samples from the input true triplets using uniform random corruptions of the subjects and objects (Bordes et al. 2014). KGE models then lookup
corresponding embedding of both the true and corrupted triplets. The embeddings are then processed using model-dependent scoring functions (cf. mechanism-of-action in Table 6.2) to generate scores for all the triplets. The training loss is then computed using model-dependent loss functions where the objective is to maximise the scores of true triplets and minimise the scores of corrupted triplets. This objective can be formulated as follows:

\[
\forall t \in \mathbb{T}, t' \in \mathbb{T}', f(\theta_t) > f(\theta_{t'}),
\]  

(6.1)

where \(\mathbb{T}\) denotes the set of true triplets, \(\mathbb{T}'\) denotes the set of corrupted triplets, \(f\) denotes the model-dependent scoring function and \(\theta_t\) denotes the embeddings of the triplet \(t\).

Traditionally, KGE models use a ranking loss, e.g. hinge loss or logistic loss, to model the objective training cost (Bordes et al., Yang et al., Trouillon et al. 2013, 2015a, 2016). This strategy allows KGE models to efficiently train their embeddings in linear time, \(O(d)\), where \(K\) denotes the size of the embedding vectors. On the other hand, some KGE models such as the ConvE (Dettmers et al. 2018) and the ComplEx-N3 (Lacroix et al. 2018) models adopt multi-class based strategies to model their training loss. These approaches have shown superior predictive accuracy compared to traditional ranking based loss strategies (Dettmers et al., Lacroix et al. 2018, 2018). However, they suffer from limited scalability as they operate on the full entity vocabulary.

The KGE models minimise their training loss using different variations of the gradient descent algorithm e.g. Adagrad, AMSGrad, etc. Finally, some KGE models normalise their embeddings as a regularisation strategy to enhance their generalisation. This strategy is often associated to models which adopt ranking based training loss strategies such as the TransE and DistMult models (Bordes et al., Yang et al. 2013, 2015a).

The learning multi-phase procedure is executed iteratively to update the model's embeddings until they reach an optimal state that satisfies the condition in Eq. 6.1. Table 6.2 also provides a summary of properties of popular KGE models, their mechanism of action i.e. scoring mechanism, output embeddings format, runtime complexity, release year and available code bases.

Knowledge graph embedding models ingest graph data in triplets form where they learn global graph low-rank latent features which preserve the graph's coherent structure. These features encode semantics such as node types and their neighbours by isolating nodes’ embeddings on different embedding dimensions (Nickel, Murphy, Tresp & Gabrilovich 2016b). However, they have limited ability to encode indirect semantics such as logical rules and in-direct relations (Guo et al. 2016).

**Embedding representation.** Knowledge graph embeddings have different formats e.g. vectors,
Table 6.2 – A comparison between popular KGE models, their learning mechanism, published year and available code bases. Em. format column denotes the format of the model embeddings in the form \((g(d), h(d))\), where \(d\) denotes the embeddings size, \(g(d)\) denotes the shape of the entities embeddings and \(h(d)\) denotes the shape of the relations embeddings. \(n\) and \(m\) denote the number of entities and relations respectively in the space complexity column.

<table>
<thead>
<tr>
<th>Model</th>
<th>Scoring mechanism</th>
<th>Format</th>
<th>Time</th>
<th>Space</th>
<th>Year</th>
<th>Repository (Python)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESCAL</td>
<td>Tensor factorisation</td>
<td>((d, d^2))</td>
<td>(O(d^2))</td>
<td>(O(nd + md^2))</td>
<td>2011</td>
<td>mnick/rescal.py</td>
</tr>
<tr>
<td>TransE</td>
<td>Linear translation</td>
<td>((d, d))</td>
<td>(O(d))</td>
<td>(O(nd + md))</td>
<td>2014</td>
<td>ttrouill/complex</td>
</tr>
<tr>
<td>DistMult</td>
<td>Bilinear dot product</td>
<td>((d, d))</td>
<td>(O(d))</td>
<td>(O(nd + md))</td>
<td>2015</td>
<td>ttrouill/complex</td>
</tr>
<tr>
<td>HolE</td>
<td>FFT</td>
<td>((d, d))</td>
<td>(O(d \log d))</td>
<td>(O(nd + md))</td>
<td>2016</td>
<td>mnick/holographic</td>
</tr>
<tr>
<td>ComplEx</td>
<td>Complex product</td>
<td>((2d, 2d))</td>
<td>(O(d))</td>
<td>(O(nd + md))</td>
<td>2016</td>
<td>ttrouill/complex</td>
</tr>
<tr>
<td>ANALOGY</td>
<td>Analogical structure</td>
<td>((d, d))</td>
<td>(O(d))</td>
<td>(O(nd + md))</td>
<td>2017</td>
<td>quark0/ANALOGY</td>
</tr>
<tr>
<td>ConvE</td>
<td>Conv. filters</td>
<td>((d, d))</td>
<td>(O(d))</td>
<td>(O(nd + md))</td>
<td>2018</td>
<td>TimDettmers/ConvE</td>
</tr>
<tr>
<td>TriVec</td>
<td>Multi vectors</td>
<td>((3d, 3d))</td>
<td>(O(d))</td>
<td>(O(nd + md))</td>
<td>2019</td>
<td>samehkamaleldin/libkge</td>
</tr>
</tbody>
</table>

matrices, etc, which serve as numerical feature representations of their respective objects. These representations can be used in both general tasks such as clustering and similarity analysis, as well as in specific inference tasks such as predicting different association types. Similarly, in computational biology, they can be used to cluster biological entities such as protein, drugs, etc, as well as to learn specific biological associations such as drug targets, gene related diseases, etc. Embeddings of biological entities can also be used as representative features in traditional regression and classification models e.g. logistic regression or SVM classifiers.

**Popular KGE models.** Table 6.2 presents a comparison between a set of popular KGE models, their scoring mechanism, embeddings format, time complexity, space complexity, year of publication, and corresponding source code repository. These models use different approaches to learn their embeddings where they can be categorised into three categories: distance based models, factorisation based models and convolutional models. Distance based models such as the TransE model use linear translations to model their embeddings interactions using a linear time and space complexity procedure. Convolution based methods such as the ConvE use convolutional neural networks to model embedding interactions which also have a linear time and space complexity. Factorisation based models, on the other hand, use dot product based procedures to model embedding interactions, where they also have linear time and space complexity. However, tensor factorisation based models commonly use higher rank embeddings than convolution and distance based models (Trouillon et al., Mohamed & Nováček 2016, 2019).

In this chapter, we are focused on embedding methods which operate on multi-relational graphs as we mentioned in the introduction of the paper. The DeepWalk (Perozzi et al. 2014), Node2Vec (Grover & Leskovec 2016), etc are uni-relational graphs embedding methods, thus, they we do not include them in this chapter.
6.3 Examples of biological case studies

In the following, we present two example biological case studies that we use through this chapter to demonstrate the capabilities of KGE models. Firstly, we discuss the task of predicting drug target interactions where we model biological information as a knowledge graph. We then evaluate the predictive accuracy of KGE models and we compare them to other state-of-the-art approaches. Secondly, we discuss the task of predicting drug polypharmacy side-effects, where we model the investigated drug polypharmacy data as a 3D tensor.

6.3.1 Predicting drug target interactions

The study of drug targets has become very popular with the objective of explaining mechanisms of actions of current drugs and their possible unknown off-target activities. Knowing targets of potential clinical significance also plays a crucial role in the process of rational drug development. With such knowledge, one can design candidate compounds targeting specific proteins to achieve intended therapeutic effects. Large-scale and reliable prediction of drug-target interactions (DTIs) can substantially facilitate development of such new treatments. Various DTI prediction methods have been proposed to date. Examples include chemical genetic (Terstappen et al. 2007) and proteomic methods (Sleno & Emili 2008) such as affinity chromatography and expression cloning approaches. These, however, can only process a limited number of possible drugs and targets due to the dependency on laboratory experiments and available physical resources. Computational prediction approaches have therefore received a lot of attention lately as they can lead to much faster assessments of possible drug-target interactions (Yamanishi et al., Mei et al. 2008, 2012).

**Data.** We consider the DrugBank_FDA (Wishart et al. 2006) benchmarking dataset as an example to evaluate the predictive accuracy of KGE models and to compare them to other approaches. We also utilise the UNIPROT (Consortium 2017) database to provide richer information about both drugs and their protein targets in the input knowledge graph. The dataset contains 9881 known drug target interactions which involve 1482 drugs and 1408 protein targets.

**Related work.** The work of Yamanishi et al. (Yamanishi et al. 2008) was one of the first approaches to predict drug targets computationally. Their approach utilised a statistical model that infers drug targets based on a bipartite graph of both chemical and genomic information. The BLM-NII (Mei et al. 2012) model was developed to improve the previous approach by using neighbour-based interaction-profile inference for both drugs and targets. More recently, Cheng et al. (Cheng, Zhou, Li, Liu & Tang, Cheng, Liu, Jiang, Lu, Li, Liu, Zhou, Huang & Tang 2012, 2012) proposed a new way for predicting DTIs, where they have used a combination of drug similarity, target similarity and network-based inference. The COSINE (Rosdah et al. 2016) and NRLMF (Liu et al. 2015) models introduced the exclusive use of drug-drug and target-target similarity measures to infer possible drug targets. This has an advantage of being
able to compute predictions even for drugs and targets with limited information about their interaction data. However, these methods only utilised a single measure to model components similarity. Other approaches such as the KronRLS-MKL (Nascimento et al. 2016) model used a linear combination of multiple similarity measures to model the overall similarity between drugs and targets. Non-linear combinations were also explored in an early study (Mei et al. 2012) and shown to provide better predictions. Recently, further predictive models were developed to utilise matrix factorisation (Hao et al. 2017) and biological graph path features (Olayan et al. 2017) to enable more accurate drug target prediction.

6.3.2 Predicting polypharmacy side-effects

Polypharmacy side-effects are a specific case of adverse drug reactions that can cause significant clinical problems and represent a major challenge for public health and pharmaceutical industry (Bowes et al. 2012). Pharmacology profiling leads to identification of both intended (target) and unintended (off-target) drug-induced effects, i.e. biological system perturbations. While most of these effects are discovered during pre-clinical and clinical trials before a drug release on the market, some potentially serious adverse effects only become known when the drug is in use already.

When more drugs are used jointly (i.e. polypharmacy), the risk of adverse effects rises rather rapidly (Kantor et al., Tatonetti et al. 2015, 2012). Therefore, reliable automated predictions of such risks are highly desirable to mitigate their impact on patients.

Data. In this case study, we consider the dataset compiled by Zitnik et al. (Zitnik et al. 2018) as an example benchmark. The dataset includes information about multiple polypharmacy drug side-effects. The dataset also contains facts about single drug side-effects, protein-protein interactions and protein-drug targets. The drug side-effects represented in the dataset are collected from the SIDER (Side Effect Resource) database (Kuhn et al. 2016) and the OFFSIDES and TWOSIDES databases (Tatonetti et al. 2012). These side-effects are categorised into two groups: mono-drug and polypharmacy drug-drug interaction side-effects.

In our study, we only consider the polypharmacy side-effects and we filter out both the mono-side effects and drug targets data.

Related work. The research into predictive approaches for learning drug polypharmacy side effects is in its early stages (Zitnik et al. 2018). The decagon model (Zitnik et al. 2018) is one of the first introduced methods for predicting polypharmacy side-effects which models the polypharmacy side-effects data as a knowledge graph. It then solves the problem as a link prediction problem using a generative convolution based strategy. Despite its effectiveness, this approach still suffers from a high rate of false positives. Furthermore, other approaches considered using a multi-source embedding model (García-Durán & Niepert 2018) to learn

---

2http://snap.stanford.edu/decagon/
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Figure 6.3 – A summary of results of an evaluation of the predictive accuracy of knowledge graph embedding models compared to other models on two biological inference tasks: predicting drug targets and predicting polypharmacy side-effects. The reported results represent the score percentage of the area under the ROC and precision recall curves for the left and right side bars respectively.

representations of drugs and polypharmacy side-effects. These approaches achieved similar performance to the Decagon model with a more scalable training procedure (García-Durán & Niepert 2018).

6.3.3 Predicting tissue-specific protein functions

Proteins are usually expressed in specific tissues within the body where their precise interactions and biological functions are frequently dependant on their tissue context (Fagerberg et al., Greene et al. 2014, 2015). The disorder of these interactions and functions results in diseases (D D’Agati, Cai & Petrov 2008, 2010). Thus, the deep understanding of tissue-specific protein activities is essential to elucidate the causes of diseases and their possible therapeutic treatments.

Data. We consider the tissue-specific dataset compiled by Zitnik et. al (Zitnik & Leskovec 2017) to study tissue-specific protein functions. The dataset contain protein-protein interactions and protein functions of 144 tissue types⁴.

Related work. Recently, Zitnik et. al. have developed the state-of-the-art model, the OhmNet model (Zitnik & Leskovec 2017), a hierarchy-aware unsupervised learning method for multi-layer networks. It models each tissue information as a separate network, and learns

---

⁴ http://snap.stanford.edu/ohmnet/
efficient representations for proteins and functions by generating their embeddings using the tissue-specific protein-protein interactome and protein functions. They have also examined other different approaches such as the LINE model (Tang et al. 2015) which uses a composite learning technique where it learns half of the embeddings’ dimensions from the direct neighbour nodes, and the other half from the second hop connected neighbours. The GeneMania model (Warde-Farley et al. 2010) is another model which has suggested a propagation based approach for predicting tissue-specific protein functions. In this method, the tissue-specific networks are firstly combined into one weighted network, and they are then propagated to allow predicting other unknown protein functions.

6.4 Capabilities of KGE models

KGE models can be used in different supervised and unsupervised applications where they provide efficient representations of biological concepts. They can be used in applications such as learning biological associations, concepts similarity and clustering biological entities. In this section, we discuss these applications in different computational biology tasks. We provide a set of example uses cases where we present the data integrated in each example, how the KGE models were utilised and we report the predictive accuracy of the KGE models and we compare it to other approaches when possible.

6.4.1 Learning biological associations

KGE models can process data in the form of a knowledge graph. They then try to learn low-rank representations of entities and relations in the graph which preserve its coherent structure. They can also process data in a three dimensional (3D) tensor form where they learn low-rank representations for the tensor entities that preserve true entity combination instances in the tensor.

In the following, we provide two examples for learning biological associations on a knowledge graph and a 3D tensor in a biological application. First, we discuss the task of predicting drug target interactions where we model biological information as a knowledge graph. We then evaluate the predictive accuracies of KGE models and we compare them to other state-of-the-art approaches. Secondly, we discuss the task of predicting drug polypharmacy side-effects, where we model the related data as a 3D tensor. We then apply KGE models to perform tensor factorisation and we evaluate their predictive accuracy in learning new polypharmacy side-effects compared to other state-of-the-art approaches.

- Drug target prediction benchmark We present a comparison between state-of-the-art drug target predictors and knowledge graph embedding models in predicting drug target interactions. The KGE models in this context utilise the fact that the current drug target knowledge bases like DrugBank (Wishart et al. 2006) and KEGG (Kanehisa et al. 2017) are largely structured as networks representing information about drugs and their
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Figure 6.4 – Three similarity matrices that denote the Drug-drug similarities, motif-motif similarities and protein-protein similarities. The similarity values are generated by computing the cosine similarity between the embeddings of the pairs of compared entities. All the embeddings used to generated this figure are computed on the DrugBank_FDA datasets with the proteins associated to their Pfam (Bateman et al. 2000) motifs and protein families.

relationship with target proteins (or their genes), action pathways, and targeted diseases. Such data can naturally be interpreted as a knowledge graph. The task of finding new associations between drugs and their targets can then be formulated as a link prediction problem on a biological knowledge graph.

We use the standard evaluation protocol for the drug target interaction task (Olayan et al. 2017) on the DrugBank_FDA dataset that we introduced in Sec. 6.3.1. We use a 5-fold cross validation evaluation on the drug target interactions where they are divided into splits with uniform random sampled negative instances with a 1:10 positive to negative ratio.

Fig. 6.3 presents the outcome results of the KGE models (DistMult, ComplEx and TriVec) compared to other approaches (DDR (Olayan et al. 2017), DNILMF (Hao et al. 2017), NRLMF Hao et al. (2017), NRLMF (Liu et al. 2015), KRONRLS-MKL Nascimento et al. (2016), COSINE (Lim et al. 2016), and BLM-NII (Mei et al. 2012)) on the DrugBank_FDA dataset. The figure shows that the KGE models outperform all other approaches in terms of both the area under the ROC and precision recall curves.

• Polypharmacy side-effects prediction benchmark In Sec. 6.3.2 we discussed the problem of predicting polypharmacy side-effects, the currently available data and related works. In the following, we present an evaluation benchmark for present polypharmacy side-effects where we compare the KGE models with current state-of-the-art approaches. We first split the data into two sets, train and test splits, where the two splits represent 90% and 10% of the data respectively. We then generate random negative polypharmacy side-effects by randomly generating combinations of drugs for each polypharmacy side effect where the ratio between negative and positive instances is 1:1. We only consider drug combinations that did not appear in the both training and test splits to enhance the quality of sampled negatives and decrease the ratio of false negatives.
We use the holdout test defined by Zitnik et al. (Zitnik et al. 2018) where we train the predictive models on the training data and test their accuracy on the testing data split. We also run a 5-runs averaged 5-fold cross validation evaluation to ensure the consistency of the model reported results over the different folds, however, we only report the holdout test results which are comparable with state-of-the-art methods. Our k-fold cross validation experiments confirm that the model results are similar or insignificantly different across different random testing splits.

We use the area under the ROC and precision recall metrics to assess the quality of the predicted scores. Fig. 6.3 presents the results of our evaluation where we compare KGE models such as the DistMult, ComplEx and TriVec models to the current popular approaches (Decagon (Zitnik et al. 2018), KB_LRN (Malone et al. 2018), RESCAL (Nickel et al. 2011), DEDICOM (Papalexakis et al. 2016), DeepWalk (Perozzi et al. 2014)). The results show that KGE models outperform other state-of-the-art approaches in terms of both the area under the ROC and precision recall curves.

• **Tissue-specific protein function prediction benchmark** In Sec. 6.3.3 we have presented the problem of tissue-specific protein function prediction benchmark where we have discussed current predictive models and established benchmarking datasets. In the following, we present an evaluation benchmark between a set of traditional approaches such as the OhmNet (Zitnik & Leskovec 2017), LINE (Tang et al. 2015), GeneMania (Warde-Farley et al. 2010) and SVM (Zitnik & Leskovec 2017) models and other KGE models. We use the dataset generated by Zitnik et. al. (Zitnik & Leskovec 2017) which provides training and testing data with both positive and negative instances where the negative to positive ratio is 1 to 10.

We conduct a holdout test using the provided training and testing dataset where we train our models on the training split and evaluate them on the testing using the area under the ROC and precision recall curves. Fig. 6.3 presents the outcome of our experiments where it shows that KGE models such as the TriVec and ComplEx models achieve the best results in terms of both the area under the ROC and precision recall curves. Similar to the previous experiments, we also ran a 5-runs 5-fold cross validation test to ensure the consistency of our results and the results of our experiments confirm the results reported in the holdout test. However, we only report the holdout test results to be able to compare to other approaches.

In all of our experiments, we learn the best hyperparameters using a grid-search on the validation data split. We have found the the embedding size is the most sensitive hyperparameters where it correlates with the graph size. The regulation weight and and embedding dropout also are important hyperparameters which affect the generality of the models from the validation to the testing split.

Example source code scripts and datasets of the experiments which we executed in this chapter.
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are available online\(^4\).

### 6.4.2 Learning similarities between biological entities

The KGE models enable a new type of similarity which can be measured between any two biological entities using the similarity between their vector representation. The similarity between vectors can be computed using different techniques such as the cosine and \(p\)-norm similarities. Since the KGE representation is trained to preserve the knowledge graph structure, the similarity between two KGE representations reflects their similarity in the original knowledge. Therefore, the similarities between vector representations of KGE models, which are trained on a biological knowledge graphs, represent the similarities between corresponding entities in the original knowledge graph.

In the following, we explore a set of examples for using KGE similarities on biological knowledge graphs. We have used the drug-target knowledge graph created for the drug target prediction task to learn embeddings of drugs, their target proteins and the entities of the motifs of these proteins according to the Pfam database (Bateman et al. 2000). We have then computed the similarities between embeddings of entities of the same type such as drugs, proteins and motifs as shown in Fig. 6.4. All the similarity scores in the illustration are computed using cosine similarity between the embeddings of the corresponding entity pair. The results show that the similarity scores are distributed from 0.0 to 1.0, where the 0.0 represents the least similar pairs and the 1.0 scores represent the similarity between the entity and itself. We then assess the validity of resulting scores by investigating the similarity of attributes of a set of the examined concepts with highest and lowest scores.

• **Drug-drug embedding similarity** The left similarity matrix in Fig. 6.4 illustrates the drug-drug similarity scores between the set of the most frequent drugs in the DrugBank_FDA dataset. The scores are computed on the embeddings of drugs learnt in the drug target interaction training pipeline. The figure shows that the majority of drug pairs have a low similarity (0.0 \(\sim\) 0.2). For example, the similarity score between the drug pairs (*Diazoxide*, *Caffeine*) and (*Tacrolimus*, *Diazoxide*) are zero. We assess these results by assessing the commonalities between the investigated drugs in terms of indications, pharmacodynamics, mechanism of action, targets, enzymes, carriers and transporters. The *Caffeine* and *Diazoxide* in this context have no commonalities except for that they are both diuretics (Lipschitz et al., Pohl et al. 1943, 1972). On the other hand, Halothane and Alprazolam does not share any of the investigated commonalities.

The results also shows a few drug-drug similarities with relatively higher scores (0.6 \(\sim\) 0.7). For example, the similarity scores of the drug pairs (*Alprazolam*, *Halothane*), (*Alprazolam*, *Caffeine*) and (*Halothane*, *Caffeine*) are 0.7, 0.6 and 0.6 respectively. These finding can be supported by the fact that the two drug pairs share common attributes.

\(^4\)https://github.com/samehkamaleldin/bio-kge-apps
in terms of their targets, enzymes and carriers. For example, both Alprazolam and Halothane act on sedating individuals and they target the GABRA1 protein (Verster & Volkerts, Overington et al. 2004, 2006). They are also broken by CYP3A4 and CYP2C9 enzymes and carried by albumin (Minoda & Kharasch 2001). Similarly, the (Alprazolam, Caffeine) and (Halothane, Caffeine) pairs have common associated enzymes.

- **Motif-motif embedding similarity** The middle similarity matrix in Fig. 6.4 illustrates the motif-motif similarity scores between the set of the most frequent PFam motifs associated with protein targets from the drug target interaction benchmark. The lowest motif-motif KGE based similarity scores correspond to the pairs (ANF_receptor, Trypsin) , (ANF_receptor, DUF1986) and (ANF_receptor, Trypsin_2).

  On the other hand, The highest similarity scores (0.8, 0.9 and 0.9) exist between the pairs (Trypsin, DUF1986), (Trypsin_2, DUF1986) and (Trypsin, Trypsin_2) respectively.

  We assess the aforementioned findings by investigating the nature and activities of each of the discussed motifs. For example, Trypsin is a serine protease that breaks down proteins and cleaves peptide chains while Trypsin_2 is an isozyme of Trypsin which has a different amino acid sequence but catalyses the same chemical reaction as Trypsin (Rungruangsak-Torrissen et al. 1999).

  Moreover, the DUF1986 is a domain that is found in both of these motifs which supports the high similarity scores. On the other hand, the ANF receptor is an atrial natriuretic factor receptor that binds to the receptor and causes the receptor to convert GTP to cGMP, and it plays a completely different role to trypsin, which supports its reported low similarity scores with trypsin.

- **Protein-protein embedding similarity** The right similarity matrix in Fig. 6.4 illustrates the protein-protein similarity scores between the set of the most frequent protein targets from the drug target interaction benchmark. The highest scored protein-protein pairs are (PTGS1, PTGS2) and (CYP2C19, CYP2C9) with the scores 0.8 and 0.8 respectively.
This can be supported by the fact that the proteins CYP2C9, CYP1A2 and CYP2E1 belong to the same family of enzymes and thus they have similar roles.

On the other hand, the ACE protein have the lowest similarity scores with the CYP2C9, CYP1A2 and CYP2E1 proteins with 0.0 similarity score. This can be supported by the fact that ACE is a a hydrolase enzyme which is completely different from CYP2C9, CYP1A2 and CYP2E1 which are Oxidoreductases enzymes.

### 6.4.3 Clustering biological entities

In the following, we demonstrate the possible uses of embeddings based clustering in different biological tasks. We explore two cases where we use the embeddings of KGE models to generate clusters of biological entities such as drugs and polypharmacy side-effects. We use visual clustering as an example to demonstrate cluster separation on a 2D space. However, in real scenarios, clustering algorithms utilise the full dimensionality of embedding vectors to build richer semantics of outcome clusters. Fig 6.5 shows two scatter plots of the embeddings of drugs from the DrugBank_FDA dataset and the polypharmacy side-effects reduced to a 2D space. We reduced the original embeddings using the T-SNE dimensionality reduction module (van der Maaten 2014) with the cosine distance configuration to reduce the embedding vectors to a 2D space.

The following examples examines two cases that differs in terms of the quality of generated clusters where we examine both drugs and polypharmacy side-effects according to different properties. In the first example (drug clustering), the generated embeddings is able to provide efficient clustering. On the other hand, in the second example, the polypharmacy side-effects, the learnt embeddings could not be separated into visible clusters according to the investigated property.

- **Clustering drugs** The left plot in Fig. 6.5 shows a scatter plot of the reduced embedding vectors of drugs coloured according to their chemical structure properties. The drugs are annotated with seven different chemical structure annotations: Polycyclic, Hydrocarbons Cyclic, Hydrocarbons, Heterocyclic, Heterocyclic 1-Ring, Heterocyclic 2-Ring and other chemicals. These annotations represent the six most frequent drug chemical structure category annotation extracted from the DrugBank database.

  We can see in the plot that the Polycyclic chemicals are located within a distinguishable cluster in the right side of the plot. The plot also shows that other types of Hydrocarbons and Heterocyclic chemicals form different micro-clusters in different locations in the plot.

  These different clusters can be used to represent a form of similarity between the different drugs. It can also be used to examine the relation between the embeddings as a representation with the original attributes of the examined drugs.

- **Clustering polypharmacy side-effects** The right plot in Fig. 6.5 shows a scatter plot of
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the reduced embedding vectors of polypharmacy side-effects. The plot polypharmacy side-effect points are coloured according to the human body systems they affect. The plot includes a set of six categories of polypharmacy side-effects that represent six different human body systems e.g. nervous system.

Unlike the drug clusters illustrated in the left plot, the polypharmacy side-effects system-based categorisation does not yield obvious clusters. They, however, form tiny and scattered groups across the plot. This shows that the KGE models are unable to learn representations that can easily separate polypharmacy side-effects according to their associated body system.

6.5 Example application: predicting polypharmacy side-effects

We use the TriVec model as a tensor factorisation based embedding model that solves the problem of link prediction as a 3D tensor completion, where the tensor dimensions represent entities and relations. In the task of predicting polypharmacy side-effects, the drug combinations are modelled as the subjects and objects of triples while the corresponding polypharmacy side-effects are modelled as relations. In the training process, the model processes the different types of assertions such as protein-protein interactions, drug-protein interactions, drug-drug interactions, single drug side-effects and polypharmacy side-effects. This allows the model to learn efficient embeddings for the components corresponding to the different entities and relations in the knowledge graph. In the prediction phase, the TriVec model then learns the probability of polypharmacy side-effects associations to drug combinations by completing a 3D tensor of drugs and polypharmacy side-effects.

6.5.1 Experiments

In this section, we discuss the setup of our experiments, the evaluation protocol and the detail of the frameworks and technologies used to implement our experiments.

Benchmarking dataset

In this chapter, we build a benchmarking dataset to evaluate our model following the evaluation protocol proposed by Zitnik et. al. (Zitnik et al. 2018). We first divide polypharmacy side-effects assertions into groups according to the side-effect type. We then divide the assertions of each group into three groups: training, validation and testing with 80%, 10% and 10% percentages of the data respectively. This process is applied to the polypharmacy side-effect groups with 500 or more assertions to assure a minimum of 50 validation and testing instances for each side-effect. We then add other types of assertions such as drug-protein interactions, protein-protein interactions and single drug side-effects into the training data5.

5The preprocessed knowledge graph with the train, validation and testing splits is available to download at: https://figshare.com/articles/polypharmacy-dataset/7958747
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Table 6.3 – Summary of statistics of entities, relations and triples in the different splits of the benchmarking dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entities</th>
<th>Relations</th>
<th>Triples</th>
<th>P. Side-effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data</td>
<td>32K</td>
<td>967</td>
<td>4.7M</td>
<td>3.7M</td>
</tr>
<tr>
<td>Validation data</td>
<td>643</td>
<td>963</td>
<td>459K</td>
<td>459K</td>
</tr>
<tr>
<td>Testing data</td>
<td>643</td>
<td>963</td>
<td>459K</td>
<td>459K</td>
</tr>
<tr>
<td>All</td>
<td>32K</td>
<td>967</td>
<td>5.6M</td>
<td>4.6M</td>
</tr>
</tbody>
</table>

For each validation and testing splits we generate negative samples by using random unobserved drug combinations as negatives. This process is executed independently for each polypharmacy side-effect, where the positive to negative ratio is 1:1. (Table 6.3) shows a summary of the statistics of different components in the data generated for the set of all polypharmacy side-effects.

Experimental setup

We use the supporting knowledge graph to perform a grid search to learn the model’s best hyperparameters. In all of our experiments we initialise our model embeddings using the Glorot uniform random generator (Glorot & Bengio 2010) and we optimise the training loss using the Adagrad optimiser, where the learning rate ($\text{lr}$) $\in \{0.1, 0.01, 0.001\}$, embeddings size ($K$) $\in \{50, 100, 150, 200\}$ and batch size ($b$) $\in \{512, 1024, 4000, 6000\}$. The rest of the grid search hyper parameters are defined as follows: the regularisation weight ($\lambda$) $\in \{0.1, 0.3, 0.35, 0.01, 0.03, 0.035\}$ and dropout ($d$) $\in \{0.0, 0.1, 0.2, 0.01, 0.02\}$. The number of training epochs is fixed to 1000. We found that the best hyper parameter for our models are [$\text{lr} = 0.1, K = 100, b = 6000, \lambda = 0.03, d = 0.2$].

Evaluation protocol

In our experiments, we follow the evaluation protocol introduced by Zitnik et. al (Zitnik et al. 2018), and we evaluate the TriVec model on the testing data split using three evaluation metrics: area under the roc curve, area under the precision recall curve and average precision at 50 positives. The testing data contains both positive and negative data samples with a ratio of 1:1. All reported evaluation scores represent the average of its corresponding scores for all the investigated polypharmacy side-effects.

Implementation

We use Tensorflow framework (GPU) along with Python 3.5 to perform our experiments. All experiments were executed on a Linux machine with processor Intel(R) Core(TM) i70.4790K CPU @ 4.00GHz, 32 GB RAM, and an nVidia Titan Xp GPU.
Table 6.4 – Summary of the results of our experiments. † represents the results of the state-of-the-art models that are obtained from the study of Zitnik et. al. (Zitnik et al. 2018). * represents the results of the state-of-the-art models that are obtained from the study of Malone et. al. (Malone et al. 2018).

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
<th>AP@50</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESCAL † (Nickel et al. 2011)</td>
<td>0.693</td>
<td>0.613</td>
<td>0.476</td>
</tr>
<tr>
<td>DEDICOM † (Perros et al. 2017)</td>
<td>0.705</td>
<td>0.637</td>
<td>0.567</td>
</tr>
<tr>
<td>DeepWalk † (Perozzi et al. 2014)</td>
<td>0.761</td>
<td>0.737</td>
<td>0.658</td>
</tr>
<tr>
<td>Concatnated Features † (Zitnik et al. 2018)</td>
<td>0.793</td>
<td>0.764</td>
<td>0.712</td>
</tr>
<tr>
<td>Decagon † (Zitnik et al. 2018)</td>
<td>0.872</td>
<td>0.832</td>
<td>0.803</td>
</tr>
<tr>
<td>TransE (Bordes et al. 2013)</td>
<td>0.949</td>
<td>0.934</td>
<td>0.962</td>
</tr>
<tr>
<td>DistMult * (Yang et al. 2015a)</td>
<td>0.923</td>
<td>0.898</td>
<td>0.899</td>
</tr>
<tr>
<td>KB&lt;sub&gt;LRN&lt;/sub&gt; * (Malone et al. 2018)</td>
<td>0.899</td>
<td>0.878</td>
<td>0.857</td>
</tr>
<tr>
<td>ComplEx (Trouillon et al. 2016)</td>
<td>0.965</td>
<td>0.944</td>
<td>0.952</td>
</tr>
<tr>
<td>TriVec (This study)</td>
<td><strong>0.975</strong></td>
<td><strong>0.966</strong></td>
<td><strong>0.983</strong></td>
</tr>
</tbody>
</table>

### 6.5.2 Results

In this section we discuss the outcomes of our experiments and we compare the predictive accuracy of our proposed approach with other state-of-the-art approaches.

(Table 6.4) shows the results of our experiments, where the models are compared in terms of the area under the ROC and precision recall curves and the average precision at 50. The results show that our model, the TriVec model, significantly outperforms other models with 12%, 16% and 22% margins in terms of the area under the roc, precision recall curves and with an average precision at 50 compared to the decagon model. The results also show that our methods outperforms other knowledge graph embedding models such as the RESCAL, TransE, DistMult, ComplEx and KB<sub>LRN</sub> models on all metrics.

Additionally, the results show that models such as the TransE, TriVec and ComplEx models achieve significantly high scores (above 90%) in terms of the area under both the ROC and precision recall curves. We suggest that this is due to the easy nature of the evaluation protocol that uses a 1:1 negative to positive ratio in the testing set. Therefore, we suggest that future works should adapt high negative to positive ratios such as 1:10 or 1:50.

### 6.5.3 Discussion

In this section, we discuss the outcome of our experiments, the limitations of our approach and our future research direction.
6.6. Practical considerations for KGE models

In this section, we discuss different practical considerations related to the use of KGE models. We discuss their scalability on different experimental configurations, and we explore their different training and implementation strategies.

Side-effect Specific Analysis

The outcomes of our experiments show that the model yields consistently high scores on all the investigated side-effects with one or few outliers. The figure also shows an observed low negative correlation between the model’s metric score of a side-effect and the count of its associated drug combination. We suggest that this is related to difficulty of the evaluation, where side-effects with a high number of positive drug combinations also have a higher number of negative samples. This makes the prediction of true positive instances of these side-effects relatively harder compared to other side-effects with a small number of negative examples.

In Table 6.5 we provide a summary of the results of our model on a set of 20 polypharmacy side-effects where our model achieved its highest and lowest predictive accuracy in terms of the area under the precision recall curve. The results gives a description of how the model accuracy scores are distributed on its highest and lowest scored side-effects with relation to their associated drug combinations. The results also confirm the findings in Fig. 6.6 where the top-10 lowest scored side-effects has an average of 4050 associated drug combinations compared to the top-10 highest scored side-effects that have an average of 707 associated drug combinations.

6.6 Practical considerations for KGE models

In this section, we discuss different practical considerations related to the use of KGE models. We discuss their scalability on different experimental configurations, and we explore their different training and implementation strategies.
Table 6.5 – Summary of results for the set of polypharmacy side-effects where the TriVec model achieved its highest and lowest predictive accuracy in terms of the area under the precision recall curve.

<table>
<thead>
<tr>
<th>#</th>
<th>SE. Name</th>
<th>SE. Code</th>
<th>Count</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lowest accuracies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Ventricular septal defect</td>
<td>C0018818</td>
<td>842</td>
<td>0.939</td>
<td>0.914</td>
</tr>
<tr>
<td>2</td>
<td>Malabsorption</td>
<td>C0024523</td>
<td>1258</td>
<td>0.961</td>
<td>0.917</td>
</tr>
<tr>
<td>3</td>
<td>Congenital heart disease</td>
<td>C0152021</td>
<td>912</td>
<td>0.950</td>
<td>0.919</td>
</tr>
<tr>
<td>4</td>
<td>Icterus</td>
<td>C0022346</td>
<td>7944</td>
<td>0.948</td>
<td>0.920</td>
</tr>
<tr>
<td>5</td>
<td>Stridor</td>
<td>C0038450</td>
<td>1552</td>
<td>0.947</td>
<td>0.921</td>
</tr>
<tr>
<td>6</td>
<td>Allergic vasculitis</td>
<td>C0151436</td>
<td>2052</td>
<td>0.951</td>
<td>0.922</td>
</tr>
<tr>
<td>7</td>
<td>Cardiovascular collapse</td>
<td>C0036974</td>
<td>8681</td>
<td>0.948</td>
<td>0.923</td>
</tr>
<tr>
<td>8</td>
<td>Esophageal cancer</td>
<td>C0152018</td>
<td>1123</td>
<td>0.954</td>
<td>0.924</td>
</tr>
<tr>
<td>9</td>
<td>Bleeding</td>
<td>C0019080</td>
<td>14143</td>
<td>0.953</td>
<td>0.926</td>
</tr>
<tr>
<td>10</td>
<td>Strabismus</td>
<td>C0038379</td>
<td>1995</td>
<td>0.957</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>Highest accuracies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Ingrowing nail</td>
<td>C0027343</td>
<td>1012</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>2</td>
<td>Acute psychosis</td>
<td>C0281774</td>
<td>890</td>
<td>0.996</td>
<td>0.997</td>
</tr>
<tr>
<td>3</td>
<td>Hair disease</td>
<td>C0018500</td>
<td>810</td>
<td>0.997</td>
<td>0.997</td>
</tr>
<tr>
<td>4</td>
<td>Temporal arteritis</td>
<td>C0039483</td>
<td>654</td>
<td>0.997</td>
<td>0.998</td>
</tr>
<tr>
<td>5</td>
<td>Substance abuse</td>
<td>C0740858</td>
<td>644</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td>6</td>
<td>Ganglion</td>
<td>C1258666</td>
<td>694</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td>7</td>
<td>Dyspareunia</td>
<td>C1384606</td>
<td>598</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td>8</td>
<td>Dyshidrosis</td>
<td>C0032633</td>
<td>553</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>9</td>
<td>Coccydynia</td>
<td>C0009193</td>
<td>508</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>10</td>
<td>Splenectomy</td>
<td>C0037995</td>
<td>530</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

6.6.1 Scalability

Not only KGE models outperform other approaches in biological knowledge graphs completion tasks, but they also have better scalability compared to usual graph exploratory approaches. Often, complex biological systems are modelled as graphs where exploratory graph analytics methods are applied to perform different predictive tasks (Janjic & Przulj, Muñoz et al., Olayan et al. 2012, 2017, 2017). These models however suffer from limited scalability as they depend on graph traversal techniques that require complex training and predictions times (Cheung, Fraigniaud et al. 1983, 2006). On the other hand, KGE models operate using linear time and space complexity (Trouillon et al., Mohamed & Nováček 2016, 2019).

On the other hand, explanatory graph models use graph path searches which require higher time and space complexity (Toutanova & Chen 2015). For example, the DDR model (Olayan et al. 2017) is an exploratory graph drug-target predictor which uses graph random walks as features. A recent study (Mohamed, Nováček & Nounu 2019) has shown that knowledge graph
embedding models can outperform such models with higher scalability and better predictive accuracy. This is due to their linear time and space complexity procedures (Trouillon et al. 2016) compared to other exploratory models which use polynomial and exponential time and space procedures (Nickel, Murphy, Tresp & Gabrilovich, Mohamed et al. 2016b, 2017).

Chapter 4 provides an extensive discussion of the different components of the KGE training pipeline and how they affect the scalability and accuracy of the models.

### 6.6.2 Implementation and training strategies

Different implementations of KGE models are available online in different repositories as shown in Table. 6.2. The high scalability of KGE models allows them to be ported to both CPUs and GPUs where they can benefit from the high performance capabilities of GPU cores. They can also be implemented to operate in a multi-machine design, where they perform embedding training in a distributed fashion (Lerer et al. 2019). This configuration is better suited for processing knowledge graph of massive volumes that is hard to fit into one machine.

In this chapter, all our experiments are implemented in Python 3.5 using the Tensorflow library where we train our models on a single GPU card on one machine. We run our experiments on a Linux machine with an Intel(R) Core(TM) i7 processor, 32 GB RAM, and an nVidia Titan Xp GPU.

### 6.7 Opportunities and challenges

In this section, we discuss the challenges and opportunities related to the general and biological applications of KGE models. We begin by discussing the scope of input data for these models. We then discuss possible applications of KGE models in the biological domain. We conclude by discussing the limited interpretability of KGE models and other general limitations related to their biological applications.

#### 6.7.1 Potential applications

KGE models can build efficient representations of biological data which is modelled as 3D tensors or knowledge graphs. This includes multiple types of biological data such as protein interactome and drug target interactions. In the following, we discuss examples of biological tasks and applications that can be performed using KGE models.

- **Modelling proteomics data.** KGE models can be used to model the different types of protein–protein interactions such as binding, phosphorylation, etc. This can be achieved by modelling these interactions as a knowledge graphs and applying the KGE models to learn the embeddings of the different proteins and interaction types. They can also be used to model the tissue context of interactions where different body tissues
have different expression profiles of proteins. Therefore, these differences in expression affect the proteins’ interaction network.

The biological activities of proteins also differ depending on their tissue context (Zitnik & Leskovec 2017). This type of information can easily be modelled using tensors where KGE models can be used to analyse the different functions of proteins depending on their tissue context.

- Modelling genomics data. Genomics data has been widely used to predict multiple gene associated biological entities such as gene–disease and gene–function associations (Bamshad et al., Zeng et al. 2011, 2017). These approaches model the gene association in different ways including tensors and graph based representations (Bauer-Mehren et al. 2011). KGE models can be easily utilised to process such data and provide efficient representations of genes and their associated biological objects. They can be further used to analyse and predict new disease–gene and gene–function associations.

- Modelling pharmacological systems. Information on pharmaceutical chemical substances is becoming widely available on different knowledge bases (Wishart et al., Gaulton et al. 2006, 2017). This information includes the drug–drug and drug–protein interactome. In this context, KGE models can be a natural fit, where they can be used to model and extend the current pharmacological knowledge. They can also be used to model and predict both traditional and polypharmacy side-effects of drugs as shown in recent works (Muñoz et al., Zitnik et al. 2016, 2018).

More details and discussion of the possible uses of KGE models and other general network embedding methods can be found in the study of Su et al. (Su et al. 2018) which discusses further potential uses of these methods in the biological domain.

6.7.2 Limitations of the KGE models

In the following, we discuss the limitations of the KGE models in both general and biological applications.

- Lack of interpretability In knowledge graph embedding models, the learning objective is to model nodes and edges of the graph using low-rank vector embeddings that preserve the graph’s coherent structure. The embedding learning procedure operates mainly by transforming noise vectors to useful embeddings using gradient decent optimisation on a specific objective loss. Despite the high accuracy and scalability of this procedure, these models work as a black box and they are hard to interpret. Some approaches have suggested enhancing the interpretability of KGE models by using constraining training with a set of predefined rules such as type constraints (Krompass et al. 2015), basic relation axioms (Minervini et al. 2017b), etc. These approaches thus
enforce the KGE models to learn embeddings that can be partially interpretable by their employed constraints.

- **Data quality** KGE models generate vector representations of biological entities according to their prior knowledge. Therefore, the quality of this knowledge affects the quality of the generated embeddings. For example, there is a high variance in the available prior knowledge on proteins where well studied proteins have significantly higher coverage in most databases (The Uniprot Consortium 2015). This has a significant impact on quality of the less represented proteins as KGE models will be biased towards more studied proteins (i.e. highly covered proteins).

In recent years, multiple works have explored the quality of currently available knowledge graphs (Färber et al. 2017) and the effect of low quality graphs on embedding models (Pujara et al. 2017). These works have shown that the accuracy KGE predictions degrade as sparsity and unreliability increase (Pujara et al. 2017).

This issue can be addressed by extending the available knowledge graph facts through merging knowledge bases of similar content. For example, drug target prediction using KGE models can be enhanced by extending the knowledge of protein–drug interactions by extra information such as protein-protein interactions and drug properties (Mohamed, Nováček & Nouhu 2019).

- **Hyper-parameter sensitivity** The outcome predictive accuracy of KGE embeddings is sensitive to their hyper-parameters (Kadlec et al. 2017). Therefore, minor changes in these parameters can have significant effects on the outcome predictive accuracy of KGE models. The process of finding the optimal parameters of KGE models is traditionally achieved through an exhausting brute-force parameter search. As a result, their training may require rather time-consuming grid search procedure to find the right parameters for each new dataset.

In this regard, new strategies for hyper parameter tuning such as differential evolution (Fu et al. 2016), random searches (Solis & Wets 1981) and Bayesian hyper parameter optimisation (Snoek et al. 2012). These strategies can yield a more informed parameter search results with less running time.

- **Reflecting complex semantics of biological data in models based on knowledge graphs** Knowledge graph embedding methods are powerful in encoding direct links between entities, however, they have limited ability in encoding simple indirect semantics such as types at different abstraction levels (i.e. taxonomies). For example, a KGE model can be very useful in encoding networks of interconnecting proteins which are modelled using direct relations. However, it has limited ability in encoding compound, multi-level relationships such as protein involvement in diseases due to their involvement in pathways that cause this disease. Such compound relationships that could be used for modelling complex biological knowledge are notoriously hard to reflect in KGE models (Weber et al. 2019). However, the KGE models do have some limited ability to encode for instance type constrains (Minervini et al. 2017a), basic triangular rules (Weber et al.
2019) or cardinality constraints (Muñoz et al. 2019). This could be used for modelling complex semantic features reflecting biological knowledge in future works. One has to bear in mind, though, that the designs of these semantics-enhanced KGE models typically depends on an extra computational routines to regularise the learning process which affects their scalability.

In their study, Su et al. (Su et al. 2018) have also discussed further general limitations of network embedding methods, and the effects and consequences of such limitations on the use of network embedding methods in the biological domain.
7 Case Study: Predicting Protein Drug Targets

7.1 Overview

The development of drugs has a long history (Drews 2000). Until quite recently, pharmacological effects were often discovered using primitive trial and error procedures, such as applying plant extracts on living systems and observing the outcomes. Later, the drug development process evolved to elucidating mechanisms of action of drug substances and their effects on phenotype. The ability to isolate pharmacologically active substances was a key step towards modern drug discovery (Terstappen et al., Sneader 2007, 2005). More recently, advances in molecular biology and biochemistry allowed for more complex analyses of drugs, their targets and their mechanisms of action. The study of drug targets has become very popular with the objective of explaining mechanisms of actions of current drugs and their possible unknown off-target activities. Knowing targets of potential clinical significance also plays a crucial role in the process of rational drug development. With such knowledge, one can design candidate compounds targeting specific proteins to achieve intended therapeutic effects.

However, a drug rarely binds only to the intended targets, and off-target effects are common (Xie et al. 2012). This may lead to unwanted adverse effects (Bowes et al. 2012), but also to successful drug re-purposing, i.e. use of approved drugs for new diseases (Corbett et al. 2012). To illustrate the impact off-target effects can have in new therapy development, let us consider aspirin that is currently being considered for use as a chemopreventive agent (Rothwell et al. 2010). However, such a therapy would be hampered by known adverse side-effects caused by long-term use of the drug, such as bleeding of upper gastrointestinal tract (Li et al. 2017). After identifying the exact protein targets of aspirin that cause these adverse effects, the proteins can be targeted by newly developed and/or re-purposed drugs to avoid the unwanted side-effects of the proposed treatment.

Large-scale and reliable prediction of drug-target interactions (DTIs) can substantially facilitate development of such new treatments. Various DTI prediction methods have been proposed to date. Examples include chemical genetic (Terstappen et al. 2007) and proteomic methods (Sleno & Emili 2008) such as affinity chromatography and expression cloning ap-
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proaches. These, however, can only process a limited number of possible drugs and targets due to the dependency on laboratory experiments and available physical resources. Computational prediction approaches have therefore received a lot of attention lately as they can lead to much faster assessments of possible drug-target interactions (Yamanishi et al., Mei et al. 2008, 2012).

The work of (Yamanishi et al. 2008) was one of the first approaches to predict drug targets computationally. Their approach utilised a statistical model that infers drug targets based on a bipartite graph of both chemical and genomic information. The BLM-NII (Mei et al. 2012) model was developed to improve the previous approach by using neighbour-based interaction-profile inference for both drugs and targets. More recently, (Cheng, Zhou, Li, Liu & Tang, Cheng, Liu, Jiang, Lu, Li, Liu, Zhou, Huang & Tang 2012, 2012) proposed a new way for predicting DTIs, where they have used a combination of drug similarity, target similarity and network-based inference. The COSINE (Rosdah et al. 2016) and NRLMF (Liu et al. 2015) models introduced the exclusive use of drug-drug and target-target similarity measures to infer possible drug targets. This has an advantage of being able to compute predictions even for drugs and targets with limited information about their interaction data. However, these methods only utilised a single measure to model components similarity. Other approaches such as the KronRLS-MKL (Nascimento et al. 2016) model used a linear combinations of multiple similarity measures to model the overall similarity between drugs and targets. Non-linear combinations were also explored in (Mei et al. 2012) and shown to provide better predictions.

Recently, (Hao et al. 2017) proposed a model called DNILMF that uses matrix factorisation to predict drug targets over drug information networks. This approach showed significant improvements over other methods on standard benchmarking datasets (Hao et al., Yamanishi et al. 2017, 2008). All the previously discussed works were designed to operate on generic similarities of drug structure and protein sequence, therefore they can provide efficient predictions on new chemicals. More recently, approaches that incorporate prior knowledge about drugs and targets were proposed to enhance predictive accuracy on well-studied chemicals and targets. Such models may not be best suited to de novo drug discovery. However, they may provide valuable new insights in the context of drug repurposing and understanding the general mechanisms of drug action. The current state-of-the-art work in this context is arguably the DDR model (Olayan et al. 2017), which uses a a multi-phase procedure to predict drug targets from relevant heterogeneous graphs. The gist of the approach is to combine various similarity indices and random walk features gained from the input graphs by means of non-linear fusion. Similarly, the NeoDTI model (Wan et al. 2019) predicts DTIs using supporting information about drugs and targets and a non-linear learning model over heterogeneous network data.

Despite continuous advances of similarity based approaches like DDR, these models depended on time-consuming training and prediction procedures as they need to compute the similarity features for each drug and target pair during both training and prediction. Also, the models still have a high false positive rate, especially when using large drug target interaction datasets.
7.2. Materials

Here, we propose a method utilising prior knowledge about drugs and targets, similarly to the DDR and NeoDTI model. Our method overcomes the afore-mentioned limitations by approaching the problem as link prediction in knowledge graphs. Our work utilises the fact that the current drug target knowledge bases like DrugBank (Wishart et al. 2006) and KEGG (Kanehisa et al. 2017) are largely structured as networks representing information about drugs in relationship with target proteins (or their genes), action pathways, and targeted diseases. Such data can naturally be interpreted as a knowledge graph. The task of finding new associations between drugs and their targets can then be formulated as a link prediction problem based on knowledge graph embeddings (Nickel, Murphy, Tresp & Gabrilovich 2016a).

We then use the TriVec model discussed in Chapter 5 for predicting drug target interactions in a multi-phase procedure. We first use the currently available knowledge bases to generate a knowledge graph of biological entities related to both drugs and targets. We then train our model to learn efficient vector representations (i.e. embeddings) of drugs and target in the knowledge graph. These representations were then used to score possible drug target pairs using a scalable procedure that has a linear time and space complexity.

We also compare our proposed approach to other state-of-the-art models using experimental evaluation on standard benchmarks. Our results show that the TriVec model outperforms all other approaches in areas under ROC and precision recall curve, metrics that are well suited to assessing general predictive power of ranking models (Davis & Goadrich 2006).

7.2 Materials

In this section we discuss the datasets that we used to train and evaluate our model. We present the standard benchmarking datasets: Yamanishi_08 (Yamanishi et al. 2008) and DrugBank_FDA (Wishart et al. 2008), and we present statistics for elements in both datasets. We also discuss some flaws in the Yamanishi_08 dataset, and we present a new KEGG based drug targets dataset that addresses these flaws.

7.2.1 Standard benchmarks

The Yamanishi_08 (Yamanishi et al. 2008) and DrugBank_FDA (Wishart et al. 2008) datasets represent the most frequently used gold standard datasets in the previous state-of-the-art models for predicting drug targets (Olayan et al. 2017). The DrugBank_FDA (Wishart et al. 2008) dataset consists of a collection of DTIs of FDA approved drugs that are gathered from DrugBank Database 1. The Yamanishi_08 dataset is a collection of known drug target interactions gathered from different sources like KEGG BRITE (Kanehisa & Goto 2006), BREnda (Schomburg et al. 2004), SuperTarget (Günther et al. 2007), and DrugBank (Wishart et al. 2008).

1https://www.drugbank.ca
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Table 7.1 – Statistics of elements in the benchmarking datasets used in this work. The DTIs column represent the number of known drug target interactions, the Corruptions column represent the number of all possible combinations of drugs and targets that are not in the known drug target interactions which is used as negative in model training and evaluation, and the P2N column represents the ratio of positive to negative instances.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Group</th>
<th>Drugs</th>
<th>Proteins</th>
<th>DTIs</th>
<th>Corruptions</th>
<th>P2N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yamanishi_08</td>
<td>E</td>
<td>445</td>
<td>664</td>
<td>2926</td>
<td>≈300K</td>
<td>1.00%</td>
</tr>
<tr>
<td></td>
<td>IC</td>
<td>210</td>
<td>204</td>
<td>1476</td>
<td>≈41K</td>
<td>3.57%</td>
</tr>
<tr>
<td></td>
<td>GPCR</td>
<td>223</td>
<td>95</td>
<td>635</td>
<td>≈21K</td>
<td>3.03%</td>
</tr>
<tr>
<td></td>
<td>NR</td>
<td>54</td>
<td>26</td>
<td>90</td>
<td>1314</td>
<td>6.67%</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>791</td>
<td>989</td>
<td>5127</td>
<td>≈777K</td>
<td>0.66%</td>
</tr>
<tr>
<td>DrugBank_FDA</td>
<td>–</td>
<td>1482</td>
<td>1408</td>
<td>9881</td>
<td>≈2.1M</td>
<td>0.48%</td>
</tr>
<tr>
<td>KEGG_MED</td>
<td>–</td>
<td>4284</td>
<td>945</td>
<td>12112</td>
<td>≈4M</td>
<td>0.30%</td>
</tr>
</tbody>
</table>

It consists of four groups of drug target interactions corresponding to four different target protein classes: (1) enzymes (E), (2) ion-channels (IC) (3) G-protein-coupled receptors (GPCR) and (4) nuclear receptors (NR). The data in these groups vary in terms of size and positive to negative ratios as shown in table 7.1, ranging from 90 known DTIs with 1:15 as in the NR group to 2926 DTIs with 1:100 in the E group. These properties of the datasets affect the effectiveness of both training and evaluating models that use them. For example, the NR DTIs group have the largest positive to negative ratio among all the groups in the Yamanishi_08 dataset and therefore they are the easiest for predictive models in terms of evaluation. Contrary to that, the state-of-the-art models show the worst evaluation results on the NR group compared to other groups. This happens due to the low number of available DTIs training instances, which affects the models’ generalisation on the training data.

7.2.2 New KEGG based benchmarking dataset

The Yamanishi_8 benchmarking dataset was published in 2008, and it contained drug target interactions from various sources including the KEGG BRITE, BRENDA, and SuperTarget databases (Yamanishi et al. 2008). In recent years, these sources have witnessed multiple developments (modifications, deletions, additions of many brand new records to their data (Placzek et al., Hecker & et. al. 2017, 2012)). These modification have directly affected the Yamanishi_08 dataset, where a subset of the identifiers of both its drugs and targets has been modified through these developments. This affects the ability to link these drugs and targets to their corresponding properties e.g. associated pathways, diseases, or other biological entities in the recent versions of biological knowledge bases. These modifications have also included various newly discovered drug target interactions that are not included in the Yamanishi_08 dataset. For example, the KEGG database alone contains 12112 drug target interactions, while the total number of drug target interactions in the Yamanishi_08 dataset is only 5127.
7.2. Materials

To overcome these limitations, we propose a new drug target interaction benchmarking dataset that depends on recent versions of biological knowledge bases and includes a larger set of drug target interactions than the Yamanishi_08 dataset. We propose KEGG_MED, a dataset which is collected by extracting all the drug target interactions from the KEGG medicus database.

The KEGG_MED dataset contains 4284 drugs and 945 targets which are connected with 12112 drug target interactions. Table 7.1 shows a summary of statistics of the content on the dataset. Later in this chapter, we report our results on this new suggested benchmark (in addition to the comparative validation on DrugBank_FDA) so that future approaches can be compared to our model.

7.2.3 Supporting knowledge graphs

Link prediction with knowledge graph embedding models require data to be modelled in a graph form, where the objective is to predict new links between graph entities. In the case of drug target discovery, we use supporting data from biomedical knowledge bases to generate informative graphs around drug target interactions. We generate a knowledge graph for each dataset to provide descriptive features for both drugs and targets. These knowledge graphs are extracted from different sources like KEGG (Kanehisa et al. 2017), DrugBank (Wishart et al. 2006), InterPro (Mitchell & Attwood 2019) and UniProt (Consortium 2017). In our study we use a customised set of knowledge assertions about both drugs and targets. Appendix 1 and Table 1 in the supplementary material contain more information about the relation types present in each knowledge graph, and about their construction. For further information about the construction of such knowledge bases we refer to the work of (Himmelstein et al. 2017) that provides a study of systematic integration of biological knowledge for learning drug-target

---

Figure 7.1 – A graph schema for a knowledge graph about drugs, their target genes, pathways, diseases and gene networks extracted from KEGG and UniProt databases.

---

https://www.genome.jp/kegg/medicus.html
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interactions.

We generate a group-specific knowledge graph of information extracted from KEGG and UniProt for each DTI groups in the Yamanishi_8 dataset, while we use the DrugBank with UniProt knowledge bases to model information about DTIs of the DrugBank_FDA dataset. The information extracted in both cases is modelled as a graph of interconnected biological entities (schema shown in Fig. 7.1).

7.3 Methods

The knowledge graph embedding models we use follow a generative approach to learn low-rank embedding vectors for knowledge entities and relations as shown in Chapter 4. For learning the embeddings, multiple techniques can be used, such as tensor factorisation (c.f. the DistMult model (Bordes et al. 2013)) or latent distance similarity (c.f. the TransE model (Yang et al. 2015a)). The goal of all these techniques is to model possible interactions between graph embeddings and to provide scores for possible graph links.

7.3.1 Embeddings representation

The TriVec model is a knowledge graph embedding model based on tensor factorisation that extends the DistMult (Yang et al. 2015a) and ComplEx (Trouillon et al. 2016) models. It represents each entity and relation using three embedding vectors such that the embedding of entity \( i \) is \( \Theta_E(i) = \{e_1^i, e_2^i, e_3^i\} \) where all embedding vectors have the same size \( K \) (a user-defined embeddings size). Similarly, the embedding of relation \( j \) is \( \Theta_R(j) = \{w_1^j, w_2^j, w_3^j\} \). \( e_m \) and \( w_m \) denote the \( m \) part of the embeddings of the entity or the relation, and \( m \in \{1,2,3\} \) represents the three embeddings parts.

In the context of drug target prediction, the TriVec model converts drug target facts into triplets in the form of \( \langle \text{drug}_x, \text{drug}-\text{target}-\text{relation}, \text{protein}_y \rangle \). It then uses the embeddings of the \( \text{drug}_x \), \text{drug}-\text{target}-\text{relation} and \( \text{protein}_y \) to represent them, where the embedding of each component consists of three numerical vectors.

The embeddings in the TriVec model are initially with random values generated by the Glorot uniform random generator (Glorot & Bengio 2010). The embedding vectors are then updated during the training procedure to provide optimised scores for the knowledge graph facts.

7.3.2 Training procedure

The TriVec is a knowledge graph embedding model that follows the multi-phase procedure discussed in Chapter 5 to effectively learn a vector representation for entities and relation of a knowledge graph. First, the model initialises its embeddings with random noise. It then updates them by iterative learning on the training data. In each training iteration \( i.e. \) epoch,
the model splits the training data into mini-batches and executes its learning pipeline over each batch. The learning pipeline of the model learns the embeddings of entities and relations by minimising a negative softmax log-loss Eq 4.6. The scores of the TriVec model are computed using the embeddings interaction function (scoring function) defined in Eq. 5.6. It uses a set of three interactions: one symmetric interaction: \((e^2_s w^2_p e^2_o)\) and two asymmetric interactions: \((e^1_s w^1_p e^3_o)\) and \((e^3_s w^3_p e^1_o)\) for a convenient graphical explanation of the interaction. This approach models both symmetry and asymmetry in simple form similar to the DistMult (Yang et al. 2015a) model where the DistMult model can be seen as a special case of the TriVec model if the first and third embeddings parts are equivalent \((e^1 = e^3)\).

Fig. 7.2 presents and illustration of the training and prediction pipeline of our approach with the drug target interaction and supporting knowledge graph data.

### 7.4 Results

In this section we describe the configuration of the data used in the experimentation, the evaluation protocol, the setup of our experiments and the results and findings of our experiments. We also compare the predictive accuracy of our model to selected existing approaches, including the state-of-the-art one.

#### 7.4.1 Evaluation protocol

In order to facilitate comparison with the state-of-the-art models, we use a 10-fold cross validation (CV) to evaluate our model on the Yamanishi_08 and DrugBank_FDA datasets. First, we split the drug target interaction data into 10 splits i.e. folds. We then evaluate the model 10 times on each split, where the model is trained on the other 9 splits. This procedure is repeated...
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Figure 7.3 – Bar chart for the values of the area under the ROC curve (AUC-ROC) and area under the precision recall curve (AUC-PR) for the TriModel compared to other state-of-the-art models on standard benchmarking datasets. All values are rounded to two digits and multiplied by 100 to represent a percentage (%). DB represents the DrugBank_FDA dataset.

5 times and average results across these runs are reported. This is to further minimise the impact of data variability on the result stability.

In each training configuration we use the known drug target interactions as positives, and all other possible combinations between the investigated dataset drugs and protein targets as negatives. This yields different positive to negative ratios since the datasets have different number of drugs, targets, and drug target interactions (see Table 7.1 for exact statistics of the ratios for each dataset).

We use the area under the ROC and precision recall curves (AUC-ROC and AUC-PR respectively) as an indication of the predictive accuracy of our model. We compute both metrics on the testing data (DTIs), where we divide the testing data into three groups: (1) $S_p$, containing testing drug target interactions where both the drug and the target are involved in known drug target interactions in the training data, (2) $S_d$, containing testing drug target interactions which contain drugs that have no known drug target interactions in the training data, (3) $S_t$, containing testing data of targets that has not involved in any known drug target interactions in the training data. The main reason for splitting the data this way was that one of the methods could not be compared with the others on the $S_t$, $S_p$ data. The largest $S_p$ group, however, generally exhibits least fluctuations across particular cross-validation runs as it has the highest ratio across all testing splits.

We also compute aggregated weighted AU-ROC, AU-PR scores for comparing the different models regardless the data group. These scores are defined as follows:

$$M = \sum_g \omega_g \cdot M_g,$$

where $g \in \{S_p, S_d, S_t\}$, $M$ represents the aggregated score (AUC-ROC or AUC-PR), $M_g$ is the specific score value for the group $g$, and $\omega_g$ is the weight of the particular data group computed by dividing the number of instances in $g$ by the total number of instances in $S_p \cup S_d \cup S_t$.
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7.4.2 Experimental setup

We use the supporting knowledge graph to perform a grid search to learn the model’s best hyperparameters. In all of our experiments we initialise our model embeddings using the Glorot uniform random generator (Glorot & Bengio 2010) and we optimise the training loss using the AMSGrad optimiser (Reddi et al. 2018), where the the learning rate \( (lr) \in \{0.01, 0.02, 0.03\} \), embeddings size \( (K) \in \{50, 100, 150, 200\} \) and batch size \( (b) \in \{128, 256, 512, 1024, 4000\} \). The rest of the grid search hyper parameters are defined as follows: the regularisation weight \( (\lambda) \in \{0.1, 0.3, 0.35, 0.01, 0.03, 0.035\} \), dropout \( (d) \in \{0.0, 0.1, 0.2, 0.01, 0.02\} \). The number of training epochs is fixed to 1000.

We use Tensorflow framework (GPU) along with Python 3.5 to perform our experiments. All experiments were executed on a Linux machine with processor Intel(R) Core(TM) i70.4790K CPU @ 4.00GHz, 32 GB RAM, and an nVidia Titan Xp GPU. We include the training runtime of the TriVec model for each cross-validation iteration for all the investigated benchmarks in Fig. 1 in the supplementary materials.

7.4.3 Comparison with state-of-the-art models

We evaluate our model on the Yamanishi_08 and DrugBank_FDA datasets, and we compare our results to the following state-of-the-art models: DDR (Olayan et al. 2017), NRLMF (Hao et al. 2017), NRLMF (Liu et al. 2015), KRONRLS-MKL (Nascimento et al. 2016), COSINE (Lim et al. 2016), and BLM-NII (Mei et al. 2012). The comparison is made using the metrics of area-under-the-ROC (AUC-ROC) and precision-recall (AUC-PR) curves.

Fig. 7.3 presents overall results in terms of the AUC-ROC and AUC-PR scores for all compared models. The overall scores are combined across all testing configurations \( (S_p, S_d, S_t) \) for each dataset, where each specific score is computed as described in Eq. 7.1.

The results show that the TriVec model outperforms all other models in terms of AUC-ROC and AUC-PR on every benchmarking dataset. The TriVec model achieves a better AUC-PR score with a margin of 4%, 2%, 3%, 3%, 4% on E, IC, GPCR, NR, and DrugBank_FDA datasets respectively. It should be noted that we did not include the COSINE method in Fig. 7.3 as it is specifically designed to predict new drugs that do not have DTIs in the training phase. As such, the description of the method only reports accuracy on the new drug configuration \( (S_d) \), while the presented combined scores require values of all three evaluation configurations.

Table 7.2 shows a detailed comparison of the TriVec model and state-of-the-art models on all the standard benchmarking datasets for the different evaluation settings \( S_p, S_d, S_t \). It also shows the relative number (in per cent) of drug-target statements available for each of the three validation settings.

The results in Table 7.2 show that the TriVec model outperforms other state-of-the-art models on 13 out of 15 different AUC-ROC experimentation configurations. In case of AU-PR, our
Table 7.2 – A comparison with state-of-the-art models on standard datasets using multiple configurations ($S_p, S_d, S_t$). The state-of-the-art results were obtained from (Olayan et al. 2017). The count (%) represents the percentage of the configuration instances, and the DB and KM columns represent DrugBank_FDA and KEGG_MED respectively. All the experimental configurations on all the datasets are evaluated using a 10-fold cross validation which is repeated 5 times. Column M. represents metrics and column Ft. represent model's feature type. The structure feature type represents protein and drug structure based features and Ext. denotes extensive prior knowledge features. Underlined scores represent the best scores in their feature category while the overall best results are bold and highlighted in green.

<table>
<thead>
<tr>
<th>Config.</th>
<th>M.</th>
<th>Model</th>
<th>Ft.</th>
<th>E</th>
<th>IC</th>
<th>GPCR</th>
<th>NR</th>
<th>DB</th>
<th>KM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count (%)</td>
<td>4%</td>
<td>5%</td>
<td>91%</td>
<td>4%</td>
<td>1%</td>
<td>95%</td>
<td>5%</td>
<td>4%</td>
<td>91%</td>
</tr>
<tr>
<td>BLM-NII</td>
<td>AUC-ROC</td>
<td>0.73</td>
<td>0.89</td>
<td>0.96</td>
<td>0.83</td>
<td>0.89</td>
<td>0.91</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>COSINE</td>
<td>0.80</td>
<td>-</td>
<td>-</td>
<td>0.82</td>
<td>-</td>
<td>-</td>
<td>0.88</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>KRONRLS-MKL</td>
<td>Structure</td>
<td>0.71</td>
<td>0.88</td>
<td>0.93</td>
<td>0.77</td>
<td>0.86</td>
<td>0.90</td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>NRLMF</td>
<td>0.75</td>
<td>0.90</td>
<td>0.95</td>
<td>0.80</td>
<td>0.93</td>
<td>0.98</td>
<td>0.87</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>DNILMF</td>
<td>0.81</td>
<td>0.92</td>
<td>0.96</td>
<td>0.81</td>
<td>0.92</td>
<td>0.94</td>
<td>0.86</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>DDR</td>
<td>Ext.</td>
<td>0.84</td>
<td>0.92</td>
<td>0.97</td>
<td></td>
<td>0.94</td>
<td>0.97</td>
<td>0.98</td>
<td>0.91</td>
</tr>
<tr>
<td>TriVec</td>
<td></td>
<td>0.95</td>
<td>0.96</td>
<td>0.99</td>
<td>0.93</td>
<td>0.98</td>
<td>0.99</td>
<td>0.92</td>
<td>0.86</td>
</tr>
<tr>
<td>BLM-NII</td>
<td>AUC-PR</td>
<td>0.22</td>
<td>0.73</td>
<td>0.86</td>
<td>0.37</td>
<td>0.61</td>
<td>0.83</td>
<td>0.35</td>
<td>0.37</td>
</tr>
<tr>
<td>COSINE</td>
<td>0.35</td>
<td>-</td>
<td>-</td>
<td>0.36</td>
<td>-</td>
<td>-</td>
<td>0.40</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>KRONRLS-MKL</td>
<td>Structure</td>
<td>0.07</td>
<td>0.07</td>
<td>0.87</td>
<td>0.23</td>
<td>0.23</td>
<td>0.86</td>
<td>0.31</td>
<td>0.37</td>
</tr>
<tr>
<td>NRLMF</td>
<td>0.28</td>
<td>0.76</td>
<td>0.89</td>
<td>0.30</td>
<td>0.61</td>
<td>0.79</td>
<td>0.36</td>
<td>0.55</td>
<td>0.69</td>
</tr>
<tr>
<td>DNILMF</td>
<td>0.30</td>
<td>0.76</td>
<td>0.86</td>
<td>0.30</td>
<td>0.61</td>
<td>0.87</td>
<td>0.31</td>
<td>0.56</td>
<td>0.70</td>
</tr>
<tr>
<td>DDR</td>
<td>Ext.</td>
<td>0.73</td>
<td>0.82</td>
<td>0.92</td>
<td>0.69</td>
<td>0.80</td>
<td>0.92</td>
<td>0.63</td>
<td>0.61</td>
</tr>
<tr>
<td>TriVec</td>
<td></td>
<td>0.78</td>
<td>0.83</td>
<td>0.96</td>
<td>0.76</td>
<td>0.87</td>
<td>0.95</td>
<td>0.81</td>
<td>0.73</td>
</tr>
</tbody>
</table>
model is better 14 out of 15 configurations. The results also show that the experimental configurations where our model is not the best represent a small portion of the total number of DTIs, while the TriVec model provides consistently better results for the largest $S_p$ partition of the validation data.

Table 7.2 also show the results of the TriVec model on our proposed KEGG_MEDD dataset, where the model's AUC-PR scores are 0.18, 0.18, and 0.94 and its AUC-ROC scores are 0.81, 0.58, and 0.99 on the configurations $S_d$, $S_t$, and $S_p$ respectively. No comparison with existing tools has been performed as their published versions cannot be directly applied to this data set.

7.4.4 Limitations

Despite the very promising results achieved by the prior knowledge-based models like DDR and TriVec, their predictive capabilities are best suited to finding new associations between well-studied drugs and targets (useful for instance in the drug repurposing context). If one needs predictions for de novo drug discovery, the models that utilise drug structure and target sequence similarities (e.g. BLM-NII, COSINE, KRONRLS-MKL, NRLMF or NRLMF) will likely deliver better results.

7.4.5 Web application for exploring the TriVec predictions

To let users explore our results, we have designed a web application 3. The application allows for searching the predictions of the TriVec model. One can look for predictions using either drugs or targets as queries. Queries concerning multiple entities are possible simply by appending new terms to the search query. The results are presented as a table of the TriVec model scores of all the possible drug-target associations of the searched term.

The predictions provided by the web application are learnt by training the TriVec model on all the Yamanishi_08 dataset. The prediction scores are then computed for all possible drug-target combinations induced by the dataset. The scores of known drug interactions in the Yamanishi_08 dataset are set to 1, while the scores of all other drug target interactions are the normalised outcome of the TriVec predictions. The table of predictions in the application indicates the origin of each score, where a unique label "Experimental Evidence" is given to known DTIs and another label "Model Prediction" is assigned to the predicted scores.

7.5 Discussion

In the following we discuss possible reasons for the improved performance of our approach when compared to existing methods. We also review the limitations of the current DTI pre-
diction benchmarks and discuss impact of data stratification on the predictive power of the models. Last but not least, we present tentative results in expert-based validation of predictions of our model that are not covered by the benchmark datasets. These results show high promise in terms of actual new discoveries predicted by our model.

7.5.1 Distinctive features of the presented approach

The relative success of the TriVec model can be attributed to two distinctive features not present in the state-of-the-art models. Firstly, we model input for the training as knowledge graphs. This allows for encoding multiple types of associations within the same graph and thus utilising more complex patterns. Other models that use graph-based data are limited in this respect as they only employ networks with single relation type. Secondly, the TriVec model uses a generative approach to learn efficient representations for both drugs and their targets. This approach enables scalable predictions of large volumes of drug-target interactions as it uses linear training time (Nickel, Murphy, Tresp & Gabrilovich 2016a) and constant prediction time, which is not the case of the existing works. Furthermore, the TriVec model is able to predict other biological associations within the training data (e.g. drug and target pathways) with no extra computational effort. This shows substantial promise for further development of this technique.

7.5.2 Impact of data stratification on the predictive power

The Yamanishi_08 dataset is divided into four groups of DTIs according to the functionality of the target proteins. The groups are enzymes (E), ion-channels (IC) G-protein-coupled receptors (GPCR), and nuclear receptors (NR). The objective of this categorisation is to distinguish between models specifically tailored to predicting targets associated with a particular drug class (Yamanishi et al. 2008). Olayan et al. (2017) confirmed that organising the drug target interactions into groups according to the target’s biological functionality enhances the predictive accuracy of models trained on such stratified data.

Based on our observations, we suggest a different explanation. The differences in performance appear to correlate with the relative numbers of negative examples in the grouped and full dataset configuration. Table 7.1 shows that the full Yamanishi_08 dataset configuration has a 0.66% positive to negative ratio, while the groups E, IC, GPCR, and NR have 1%, 3.57%, 3.03%, and 6.67% respectively. These differences can explain the variability of model performance quite well, since predicting positive instances is generally harder with more negatives present in the data (Liu et al. 2009). In addition, dividing the DTI information gives rise to groups like the GPCR and NR groups. These contain only a small number of true DTIs (635 and 90 DTIs respectively), which further hampers the ability of models to generalise well (as we show in Section 7.2).
7.5. Discussion

7.5.3 Validating the discovery potential of TriVec

Good performance of a model in benchmark tests is no doubt important. For various reasons like overfitting or training data imbalances, however, good benchmark results may not necessarily mean that the model can effectively support new discoveries.

Laboratory validation can ultimately confirm the model predictions as actual discoveries, but this is costly and time-consuming to be done at large scale. One can, however, perform alternative validations of the predictions using data that was not used for training the model. Such complementary validation can provide stronger foundations for claiming a model has high generalisation power.

A domain expert have performed a complementary validation of the TriVec’s predictions by manual analysis of top-10 drug-target associations per each of the examined benchmarking datasets. To decide whether or not the associations are true positives, the expert reviewed each drug target interaction assertion and validated them using available literature article which mention these interactions as an evidence of interaction. We only validated the predictions that were not part of the training data. The validation outcome shows that the TriVec model achieves 7 out of 10, 7 out of 10, 8 out of 10, 7 out of 10 and 6 out of 10 true predictions on the E, IC, GPCR, NR, DB datasets respectively. The results of our validation is presented in Table. 7.3.

One can easily see that our model puts actual drug-target introductions (some of which were only recently discovered) high up in the result list. This is very promising for further development of the model and its deployment in clinical application scenarios.
### Table 7.3 – Validation of the top 10 scored combination for each of the investigated datasets.

The DrugBank, CheMBL and KEGG DTIs are used as evidence the different interactions, where the PubMed ID is listed when possible. UNK represents unknown interactions.
8 Case Study: Predicting Tissue-Specific Protein Functions

8.1 Overview

Proteins are complex molecules that are involved in almost all biological processes. They are widely expressed in all parts of the human body where they interact together and execute multiple biological functions. These functions are essential to sustain the biological activities of the living system. Proteins are usually expressed in specific tissues within the body where their precise interactions and biological functions are frequently dependant on their tissue context (Fagerberg et al., Greene et al. 2014, 2015). The disorder of these interactions and functions results in diseases (D’Agati, Cai & Petrov 2008, 2010). Thus, the deep understanding of tissue-specific protein activities is essential to elucidate the causes of diseases and their possible therapeutic treatments.

Although direct lab-based assay of tissue-specific functions of proteins remains infeasible in many human tissues (Greene et al. 2015), computational approaches can be used to infer this information on a large scale. These approaches work by analysing the protein interactome and known tissue-specific protein functions (Zitnik & Leskovec 2017); they then provide scores for possible new unknown protein functions.

The early computational approaches for predicting protein functions have used sequence alignment similarity between proteins to infer their functions (Marcotte et al. 1999). These models have worked under the assumption that similar sequences are correlated with similar functions. However, recent studies have shown that this correlation is weak (Clark & Radivojac 2011), and sequence alignment alone is not sufficient for predicting protein functions (Radivojac et al. 2013). Therefore, further methods have utilised an extended set of features including protein structure (Pazos & Sternberg 2004), protein-protein interactions (Letovsky & Kasif 2003) and gene expression data (Enault et al. 2005). These methods have shown a significant improvement in terms of the predictive accuracy over the traditional sequence alignment methods (Radivojac et al. 2013). However, all these approaches address the problem of pre-
predicting protein function in a generic context, where they have assumed that protein functions are the same in all the tissues and cell linages that they are expressed in. Radivojac et. al. (Radivojac et al. 2013) have provided a large-scale study of these approaches, where they have analysed the differences between their underlying concepts and utilised features. They have also performed a comparative empirical evaluation between these approaches on standard benchmarks.

Recently, Zitnik et. al. (Zitnik & Leskovec 2017) developed a new technique, the OhmNet model, for tissue-specific protein function prediction. The technique models tissue-specific protein interactome and functions as a hierarchical multilayer network, where the tissues’ hierarchy is used to support the hierarchical network-based learning architecture. They have then used unsupervised feature learning to represent and score possible protein functions for each tissue. Although the empirical evaluation of the OhmNet model shows that it outperforms all other state-of-the-art techniques, the model still suffers from a high rate of false positives (Zitnik & Leskovec 2017).

Despite the high availability of generic protein function associations (Consortium 2003), these associations occur only within their corresponding specific tissues and cell-lines in living systems. Moreover, the available curated data on tissue-specific protein function associations is limited (Greene et al. 2015). This affects the predictive capabilities of computational methods that operate on this data. Furthermore, the large numbers of proteins in the human body and their possible associated biological functions increase the sparsity of available data, therefore, increase the difficulty of the problem. Thus, the development of computational methods in this regard aim at developing methods that can operate on limited data with high sparsity.

In this chapter, we try to re-address the problem by formalising it as a tensor completion task. The tissue-specific protein functions and interactome in this context can be naturally modelled using three dimensional tensors of proteins, functions, and their corresponding tissues. Then, the probability that a protein $x$ has a function $y$ in the tissue $z$ is modelled by the adjacent tensor cell $(x, y, z)$ corresponding to the protein, function, and tissue. In this context, known values can be used to populate tensor initial values, and a learning method can then be effectively used to complete the missing score values. This problem then represents a basic tensor completion problem, where empirical evidence has shown that tensor factorisation methods provide state-of-the-art results in terms of both accuracy and scalability of their predictions (Trouillon et al., Lacroix et al. 2016, 2018).

In their work, Zitnik et. al. (Zitnik & Leskovec 2017) compared their OhmNet model to other models including the RESCAL tensor decomposition model (Nickel et al. 2011), where the RESCAL model showed the worst results in the comparison. However, we believe that tensor
decomposition based techniques can outperform other techniques in predicting protein functions due to the following reasons:

1. The RESCAL model used in the OhmNet experiments is one of the earliest developed tensor decomposition techniques, and more recent models such as the ComplEx model (Trouillon et al. 2016) are known to provide significantly better predictive accuracy.

2. The training procedure of the tensor factorisation models require an extensive grid search, and its predictive accuracy is sensitive to the hyper parameter search space (Kadlec et al. 2017). Therefore, careless training of tensor decomposition models can lead to significantly poor predictive accuracy.

3. Tensor decomposition models can be designed with different loss objectives, where logistic based loss objectives are known to provide better results compared to the squared error based loss objective of the RESCAL model (Nickel et al., Trouillon et al., Mohamed, Novácek, Vandenbussche & Muñoz 2011, 2016, 2019).

4. The latent vector representation, i.e. embeddings, of the tensor elements have a significant effect on tensor decomposition based models, where the multi-vector representations are known to provide better results than simple representations of the RESCAL models (Trouillon et al., Mohamed & Novácek 2016, 2019).

In this chapter, we re-introduce the use of tensor decomposition models in predicting protein function by addressing the above mentioned issues. First, we assess the predictive accuracy of the ComplEx model—which is a more recent tensor decomposition technique that encodes tensor elements using vectors in the complex space (Trouillon et al. 2016). We also show by an experimental evaluation that the ComplEx model outperforms the OhmNet model in terms of both the area under the ROC and precision recall curves. Secondly, we introduce the use TriVec model (cf. Chapter 5), which is a tensor decomposition model that encodes the tensor elements in a hyper complex space. We then show by an experimental evaluation that it outperforms other state-of-the-art models including the OhmNet and ComplEx models in terms of both the area under the ROC and precision recall curves.

8.2 Background

In this section, we discuss the problem of predicting protein targets, the tensor decomposition procedure, and the current state-of-the-art tensor decomposition models. In this section, we also define the notations that we use throughout this chapter which differs from the notations used in Chapter 4 and Chapter 5 as we study the knowledge graph embedding models as pure tensor decomposition approaches where we use the notion of tensors instead of graphs.
8.2.1 Tissue-Specific protein functions

Proteins are large biomolecules that consist of a sequence of amino acids. They perform a wide range of functions within living systems, including catalysing metabolic reactions, DNA replication, responding to stimuli, providing structure to cells and organisms, and transporting molecules from one location to another (Nelson et al. 2008). Proteins are expressed with different levels in different parts of the human body—where they have high expression levels in some parts and low or absent expressions in others. These human parts are categorised in a hierarchy of tissues that represent cell tissues, organs and functional systems. For example, the cerebellum tissue is part of the brain tissue, which is also a part of the nervous system tissues. The exact biological functions and interactions of proteins vary depending on the tissues they are expressed in, where their functions in a specific tissue can vary in other tissues. Therefore, the task of predicting precise protein function is frequently associated to a specific tissue.

Computationally, the problem can be defined as follows: given a set of proteins, biological functions, tissues, and a set of known tissue-specific protein functions associations, predicting tissue-specific protein functions require providing scores for each (protein, tissue, function) combination such that the score of any given true combination is greater than the score of all other false combinations. The evaluation of the learnt scores can then be evaluated using standard classification or ranking metrics. In this chapter, we assess the predictive accuracy of all the methods using the area under ROC (AUC-ROC) and precision recall (AUC-PR) curves as established by previous works (Zitnik & Leskovec 2017).

8.2.2 Tensor decomposition

Scalars are singular numerical values, vectors are one dimensional numerical arrays, matrices are two dimensional numerical arrays, and tensors are numerical arrays with three or more dimensions. The objective of the procedure of tensor decomposition i.e. tensor factorisation, is to complete all cell values in an incomplete tensor using a set of initial known cell values.

Let $\mathbf{M}$ be a three dimensional tensor, where the three dimensions represent objects of different sets $X$, $Y$, $Z$. Any element $(i, j, k)$ in the tensor represents the interaction between the components $i \in X$, $j \in Y$, and $k \in Z$. We denote the weight of this interaction using $\eta^{\mathbf{M}}(i, j, k)$. In this chapter, we use a tensor $\mathbf{M}$ with elements of the three sets: proteins ($\mathbf{P}$), functions ($\mathbf{F}$), and tissues ($\mathbf{T}$). The objective of tensor decomposition then is to complete the tensor values such that the weight of any interaction for a true known protein function in a specific tissue is larger than all other known false combinations.

where $p \in \mathbf{P}$, $f \in \mathbf{F}$, $t \in \mathbf{T}$, $(p, f, t)$ is any known true combination of a protein function and tissue such that the protein $p$ has function $f$ in the tissue $t$, and combinations $(p, f, t)'$ represent
any other false combinations. This objective is achieved using a multi-phase procedure as discussed in Chapter 4.

**Canonical tensor decomposition**

The canonical tensor decomposition model (Hitchcock 1927) is the earliest approach for factorising tensors using sums of products of their objects. It uses multiple embedding matrices such that every tensor dimension is associated to an embedding matrix. Each object in this dimension is then associated to a vector in the matrix, where the weight of any combination of objects in the tensor is computed as the sum of the product of their corresponding vectors as follows:

\[
\eta^M_M(x, y, z) = \sum_k e_1^x \otimes e_2^y \otimes e_3^z \tag{8.1}
\]

where \(e_x^1\) represents the embedding vector corresponding to object \(x\) sampled from the embedding matrix of dimension 1, \(\otimes\) is the vector component-wise product operator, and \(k\) represents the size of the embedding vectors.

**The RESCAL model**

The RESCAL model (Nickel et al. 2012) on the other hand was developed to deal with 3D tensors that represent knowledge on linked data, where two tensor dimensions represent knowledge entities and the other dimension model the relations between these entities. It only uses one embedding matrix for the entities dimensions, and an embedding tensor for the relations dimension where each relation is represented by an embedding matrix. The weight of tensor combinations is then defined as follows:

\[
\eta^M_M(x, y, z) = e_1^x W_y^2 e_3^z \tag{8.2}
\]

where \(W_y^2\) is a \(k \times k\) embedding matrix of the relation \(y\) sampled for the embeddings of dimension 2.

**Complex tensor decomposition**

Trouillon et. al. (Trouillon et al. 2016) proposed a new technique for tensor decomposition that represents the object embeddings using complex vectors. Each embedding is then modelled by two vectors: real and imaginary. Such a technique allowed the modelling of non-symmetric interactions between tensor combinations where it used the asymmetric Hermitian dot product of its combinations. The embedding interaction function of the ComplEx model
is then defined as follows:

\[ \eta^M(x, y, z) = \text{Re}(\frac{1}{z} e_x \odot \frac{2}{z} e_y \odot \frac{1}{z} e_z), \] (8.3)

where \( \odot \) denotes the Hermitian complex product, \( \frac{1}{z} e_z \) is the complex conjugate of the complex embeddings \( e_z \), and \( \text{Re}(x) \) denotes the real part of the complex number \( x \).

8.2.3 Related Work

In this section, we present the state-of-the-art related works in predicting protein functions, and general tensor decomposition models.

Predicting protein functions

Computational methods are widely used for modelling complex biological networks of protein (Wei et al. 2017), complexes (Ma & Gao 2012), pathways (Maji et al. 2017), and other biological entities. They provide support for analysing and inference on biological data (Mrozek et al. 2017). They are used to infer different types of associations between biological entities such as protein-protein interactions (Sun et al. 2018), gene-disease associations (Lei & Zhang 2019), protein-complex relations, drug-targets interactions (Mohamed, Nounu & Novácek 2019) and other general links between different biological concepts. In this chapter, we focus on computational approaches that learns associations between proteins and their functions in the human body.

The tissue-specific network propagation model (Magger et al. 2012) is one of the earliest attempts for learning tissue-specific predictions over genes. This approach depends on propagating initial known gene scores associated with a known query function to similar function entities in the networks. The method was firstly designed to predict tissue-specific disease gene associations. The model was later used for predicting tissue-specific protein functions (Zitnik & Leskovec 2017). Similarly, the network-based tissue-specific support vector machine model (Net-SVM) (Guan et al. 2012) was firstly developed to predict tissue-specific disease gene associations and gene phenotypes. I was then used for predicting tissue-specific protein functions (Zitnik & Leskovec 2017). The GeneMania model (Warde-Farley et al. 2010) suggested another propagation based approach for predicting tissue-specific protein functions. In this method, the tissue-specific networks are firstly combined into one weighted network. Known protein function associations’ weights are then propagated to allow predicting other unknown protein functions.

The Minimum Curvilinear Embedding (MCE) model (Cannistraci et al. 2013) is one of the earliest embeddings-based models for predicting protein functions in the human body. The
method utilises network embeddings of protein-protein interaction networks to learn an efficient representation of proteins within these networks. It was first used to predict protein-protein interactions; then it was extended to allow prediction of protein function associations.

Zitnik et. al. have examined the LINE model (Tang et al. 2015) in the task of predicting new tissue-specific protein functions, where it showed better scores than the MCE model in terms of the area under the precision recall curve. The model uses a composite learning technique where it learns half of the embeddings’ dimensions from the direct neighbour nodes, and the other half from the second hop connected neighbours.

Furthermore, the Node2vec model (Grover & Leskovec 2016) is another approach that works by generating network embeddings using biased random walks as features. It uses a mixture of width and depth based network search to generate flexible views of network nodes to learn their embeddings. The Node2vec model was able to predict tissue-specific protein functions with better area under the ROC and precision recall curves than the MCE and LINE models (Zitnik & Leskovec 2017).

Recently, Zitnik et. al. have developed the state-of-the-art model, the OhmNet model (Zitnik & Leskovec 2017), a hierarchy-aware unsupervised learning method for multi-layer networks. It models each tissue information as a separate network, and learns efficient representations for proteins and functions by generating their embeddings using the tissue-specific protein-protein interactome and protein functions. The experimental evaluation of the OhmNet model outperforms all other state-of-the-art models in terms of both the area under the roc and precision recall curves in predicting tissue-specific protein functions.

**Tensor and Matrix Decomposition**

Tensor and matrix decomposition methods are generative learning methods that operate by learning low-rank representation of elements in a tensor (Ji et al., Lu, Lai, Xu, You, Li & Yuan, Jiang et al. 2016, 2016, 2018). They have been widely adopted to achieve multiple tasks such as link prediction (Trouillon et al., Lacroix et al. 2016, 2018), recommendation systems and different classification (Zou et al., Hong & Jung 2015, 2018) and clustering tasks (Buono & Pio, Lu, Zhao, Zhang & Li 2015, 2016). Early factorisation methods were developed as representation learning technique for tensors and they were expressed as a sum of products (Hitchcock 1927). They have then evolved to utilise multiple forms of products including dot products, bilinear products and complex products of the representations of tensor elements (Yang et al., Trouillon et al. 2015b, 2016).

In this chapter, we focus on current developments of tensor factorisation models that utilise
Figure 8.1 – Multiple plots for the number of training instances of protein-protein interactions, the negative to positives rates of protein functions for each tissue and protein function links of tissues in the investigated dataset. The set of presented tissues are a subset of all the available tissues that correspond to the list of tissues available in the testing set. PPI refers to protein-protein interactions and PFN refers to protein functions.

8.3 Materials

In our experiments we used the tissue-specific dataset compiled by Zitnik et. al (Zitnik & Leskovec 2017), where they compiled protein-protein interactions and protein functions of...
144 tissue types\(^1\). The dataset contains information on three different types:

1. **Tissue hierarchy**: the hierarchy of the investigated tissues, where they have used the acyclic graph structure of the BRENA Tissue Ontology (Gremse et al. 2010) to generate hierarchical relations between tissues.

2. **Tissue-specific protein-protein interactions**: a collection of protein-protein interactions for each of the investigated tissue types which is compiled from different sources (Orchard et al., Rolland & et. al, Chatr-Aryamontri et al. 2013, 2014, 2014). The protein-protein interactions information include 342353 interactions of 21557 proteins across all the investigated tissues.

3. **Tissue-specific protein functions**: a collection of protein tissue-specific functions that covers 48 out of 144 of the investigated tissues. The number of all known protein function associations is 20619, where these associations link proteins to a set of 584 different biological functions such as *odontogenesis*, *regulation of smooth muscle cell migration*, etc. The dataset also contains both negative and positive instances for protein functions for each tissue. The negative to positive ratio, however, is variable for each tissue where the average negative to positive ratio in the dataset is 61:1.

The distribution of both protein-protein interactions, negative to positive ratios and protein functions for each tested tissue is shown in Fig. 8.1. In our experiments, we only used the tissue-specific protein-protein interactions and protein function information. The protein-protein interactions are only used in the training process of our models. We then used the tissue-specific protein function data in two configurations: holdout test and k-fold cross validation. In our holdout test setting, the tissue-specific protein functions were divided between training and testing with a test to train ratio of 1:10 as established by previous works (Zitnik & Leskovec 2017). The division procedure was applied on each tissue alone. First, we compiled all the positive and negative protein function associations into two groups respectively with a random shuffle of instances for each group. We then split both the positive and negative groups into 10 equal splits. Finally, we selected one random split for each group to represent the positive and negative training instances while the rest of the splits represent the training data.

In the k-fold cross validation configuration, we used a 5 fold cross validation which is averaged over 5 runs where we split the data using the same previous approach but with a 1:5 test to train ratio (5 folds). In each fold one split was used as a test split and the others were used for training. This procedure was applied 5 times to learn the average performance of the model.

\(^1\)The dataset is downloaded from: [http://snap.stanford.edu/ohmnet/](http://snap.stanford.edu/ohmnet/)
8.4 Methods

In this section we discuss the use of the TriVec model in our task where we examine its design and its training procedure.

The TriVec model introduced in Chapter 5 is a tensor factorisation based knowledge graph embedding model. It uses a three dimensional tensor to model tissue-specific protein functions, where each \((\text{protein } x, \text{ tissue } t, \text{ function } f)\) combination is modelled using the tensor combination \((i, j, k)\) such that \(i, j, k\) are the corresponding indices of the protein \(x\), tissue \(t\), and function \(f\) respectively. These scores are learnt by computing the interactions of embeddings of objects for each combination, where these embeddings are optimised using the general tensor decomposition training procedure discussed in Section 8.2 and Chapter 4. To begin with, the model initialises all object embeddings as random noise. It then applies a multi-phase training procedure to update these embeddings to an optimal state. In this state, the score obtained from interactions of object embeddings of correct combinations should be higher than the scores of all other incorrect combinations.

For example, the training procedure of the known combination "the ADM protein performs \textit{regulation of vasoconstriction} in the \textit{blood} tissues" is executed as follows. First, the dataset models such a fact using the combination \((\text{hsa:133, blood, GO:0019229})\), where \text{hsa:133} is the code of the ADM protein and \text{GO:0019229} is the gene ontology code for the function "\textit{regulation of vasoconstriction}". The TriVec model translates the combination into a numerical combination \((i, j, k)\) which represents the tensor 3D indices of \text{hsa:133, blood, and GO:0019229} respectively. The model then generates a set of negative training samples by uniform sampling from all possible proteins and functions. This set is a subset of the set of all possible corruptions of the combination \((i, j, k)\) which is defined as follows:

\[
\mathcal{N}(i, j, k) = \bigcup_{k' \in F} (i, j, k') \cup \bigcup_{i' \in P} (i', j, k),
\]

where \(F\) is the set of indices of all functions, \(P\) is the set of indices of all proteins, \(i'\) represents the corresponding index of any random protein and \(k'\) represents the corresponding index of any random function. In practice, some of the the sampled corruptions can be true. However, since the number of proteins and functions is very high and the number of sampled corruptions is usually low, the probability of sampling true combinations is insignificant (Bordes et al. 2013) and does not affect the effectiveness of the training procedure. The model then uses both the true combination and its corruptions to define a training objective function that is defined as follows:

\[
\mathcal{J} = \sum_{i,j,k} [n \cdot \mathcal{L}(\eta^M_{i,j,k}) + \sum_{d=1}^{n} \mathcal{L}(\eta^M_{i,j,k})],
\]

where \(n\) denotes the number of negative samples, \(\eta^M_{i,j,k}\) denotes the model score of
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the $d$-th sampled negative corruption, $\eta^M(i, j, k)^+$ denotes the score of the true combination $(i, j, k)$, $L(s, l)$ is the model loss of the score $s$ with its true label $l$. In this context, 1 and $-1$ represent the labels for true and corrupted facts respectively. The objective loss is then minimised using the stochastic gradient descent by updating the corresponding embeddings. After iterative training of all known combinations, the model embeddings are updated towards the optimal state such that the computed scores of the true tensor combinations are greater than scores of other random combinations.

In addition to the protein function combinations, the TriVec model also optimises embeddings of protein by training on the tissue-specific protein-protein interaction using the same approach, where both protein functions and interactome are learnt jointly. In the following we discuss the TriVec model embedding interaction function i.e. scoring function and its training loss.

8.4.1 The embeddings representation

Tensor decomposition models learn scores for different tensor object combinations by factorising their corresponding embedding representations. Traditionally, these embeddings are modelled using a vector or a matrix. In the RESCAL model, embeddings of entities are modelled using vectors while embeddings of their inter-relations are modelled with matrices. The ComplEx model on the other hand models both entities and relations using only vectors. However, its vectors are complex such that each entity and relation is represented using two vectors: real and imaginary.

In our approach, we model all tensor objects using embedding vectors, where each entity is represented by three real embedding vectors. We then represent different tissue-specific protein functions as combination in a tensor as shown in Fig. 8.2. We then define the score of any tensor combinations of objects as follows:

$$\eta^M(i, j, k) = \sum_{m} [\hat{e}_{i1} \otimes \hat{e}_{j1} \otimes \hat{e}_{k3}] + [\hat{e}_{i2} \otimes \hat{e}_{j2} \otimes \hat{e}_{k2}] + [\hat{e}_{i3} \otimes \hat{e}_{j3} \otimes \hat{e}_{k1}]$$ (8.5)

where $\hat{e}_{i1}$, $\hat{e}_{i2}$, and $\hat{e}_{i3}$ represent the first, second, and third embedding vectors of the correspondence to the object of the index $i$, $m$ denotes the size of all embedding vectors.

8.4.2 Training loss

Tensor decomposition models utilise different ranking loss function techniques for modelling their training objectives. For example, the RESCAL model (Nickel et al. 2011) used square error loss defined in Eq. 4.1. On the other hand, in the TriVec model, we use 1 and $-1$ to label its true and corrupted combinations respectively. We then adopt the pointwise ranking-based
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Figure 8.2 – An illustration for the tissue-specific protein functions tensor, where each tissue represents a matrix. Tissue-specific protein function scores are represented by tensor cells, where the cell \((i, j, k)\) represents the score of the \(i\)-th protein linked with the \(j\)-th function in the \(k\)-th tissue.

logistic loss function 4.3 discussed in Chapter 4 which is known to provide efficient training for tensor factorisation models with linear time and space complexity (Trouillon et al. 2016).

8.4.3 Multi-class based training procedure

Lacroix et. al. (Lacroix et al. 2018) showed that a multi-class based training procedure can significantly enhance the predictive accuracy of tensor decomposition models like the ComplEx model. Their approach suggested replacing the corruption sampling procedure by using a 1-vs-all negative log softmax based loss. In this approach, the scores are computed for all possible first and third object corruptions of each of the true combinations. The softmax of the true combination is then maximised. This automatically leads to the minimisation of the corruptions by the nature of the softmax. Let \((i, j, k)\) be a true combination. Then, the objective function of this approach for this combination is defined as follows:

\[
\mathcal{J}_{\text{mc}} = \mathcal{J}_{\text{softmax}}(i, j, k') + \mathcal{J}_{\text{softmax}}(i', j, k) + \| (i, j, k) \|_{N3},
\]

where \(\| (i, j, k) \|_{N3}\) is the tensor nuclear norm (Lacroix et al. 2018) that is defined as

\[
\| (i, j, k) \|_{N3} = \frac{\lambda}{3} \sum_{m=1}^{M} \sum_{d=1}^{3} (|e_{id}^1| + |e_{jd}^2| + |e_{kd}^3|).
\]

The objective term \(\mathcal{J}_{\text{softmax}}(i, j, k')\) denotes the negative-log softmax loss of the corruptions of the right hand side element \(k'\), which is defined as follows:

\[
\mathcal{J}_{\text{softmax}}(i, j, k') = -\log \left( \frac{\exp(\eta_{(i, j, k')}^M)}{\sum_{k' \in E} \exp(\eta_{(i, j, k')}^M)} \right) = -\eta_{(i, j, k')}^M + \log \left( \sum_{k'} \eta_{(i, j, k')}^M \right)
\]

The objective term \(\mathcal{J}_{\text{softmax}}(i', j, k)\) is defined similarly, where it models the loss of the left
hand side element corruptions $i'$. The final objective loss for all combinations is then defined as follows:

$$J_{mc} = \sum_{i,j,k} \left[ -2 \cdot \eta^M(i, j, k) + \log(\sum_{i'} \eta^M(i', j, k)) + \log(\sum_{k'} \eta^M(i, j, k')) \right]$$

$$+ \frac{\lambda}{3} \sum_{m=1}^{M} \sum_{d=1}^{3} (|e_{id}| + |e_{jd}| + |e_{kd}|), \quad (8.6)$$

where the term $\frac{\lambda}{3} \sum_{m=1}^{M} \sum_{d=1}^{3} (|e_{id}| + |e_{jd}| + |e_{kd}|)$, the nuclear 3 norm, is a regularisation term where $\lambda$ is a configurable weight, $i'$ and $k'$ represent all possible corruptions of entity objects.

This approach is known to provide state-of-the-art results in Link Prediction using tensor decomposition due to utilising the whole vocabulary as negatives in the softmax procedure. (Lacroix et al. 2018). It also provides exponentially normalised scores that help the model enlarge the score margins between true and positive combinations.

Despite the enhancements reported by Lacroix et. al. (Lacroix et al. 2018) for this approach, it is considered a quadratic space complexity procedure. Therefore, it can have scalability issues especially on large volumes of data. We have experimented our model with the multi-class loss objective and our results have shown that the traditional ranking objective procedures provide best results in terms of both area under the ROC and precision recall curves. More details about these results are presented in Section 8.6.4.

### 8.5 Experiments

In this section we discuss the design details of the experimental data, the model training pipeline, and the evaluation protocol.

#### 8.5.1 Experimental setup

In the experiments, we evaluated the state-of-the-art tensor decomposition models including the RESCAL (Nickel et al. 2011), DistMult (Yang et al. 2015b), and ComplEx (Trouillon et al. 2016) models along with the OhmNet model and other protein function prediction methods investigated by Zitnik et. al., and we compared them to our proposed model.

A grid search was performed to obtain best hyper parameters for each model in our experiments, where the set of investigated parameters are: embeddings size $K \in \{50, 100, 150, 200\}$, margin $m \in \{1, 2, 3, 4, 5\}$ for the DistMult model, and the number of negative samples $n \in \{2, 4, 6, 10\}$. All the embedding vectors of our models were initialised using the uniform Xavier random initializer (Glorot & Bengio 2010). For all the experiments, we used batches of size
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5000, with a maximum of 1000 training iterations \textit{i.e.} epochs. The gradient update procedure is performed using the Adagrad optimiser with a fixed learning rate \( \text{lr} = 0.1 \).

8.5.2 Evaluation protocol

We evaluated the experimented models on a set of 48 tissues using both the area under the roc (AUC-ROC) and precision recall (AUC-PR) curves as established by previous works. The number of the true known tissue-specific protein function testing instances represented 10\% of all known protein function for each tissue. The negative to positive ratio is variable in different tissues, where the average negative to positive ratio is 61:1 (cf. Figure 8.1).

8.5.3 Implementation

We used the Tensorflow framework (GPU) along with Python 3.5 to perform our experiments. All experiments were executed on a Linux machine with processor Intel(R) Core(TM) i70.4790K CPU @ 4.00GHz, 32 GB RAM, and an nVidia Titan Xp GPU.

8.6 Results

In this section we present the outcome results of our experiments. We compare our proposed TriVec model to other state-of-the-art tissue-specific protein function prediction models in term of the area under the ROC and precision recall curves. We also compare different strategies for modelling the training objective for our model and other tensor factorisation models.

8.6.1 Comparison with the state-of-the-art using holdout test

Table 8.1 provides a comparison between the experimental results of the TriVec model and other state-of-the-art-models in terms of both the area under ROC and precision recall curves in a holdout test setting. The results show that the TriVec model achieves scores of 0.858 and 0.442 in terms of the area under ROC and precision recall curves respectively. This shows that the TriVec model outperforms the state-of-the-art model, the OhmNet model, with a margin that is 13\% and 32\% higher in terms of the area under ROC and precision recall curves respectively. The results also show that the TriVec model outperforms the network tissue-specific SVM model with better scores of 22\% and 57\% in terms of the area under ROC and precision recall curves respectively. The TriVec model also provides a better area under the ROC curve score with margins of 27\%, 34\%, 29\%, 32\%, 23\%, and 26\% for the Minimum Linear Embedding, Induced LINE, Collapsed LINE, Induced Node2Vec, Collapsed Node2Vec, and GeneMania models respectively. The results also show that the TriVec model outperforms the same models in terms of the area under the precision recall curve with a ratio of 25\%, 26\%, 27\%, 28\%, 30\%, and 28\% respectfully.
8.6. Results

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC-ROC</th>
<th>AUC-PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESCAL Tensor Decomposition ★</td>
<td>0.674</td>
<td>0.235</td>
</tr>
<tr>
<td>Minimum Curvilinear Embedding ★</td>
<td>0.674</td>
<td>0.248</td>
</tr>
<tr>
<td>Induced LINE ★</td>
<td>0.642</td>
<td>0.261</td>
</tr>
<tr>
<td>Collapsed LINE ★</td>
<td>0.663</td>
<td>0.271</td>
</tr>
<tr>
<td>Induced Node2Vec ★</td>
<td>0.649</td>
<td>0.283</td>
</tr>
<tr>
<td>Collapsed Node2Vec ★</td>
<td>0.697</td>
<td>0.298</td>
</tr>
<tr>
<td>GeneMania ★</td>
<td>0.683</td>
<td>0.281</td>
</tr>
<tr>
<td>Network Tissue-Specific SVM ★</td>
<td>0.701</td>
<td>0.281</td>
</tr>
<tr>
<td>Tissue-Specific Network Propagation ★</td>
<td>0.675</td>
<td>0.265</td>
</tr>
<tr>
<td>OhmNet ★</td>
<td>0.756</td>
<td>0.336</td>
</tr>
<tr>
<td>TransE</td>
<td>0.796</td>
<td>0.230</td>
</tr>
<tr>
<td>DistMult - Neg Log Softmax</td>
<td>0.796</td>
<td>0.230</td>
</tr>
<tr>
<td>DistMult - SE Loss</td>
<td>0.808</td>
<td>0.219</td>
</tr>
<tr>
<td>DistMult - Log Loss</td>
<td>0.629</td>
<td>0.055</td>
</tr>
<tr>
<td>ComplEx - Neg Log Softmax</td>
<td>0.835</td>
<td>0.344</td>
</tr>
<tr>
<td>ComplEx - SE Loss</td>
<td>0.857</td>
<td>0.337</td>
</tr>
<tr>
<td>ComplEx - Log Loss</td>
<td>0.863</td>
<td>0.411</td>
</tr>
<tr>
<td>TriVec - Neg Log Softmax (ours)</td>
<td>0.826</td>
<td>0.402</td>
</tr>
<tr>
<td>TriVec - SE (ours)</td>
<td>0.857</td>
<td>0.337</td>
</tr>
<tr>
<td>TriVec - Log Loss (ours)</td>
<td>0.858</td>
<td>0.442</td>
</tr>
</tbody>
</table>

Table 8.1 – Summary of results for the holdout test experiments of the TriVec model compared to other state-of-the-art models in terms of area under the ROC and precision recall curves. The notion ★ represents the results which are obtained from (Zitnik & Leskovec 2017).

In comparison to other tensor decomposition models, the results show that the TriVec model outperforms the RESCAL tensor decomposition model with a rate of 27% and 88% in terms of the area under the ROC and precision recall curves respectively. The results also show that the TriVec model outperforms the ComplEx model with a rate of 6% and 10% in terms of the area under the ROC and precision recall curves respectively.

8.6.2 Cross validation test results

Figure 8.3 shows the results of the k-fold cross validation test. The results show that the TriVec model outperformed all other models in terms of both the area under the precision recall and ROC curves. The results also show that the TriVec model achieved a 83% and 39% accuracy in terms of both the area under the precision recall and ROC curves respectively. These scores outperform the ComplEx model scores with margins of 3% and 5% in terms of the AUC-ROC and AUC-PR respectively. Similarly, the TriVec model scores outperform the scores of the DistMult model (80%, 16%) with a margin of 5% and 24% in terms of the AUC-ROC and AUC-PR respectively. The results also show that the random baseline model achieves 50% and
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Figure 8.3 – Summary of the area under the ROC and precision recall curve scores of the TriVec model compared to other tensor completion models in the 5-fold cross validation averaged over 5 runs.

Table 8.2 – A comparison of the area under the ROC curve scores of the TriVec and OhmNet models on the top ten accurately predicted tissues by the OhmNet model.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>TriVec</th>
<th>OhmNet</th>
<th>ComplEx</th>
<th>DistMult</th>
<th>TransE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Killer Cell</td>
<td>0.916</td>
<td>0.834</td>
<td>0.923</td>
<td>0.893</td>
<td>0.867</td>
</tr>
<tr>
<td>Placenta</td>
<td>0.989</td>
<td>0.830</td>
<td>0.938</td>
<td>0.825</td>
<td>0.754</td>
</tr>
<tr>
<td>Spleen</td>
<td>0.510</td>
<td>0.803</td>
<td>0.611</td>
<td>0.370</td>
<td>0.257</td>
</tr>
<tr>
<td>Liver</td>
<td>0.676</td>
<td>0.803</td>
<td>0.541</td>
<td>0.645</td>
<td>0.637</td>
</tr>
<tr>
<td>Forebrain</td>
<td>0.983</td>
<td>0.796</td>
<td>0.862</td>
<td>0.915</td>
<td>0.821</td>
</tr>
<tr>
<td>Macrophage</td>
<td>0.605</td>
<td>0.789</td>
<td>0.939</td>
<td>0.650</td>
<td>0.672</td>
</tr>
<tr>
<td>Epidermis</td>
<td>0.880</td>
<td>0.785</td>
<td>0.788</td>
<td>0.568</td>
<td>0.647</td>
</tr>
<tr>
<td>Hematopoietic Stem Cell</td>
<td>0.783</td>
<td>0.784</td>
<td>0.861</td>
<td>0.838</td>
<td>0.720</td>
</tr>
<tr>
<td>Blood Plasma</td>
<td>1.000</td>
<td>0.784</td>
<td>0.990</td>
<td>0.987</td>
<td>0.986</td>
</tr>
<tr>
<td>Smooth Muscle</td>
<td>1.000</td>
<td>0.778</td>
<td>0.997</td>
<td>0.953</td>
<td>0.910</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>0.834</td>
<td>0.799</td>
<td><strong>0.845</strong></td>
<td>0.764</td>
<td>0.727</td>
</tr>
</tbody>
</table>

1% scores in terms of the AUC-ROC and AUC-PR respectively.

8.6.3 A detailed comparison with other models

Table 8.2 presents the area under the ROC curve scores of the TriVec model compared to other studied methods for a selected set of 10 tissues\(^2\). The selected tissues represent the tissues where the OhmNet model achieved the best scores in terms of the area under the ROC curve. The results show that the TriVec model achieves an average area under the ROC curve score of 0.834, and it outperforms the average score achieved by the OhmNet model which achieved an average score of 0.799. However, The ComplEx model achieved the best average AUC-ROC scores with an average of 0.845. The results also show that the TriVec model achieved the best AUC-ROC scores in 5 out of 10 investigated tissues. On the other hand, the OhmNet and ComplEx models achieved the best scores on the other five tissues. The results also show that the TriVec model achieved perfect area under the ROC curve scores for 2 out of 10 of the investigated tissues.

\(^2\)We have selected the set of 48 testing tissues compiled by Zitnik et. al. (Zitnik & Leskovec 2017) to be able to compare them to their reported scores.
8.6. Results

Figure 8.4 – Summary of the area under the ROC and precision recall curve scores of the TriVec model on the investigated 48 tissues. The number numbers next to the tissues represent the number of true known protein functions testing instances for each tissue.

Fig. 8.4 presents the area under the ROC and precision recall curves scores of the TriVec model for all the 48 investigated test tissues. It also includes the number of true known protein function instances for each tissue. The figure shows that the scores have a high variance between the different tissues. Further discussions regarding the relation between the size of the training data and the outcome scores is included in Sec. 8.7.1.

8.6.4 Optimal training objective

The results in Table 8.1 also presents a comparison between the ComplEx and TriVec tensor decomposition models with different training loss functions in terms of the area under the ROC and precision recall curves. The results show that the training objective functions have an effect on the scores of both models where the best area under the ROC curve score is achieved by the ComplEx model with square error loss and the best area under the precision recall curve score is achieved by the TriVec model with the logistic loss. The results also show that the TriVec model achieves the best scores for each objective loss in 5 out of 6 combinations (score type/configuration combinations). The results also show that the scores associated with standard ranking training objectives outperform the multi-class negative logistic softmax loss in both the ComplEx and TriVec model in terms of both the area under the ROC and precision recall curves.
8.7 Discussion

In this section, we provide a discussion on the outcome results of our model where we analyse patterns found in these outcome results. We then discuss the efficiency and scalability of the explored models in this chapter. We also explore the benefits and limitations of our approach compared to other state-of-the-art approaches. Finally, we discuss the impact of our study on biological research.

8.7.1 Analysis of the evaluation results

The results shown in Figure 8.4 show that the TriVec model achieves high scores in term of both the AUC-ROC and AUC-PR metrics. However, it also shows that there is an apparent variance of the outcome scores specifically in the case of the area under the precision recall curve. We have thus performed extra analyses on the outcome results to have a better understanding of this variance. In this regard, we studied the effects of the size of both training and test data on the outcome metric scores for both the area under the ROC and precision recall curves.

Figure 8.5 shows a matrix plot of five tissue-specific data features for the TriVec models results: the area under the ROC curve, the area under the precision recall curve, the negative to positive rate, the true training data size and the true testing data size. Each point in the plot represents information corresponding to a specific tissue where all the data points were initially labelled with blue. We have then applied red labelling to tissues that have the lowest scores of 16% or lower in terms of the AUC-ROC. The histogram of the different features shows that the lowest scores correspond to the tissues with the lowest training and testing data sizes. It also shows that they also correspond to the lowest scores in terms of the area under the ROC curve. Other comparative scatter plots that compare combinations of pairs of features also show a positive correlation between the data training and testing sizes and the outcome metric scores in terms of both the area under the ROC and precision recall curves. The plot also shows that there is no correlation between the different negative to positive ratios and the outcome metric scores, where the lowest scored tissues have a wide range of evenly distributed negative to positive ratios.

8.7.2 Efficiency and scalability

The tensor factorisation models generally have different time and space complexities. For example, the RESCAL tensor factorisation model (Nickel et al. 2011) has a quadratic $O(K^2)$ time and space complexity, where $K$ is the size of the vector representation (Nickel et al. 2011). On the contrary, other methods such as the DistMult, ComplEx and TriVec models have a linear time and space complexity $O(K)$ (Yang et al., Trouillon et al. 2015b, 2016). Therefore, they are capable of producing more efficient and scalable predictions. The implementation of tensor factorisation methods is also easily portable to GPUs; they therefore, benefit from the efficiency and scalability of their architectures.
In context of protein function predictions, the OhmNet model works in a multi-phase procedure where it builds a network of protein interactions and protein functions for each tissue. It then learns embeddings of proteins and their functions within each tissue and applies a hierarchical propagation routine to merge embeddings of different tissues (Zitnik & Leskovec 2017). Despite the ability to port the implementation of the embedding learning phase of this procedure to GPUs, other phases are dependent on CPU. This results from the dependence on path searches for generating initial features for proteins and functions in the tissue-specific network.

Figure 8.6 shows a comparison between the TriVec model and other models used in this chapter in terms of the runtime required to learn embeddings of proteins within a set of specified tissues. The comparison shows that the tensor factorisation methods have different runtime values dependent on their training objective function. Figure 8.6 also shows that the

---

3We have used the set of brain sub tissues publicly available at https://github.com/marinkaz/ohmnet. All experiments are also executed on CPU only for fair comparison.
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<table>
<thead>
<tr>
<th>Runtime (Sec.)</th>
<th>TriPart-Log</th>
<th>TriPart-SE</th>
<th>TriPart-MC</th>
<th>ComplEx-Log</th>
<th>ComplEx-SE</th>
<th>ComplEx-MC</th>
<th>DistMult-Log</th>
<th>DistMult-SE</th>
<th>DistMult-MC</th>
<th>TransE</th>
<th>OhmNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>1k</td>
<td>2,527</td>
<td>2,441</td>
<td>7,686</td>
<td>8,646</td>
<td>934</td>
<td>927</td>
<td>3,606</td>
<td>849</td>
<td>9,300</td>
<td>10k</td>
<td></td>
</tr>
<tr>
<td>4k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10k</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.6 – A comparison of the runtime of the TriVec model compared to other models in learning the embedding of protein interactome in the brain related tissues.

TriVec model requires significantly less time than the OhmNet model. It, however, has higher runtime compared to other tensor completion techniques.

### 8.7.3 Limitations

The outcomes of our experiments show that our approach outperforms other approaches in terms of predictive accuracy. Our approach however, requires more computational time compared to other tensor completion methods as shown in Figure 8.6. The outcome vector representations of the OhmNet, TransE, DistMult models are single vectors with real values. They can therefore be easily consumed by different learning and analytical techniques such as embedding visualisation, clustering, classification, etc. Our approach and the ComplEx model, on the other hand, provide multi-part and complex embedding vectors respectively. They are therefore not consumable by most of the current embedding processing mechanisms.

### 8.7.4 Implications on biological research

Generally, the use of computational approaches in predicting protein functions is useful as they are free from human bias, and are therefore not influenced by prior knowledge and opinions—unlike laboratory-based methods. These approaches also bypass the need to spend a long amount of time in the laboratory and can be used to provide guidance on the direction of research within the laboratory, therefore saving both time and money. Follow-up experiments can then be carried out in the laboratory for confirmation of the computer predictions. The development of computational tissue-specific protein functions predictors are however developing slowly due to limited available supporting data (Greene et al., Zitnik & Leskovec 2015, 2017). This study hereof provides an incremental step towards building more efficient computational predictors which can provide even more scalable and accurate predictions with the currently limited available data.

We do not believe that computational methods can replace laboratory experiments in the context of our study. However it can significantly speed up laboratory experimentation by suggesting potential protein associated functions. The accuracy of prediction is therefore crucial for ensuring meaningful and beneficial suggestions. We have shown in our study that
the TriVec model outperforms other computational methods in predicting tissue-specific protein functions; it therefore, provides the lowest rates of false positives. This enhancement can thus enhance the quality of the predictions supplied to biologists. It also enables more accurate suggestions of potential tissue-specific protein related functions.
Conclusions Part IV
9 Conclusions and Future work

In this chapter, we discuss the learnt lessons and conclusions of our studies and we discuss the future directions of our work. First, we discuss the current state of the research into graph feature based methods. We also discuss knowledge graph embedding models and the challenges associated with them, and our intended future activities to extend the capabilities of embedding based approaches. We finally discuss our future direction for applying knowledge completion methods to biological use cases.

9.1 Summary

In this thesis, we investigated the problem of knowledge completion using models that rely on both graph features and embeddings. We have also presented a set of use cases for the use knowledge graph embedding models in modelling complex biological systems.

Firstly, we discussed graph feature models and their current limitations in Chapter 3, and we proposed a new graph feature model, the DSP model (Mohamed et al. 2018), which outperformed the currently available graph feature model in term of the predictive accuracy with no extra added computational cost.

Secondly, we investigated the knowledge graph embedding models which are known to achieve state-of-the-art predictive accuracy in the task of link prediction with linear time and space complexity (Trouillon et al. 2016). While these models witnessed rapid updates and developments in the recent years, these updates were mainly limited to one part of their training pipeline, the embedding interaction modelling techniques i.e. scoring functions (Nickel, Murphy, Tresp & Gabriilovich, Wang et al. 2016b, 2017). In Chapter 4, we discussed other parts of the knowledge graph embedding models such as training objectives, negative sampling techniques and hyperparameters tuning process. We showed that the choice of the training objective and negative sampling have a significant effect on the models' accuracy and scalability. We also showed that knowledge graph embedding models are sensitive to specific hyperparameters which can significantly affect their predictive accuracy.
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Thirdly, in Chapter 5, we proposed a new tensor factorisation based knowledge graph embedding model, the TriVec model (Mohamed & Novácek 2019), which models embeddings using multiple vectors. Our model used these multi-vector embedding to compute scores for knowledge graph triplets using a combination of symmetric an asymmetric procedures which allowed encoding both symmetric and asymmetric relations in knowledge graphs. We showed using experimental evaluation on standard benchmarks that our newly proposed model outperforms other state-of-the-art methods in terms of the predictive accuracy on all of the standard benchmarking datasets.

Fourthly, we discussed the use of knowledge graph embedding models in different biological applications in Chapter 6. First, we discussed the evolution of network based methods to model and analyse complex biological systems. We then demonstrated the different predictive and analytical capabilities of knowledge graph embedding models in modelling biological systems. We also executed various experiments to validate these capabilities where we demonstrated the use of knowledge graph embedding models in tasks such as predicting links between biological concepts, measure similarity between biological entities and entity clustering based on the embedding vectors. We also discussed the potential uses and applications of knowledge graph embedding models in the biological domain and their associated risks and limitations.

Finally, in Chapters 7,9,8, we introduced the use of knowledge graph embedding models in three different biological use cases: predicting drug targets, predicting polypharmacy side-effects and predicting tissue-specific protein functions respectively. In these chapters, we discussed each use case individually where we investigated previous state-of-the-art predictive techniques and showed their limitation. We also executed computational experiments where we showed that knowledge graph embedding models achieve the best predictive accuracy in terms of the area under the ROC and precision recall curves in all of the three applications. These experiments also showed that our proposed knowledge graph embedding model, the TriVec model, achieved the best predictive accuracy in all the use cases compared to all other models including other knowledge graph embedding models.

9.2 Current State of Knowledge Completion Models

In Chapter 3, we have discussed the state-of-the-art graph feature models such as the PRA and SFE models. We have also shown that these models have limited feature representation of node pairs in knowledge graph as they only depend on connecting paths between nodes as features. We have then proposed a new approach which uses a combination of connecting paths and subgraph paths to model node pairs. We have shown by experimental evaluation that our newly proposed approach outperforms the state-of-the-art approaches in terms of the mean average precision and mean reciprocal rank in knowledge based completion task on a NELL based benchmarking dataset. We have also shown that this enhancement in terms of the predictive accuracy is achieve with equivalent training time complexity to the SFE model.
We have also discussed the interpretability of graph feature models where we shown examples of interpreting model predictions using its input features. In this case, graph feature models use the weights of features learnt during the training process to represent the importance of each feature in the prediction process.

Despite the high interpretability of these models, their dependence on path features affects their scalability as path extraction process is complex and time-consuming. For example, the process of extracting path feature of node pairs on large scale knowledge graph can sometimes be infeasible due to dense node connections. The process of extracting deep path through nested path navigation is also time-consuming and significantly increases the training time of graph feature models. On the other hand, knowledge graph embedding models have linear time and space complexity which makes them superior in terms of scalability. They also excel in the task of link prediction and knowledge graph completion (Toutanova & Chen, Mohamed et al., Mohamed & Nováček 2015, 2018, 2019) where they significantly outperform graph feature models in terms of both scalability and accuracy.

9.3 Towards Explainable Knowledge Graph Embeddings

Despite the accuracy and scalability of knowledge graph embedding models, they have limited interpretability where they operate as black boxes which generate predictive scores that are difficult to relate to original knowledge. This limitation can affect the trust in the predictions of these models, especially in critical domains such as medical informatics research (Holzinger et al. 2019).

This encouraged multiple approaches for enhancing the scalability of graph embeddings using constraining training with a set of predefined rules such as type constraints (Krompass et al. 2015), basic relation axioms (Minervini et al. 2017b), etc. These approaches thus enforce the KGE models to learn embeddings that can be partially interpretable by their employed constraints.

In recent studies, researchers have also explored the interpretability of KGE models through new predictive approaches on top of the KGE models. For example, Gusmão et. al. (Gusmão et al. 2018) suggested the use of pedagogical approaches where they have used an alternative graphical predictive model, the SFE model (Gardner & Mitchell 2015), to link the learnt graph embeddings to the original knowledge graph. This approach was able to provide a new way for finding links between the embeddings and the original knowledge; however, the outcomes of these methods are still limited by the expressibility and feature coverage of the newly employed predictive models. The interpreting method in this context, also depends on graph traversal methods which have limited scalability on large knowledge graphs (Mohamed et al. 2018).
9.4 Modelling Evolving Systems

Our knowledge of the surrounding systems evolves everyday. For example, biological systems are rapidly evolving where new chemicals and drugs are introduced and different associations between biological entities are discovered. However, in this context, KGE models are unable to encode the newly introduced entities. This results from their dependence on prior knowledge which does not include the newly discovered entities. The addition of new entities also require full training of the model to learn useful embeddings which is infeasible in rapidly evolving systems with large volumes of data.

In future works, we intend to investigate the use of local retraining to allow learning knowledge graph embeddings for the new entities without retraining the models on the whole knowledge graph. We aim to achieve this by using a sample of neighbour entities in the graph for the newly introduced entities. For example, when adding new entities of locations to a general knowledge graph such as YAGO or DBpedia, the embeddings of these entities can be retrained with other associated locations and concepts only.

In the case of biological systems, this issue can be also addressed by combining knowledge graph embedding scoring procedure with other sequence and structured based scoring mechanisms. This can allow informed prediction on new unknown objects. For example, the protein sequences and chemical structures can be transformed into raw data sequences which can be transformed into embedding using convolutional filters or memory models e.g. LSTM. These embeddings can then be used along with knowledge graph embeddings in a unified neural network model to enrich encoded features of under-studied chemicals and proteins. However, such a strategy will affect the scalability of predictions due to the newly introduced components and modules for processing sequence and structure based features.

9.5 Modelling Sparse Biological Networks

Knowledge graph embedding models have proven to be an effective method for modelling complex biological network and predicting new links between biological entities (Mohamed, Nováček & Nounu, Mohamed 2019, 2020). However, the accuracy of KGE models prediction is dependent on the quality of input data where they generate the embedding representations of biological entities according to their prior knowledge. Therefore, the quality and coverage of this knowledge affects the quality of the generated embeddings. For example, there is a high variance in the available prior knowledge on proteins where well studied proteins have significantly higher coverage in most databases (The Uniprot Consortium 2015). This has a significant impact on the quality of the less represented proteins as KGE models will be biased towards the more studied (highly covered) proteins.

In future works, we intend to investigate the use of extra resource about under-represented biological entities to enrich the models knowledge about them. We specifically want to investigate the use of PubMed articles abstracts which mention under-represented entities to
9.5. Modelling Sparse Biological Networks

extract new facts about these entities. We can then add these facts to the currently available knowledge graphs to enhance their coverage, therefore, enhance the predictive accuracy of the knowledge graph embedding models operating on them.
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