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Expressive RDF Stream Reasoning via Data Parallelism in Answer Set Programming

by Le Thi Anh Thu Pham

The Web nowadays is highly dynamic with massive amounts of data being continuously generated from a huge number of devices and services across the Internet. Various application scenarios in several domains, such as environment monitoring, health care systems, and smart transportation, can hugely benefit from the ability to efficiently integrate and query data streams from these sources to provide better services. However, in such applications, it is not only capturing data streams that is important, but also the ability to extract insights from such streams, and use them to target users’ needs, preferences and constraints. For this reason, different types of complex reasoning tasks need to be efficiently designed and executed on such streams to capture the sophisticated requirements of users. Stream Reasoning is an emerging research area which focuses on providing continuous complex reasoning capabilities over data streams. However, Stream Reasoning faces many challenges not only due to their heterogeneity but also due to the exponential growth in the availability of streaming data on the Web, which severely limits the complexity of reasoning that can be used to extract actionable knowledge in a scalable and reliable way.

The key challenge addressed in this thesis is to enable expressive reasoning over massive, distributed, heterogeneous data streams in a scalable way. I address this problem by integrating Semantic Web for semantic integration, Answer Set Programming (ASP) for expressive reasoning, and Data Stream Management Systems for stream processing. The trade-off between scalability and expressivity in Stream Reasoning is considered, and parallel reasoning techniques are proposed to enhancing scalability while maintaining some of the key reasoning capabilities that are more expressive but also computationally more expensive.

The thesis addresses two research questions related to how the expressivity and scalability of a reasoner can be improved when reasoning on Semantic Web data streams. For
the first research question which targets expressivity, I propose C-ASP, a language extended from the ASP language with Resource Description Framework (RDF) streaming operators, which allows users to express complex requirements in terms of preferences and constraints, as a continuous reasoning request. The C-ASP reasoner is implemented to continuously evaluate such reasoning request when new data arrives. The experimental evaluation shows that the C-ASP engine outperforms the state-of-the-art RDF stream processing engine C-SPARQL. For the second research question which focuses on the scalability, I optimize the reasoning process of the C-ASP reasoner with a parallel approach based on data-level parallelism, and I demonstrate how the correctness of the results can be maintained. To do so, a clear characterization and formal definitions for analyzing the dependencies among input data streams are provided. The algorithms are developed to create a partitioning plan for guiding the parallel reasoning process to split data streams on-the-fly. Experiments show that applying this data-level parallelism improves the reasoning process significantly.

The research discussed in this thesis has been deployed in two real-world scenarios in the context of Smart Cities where event-driven contextual knowledge extraction is introduced, and Smart Enterprise where an Internet of Things-enabled meeting management system is developed. The former aims at continuously identifying and filtering critical events that might affect the decision making of users while the latter investigates how to enhance users’ experience in online meetings on-the-go by using mobile sensors embedded in a communication platform. By addressing the requirements of such scenarios, the prototypes demonstrate the validity and feasibility of the approach proposed in this thesis.
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Chapter 1

Introduction

Massive amounts of data are being generated every minute every day from a huge number of devices and services across the Internet. Typical sources of such data include sensors, Internet of Things (IoT) [9] devices, and social networks. They create a paradigm shift where (near) real-time data is becoming ubiquitous in all aspects of the human life. Each of dynamic data flows delivered from these sources is referred to as a data stream.

Various application scenarios have been getting benefits from data streams [10] such as Smart Cities [11], Smart Grids [12], and Remote Health Monitoring [13]. However, the explosion of highly dynamic data on the Web together with the complexity of domain applications still far exceed the computing capability of current methods and infrastructures. One of major challenges emerged among these real scenarios is the ability to perform complex reasoning over huge volumes of heterogeneous data streams in (near) real-time [14]. Different research communities including Database, Semantic Web (SW) and Knowledge Representation & Reasoning (KRR) have been focusing on the above challenge and, as a result, the new area of so-called Stream Reasoning (SR) started to develop [15].

Several methods have been proposed for processing data streams. For example, in the SW community, existing solutions extend: (i) RDF [16] (a standard model for data interchange on the Web) to RDF streams [17] with timestamps for capturing temporal properties of data; and (ii) Simple Protocol and RDF Query Language (SPARQL) [18] (a query language for RDF data) to continuous SPARQL-based query languages (e.g., C-SPARQL language [19], CQELS-QL [20], and SPARQL\textsubscript{stream} [21]) for querying over streams of RDF data. In addition, various engines have been implemented and widely used in the stream processing frameworks such as C-SPARQL [22] and CQELS [20].
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Majority of existing solutions are divided into two categories: **Data Stream Management Systems (DSMS)** [23] and **Complex Event Processing (CEP)** systems [24]. The former approach uses a so-called *window operators* [25] to transform data streams into time-stamped relations and processes them with relational algebra-based techniques [26]. The latter approach considers observable raw data as primitive events and identifies when composite events occur with a given complex event pattern constructed from some specific operators [27]. Both approaches are able to deal with the transient nature of data streams mostly based on pattern matching techniques.

These systems, however, do not meet requirements of real-world applications [28]. The complexity of such applications requires capabilities for reasoning over incomplete, diverse, and unreliable input streams together with rich background knowledge in order to extract new knowledge which supports users in decision making. Answer to this need, the research of recent years in SR focuses on coupling reasoning techniques with reactive throughput-efficient stream processing systems [29].

### 1.1 Motivation & Problem Description

The concept of Stream Reasoning (SR) was introduced by Heiner Stuckenschmidt, Stefano Ceri, Emanuele Della Valle, and Frank van Harmelen in 2010 as follows:

> SR is logical reasoning in real time on gigantic and inevitably noisy data streams in order to support the decision process of extremely large numbers of concurrent users. [30]

A more detail definition from the Encyclopedia of Database Systems is:

> SR refers to inference approaches and deduction mechanisms which are concerned with providing continuous inference capabilities over dynamic data. The paradigm shift from current batch-like approaches towards timely and scalable stream reasoning leverages the natural temporal order in data streams and applies windows-based processing to complex deduction tasks that go beyond continuous query processing such as those involving preferential reasoning, constraint optimization, planning, uncertainty, non-monotonicity, nondeterminism, and solution enumeration. [15]

Logical reasoning has been playing an important role in designing and building expert systems. Its techniques are powerful at representing complex domain knowledge and
solving NP-hard [31] problems. With these advances, using logical reasoning is a high potential direction to overcome limitations of stream processing solutions in dealing with complex decision making tasks [32]. However, the disadvantage of expressive reasoning is scalability in which the computational time may rise exponentially along with an increase of the domain complexity and the input size. This drawback gets worse in a dynamic environment where input data keeps coming and stressing reasoners. Therefore, as stated in the above definitions, SR aims at providing solutions to perform complex reasoning over highly changing data streams in (near) real time. This research trend is considered as “an unexplored yet high impact research area and new multidisciplinary approach that can provide the abstractions, foundations, methods, and tools required to integrate data streams, the SW, and reasoning systems” [14].

The capability of SR promisingly benefits numerous areas of the human life [10, 14, 33] such as managing traffic flows, monitoring public-health risks, discovering new drugs, etc. These real-world applications require systems being able to handle challenges of the trade off between complexity and scalability coming from data streams, complex domain knowledge, and user requirements and preferences. A recent survey in SR [28] listed 9 capabilities that a such system must have:

• (R1) handle volume - the amount of data,
• (R2) handle velocity - the speed of data processing,
• (R3) handle variety - the number of data types,
• (R4) cope with incompleteness - the behavior dealing with missing information,
• (R5) cope with noise - the behavior dealing with fault or misleading data,
• (R6) provide answers in a timely fashion - the ability to reasoning in (near) real time,
• (R7) support fined-grained information access - being able to access on smaller piece of information,
• (R8) integrate complex domain models - the ability to combine rich domain knowledge,
• (R9) capture what user wants - meeting requirements and preferences of the user.

In [10, 14], multiple open issues are presented when building a SR system that meets those above requirements. Such issues can be summarized in 3 big challenges which can capture all above requirements:
• Integration: among data streams coming from multiple sources with different data types or between data streams and knowledge bases (can be static or quasi-static). For example, the efficient traffic monitoring use case requires that streaming data collected from traffic sensors on roads, weather sensors, and social networks (e.g., traffic tweets on Tweeter) is combined with a background knowledge about a city such as street maps or city cultural event information. Solutions for this challenge can capture requirements R3, R7, and R8.

• Scalability: is commonly evaluated on two dimensions: the ability to perform higher complex reasoning tasks (the computational complexity) and the ability to process larger input (the input size). In the context of streaming environments, a SR system is required to provide answers for a user reasoning request in timely fashion. Solutions for this challenge can capture requirements R1, R2, R6, and R9.

• Expressivity: shows to what extent complex reasoning can be supported by a stream reasoner. Extracting new knowledge from different abstract levels of data streams and information domains requires different expressive levels. The transient nature of input information demands the system being able to manage uncertainty or inconsistency. In addition, users requirements and preferences may ask for very hard reasoning abilities such as finding all of optimal answers (i.e., non determinism) or making a plan under their constraints and preferences (i.e., combinatorial optimization). Solutions for this challenge can capture requirements R4, R5, R7, and R9.

It has been a decade since the notation of SR was first introduced. Numerous techniques have been proposed in this area. Different communities have focused on complementary aspects of processing data streams. From the SW realm, besides the development of data models, query models, and languages inspired by RDF and SPARQL [34–37], RDF stream processors have been extended with entailment regimes. For example, CSPARQL ¹ and Sparkwave [38] support RDF Schema (RDFS)² inference, TrOWL [39] and Streaming Knowledge Bases [40] support simple Web Ontology Language (OWL)³ reasoning. Several attempts in extending OWL 2 DL⁴ and its fragments, and optimizing its reasoning process by applying incremental reasoning or parallelization techniques [41–43]. Most of proposed solutions in SW focus closer to the data side so that they are normally referred to as stream processing approaches.

¹https://github.com/streamreasoning/CSPARQL-ReadyToGoPack
²https://www.w3.org/TR/rdf-schema/
³https://www.w3.org/OWL/
⁴https://www.w3.org/TR/ow2-owl2-overview/
In the KRR community, researchers study about reasoning over changing worlds long time ago under the label of temporal logic \[44\] and belief revision \[45\]. These approaches, however, mainly focus on low-volume and low-frequency data. Recently, studies in this field have been investigating on extending expressive reasoning formalisms to cope with streaming data such as in ASP \[46–48\] or in Metric Temporal Logic \[49, 50\]. Some studies focus on building theoretical foundations for SR. For example, authors in \[51\] proposed the Logic-based framework for Analyzing Reasoning over Streams (LARS) which defines a rule-based modeling language to formalize SR semantics. Proposed solutions in this community focus closer on knowledge and inferences via enabling logical reasoning in the streaming settings, so that they are normally referred to as stream reasoning approaches.

So far, SR has seen several positive outcomes addressed all mentioned challenges but they have not resolved issues completely \[28\]. On one hand, stream processing solutions can handle streams of data and timely produce new results, but they are limited in complex reasoning capabilities that are required to solve user’s sophisticated demands such as the ability to handle defaults, common sense, preferences, recursion, and nondeterminism. On the other hand, logical reasoning engines can perform such complex reasoning tasks are mostly designed to work on static or quasi-static data. Extension from these engines to work on dynamic data is not trivial because expressivity of a reasoner is known to be inversely related to its performance - the more expressive the reasoner is, the longer it takes to perform reasoning. Most of studies have focused on monotonic reasoning or restricted to some fragments of non-monotonic reasoning \[52\] in order to speed up processing time of the reasoner. Moreover, in the attempt to bridge the gap between RDF Stream Processing (RSP) and expressive reasoning, other research groups follow the approach to combine a RDF stream processor with a reasoner in a pipeline \[40, 53, 54\]. This combination is based on the principle of having a 2-tier approach where: i) a stream processor is used to filter semantic data elements, and ii) a logical reasoner is used for computationally intensive tasks. It takes advances from both stream processing solutions and expressive reasoning solutions in order to achieve a better trade-off between scalability and expressivity of a SR system. However, most of exciting engines implemented from this approach hard-code a logical reasoner as subprocess that performs repetitive reasoning to infer new knowledge from data streams and a given rule set. Therefore, they do not provide a flexible way to seamlessly integrate the stream processing and reasoning functionalities.

This thesis aims at addressing the challenge of achieving the trade-off between scalability and expressivity for a reasoner over non-noisy SW data streams. On one hand, to push the expressivity of the reasoner higher, I leverage advanced techniques from non-monotonic reasoning, namely ASP \[55\], in order to resolve complex reasoning tasks.
ASP with its stable model semantics is well-known as a powerful high expressive declarative programming language to represent rich knowledge structures and the ability of managing defaults, common sense, preferences, recursion, and non-determinism. These are complex reasoning tasks with the expensive computational cost. On the other hand, I study optimization techniques to scale up the reasoner in the dynamic environment. Scalability is referred to as the ability to provide answers in an acceptable time when the throughput increases and the reasoning gets computationally intensive. In summary, my thesis focuses on tackling a research question “How to perform non-monotonic reasoning based on ASP over RDF data streams in a scalable way?”.

1.2 Research Questions

To address the main research problem mentioned above, the following questions need to be answered:

RQ1: How to enable complex reasoning based on ASP over RDF data streams?

At the beginning of this research, I explore the combination of advances in RDF stream processing techniques and ASP to address the expressivity concern. Instead of hard-coding an ASP solver as a reasoner over RDF data streams as in [40, 53, 54], I investigate an integration between SPARQL-inspired query languages which define a setting for continuously querying RDF streams and ASP-Core-2 [56] has been standardized as an input language format which can perform one-shot reasoning over data in form of predicates. This integration allows users to describe their sophisticated requirements and preferences via a continuous reasoning request which can be processed seamlessly by an ASP-based reasoner on RDF streaming data.

RQ2: How to scale up the reasoning process over RDF data streams under stable model semantics of ASP?

While RQ1 investigates on the expressivity of an RDF stream reasoning engine, the second research question concerns about its scalability. The strong declarative aspect of ASP can modeling and solving complex problems on domain-specific knowledge including incomplete information, defaults, and preferences, but it is very costly to compute answer sets (i.e., solutions of a reasoning task). In addition, in the streaming setting, the reasoner needs to return results faster than when new input arrives in order to maintain the stability. I break this question into two sub-questions to consider:
• RQ2.1: Which information is relevant to the reasoning process and how it can be used to optimize the reasoning performance?

To scale up the RDF stream reasoner, the first sub research question aims at discovering information pieces that are relevant to the reasoning process. Two typical information sources for this investigation are user-defined continuous reasoning requests and input data streams. In this way, the characteristics of semantic structures from both input-driven and domain-driven dimensions are studied.

• RQ2: How to use such information found in RQ2.1 efficiently to speed up the reasoning process without losing the correctness of reasoning results?

In this second sub research question, a method to enhance the stream reasoning process using the semantic structures defined in RQ2.1 is studied. Moreover, in the optimization step, stable model semantics of ASP need to be taken into account for guaranteeing the accuracy of reasoning results.

1.3 Hypotheses

The research in this thesis stands on these following hypotheses:

\( H1 \). The continuous extension of the ASP language with the RDF streaming features provides a higher expressivity to capture users’ sophisticated requirements and preferences.

\( H2 \). Partitioning an input window in which data is independent helps to reduce the reasoning cost of an expressive stream reasoner. Moreover, the total time when reasoning sequentially over such partitions of the input window can be smaller than the reasoning time over the whole window under the circumstance of monotonically increasing reasoning time.

\( H3 \). The semantic dependencies between input data streams play an important role in the reasoning process in terms of its performance and the correctness of results. These dependencies can be captured based on the structure of a given reasoning request and can be decomposed in such a way to enable parallel reasoning and maintain the correctness of results.

\( H4 \). Parallel reasoning over partitioned data streams when taking into account input dependencies can reduce the cost of the reasoning process and maintain the correctness of combined reasoning results.
1.4 Overview of The Proposed Approach

The goal of this thesis is to provide an efficient and effective solution to perform complex reasoning based on ASP over RDF data streams in a scalable way, i.e., providing answers for the research questions mentioned in Section 1.2. The proposed approach constitutes these following main elements:

- A continuous ASP-based reasoning language for RDF streams. This piece of work answers the research question RQ1 and validates the hypothesis H1. A language is extended from the ASP language with features of the continuous SPARQL query language to reasoning continuously over RDF streams. This language should provide a rich declarative way to express users’ complex requirements and preferences in the form of so-called a continuous reasoning request. Such request should be registered into an expressive reasoner and be processed continuously whenever new data arrives.

- Input-driven dependency characterization. This element answers the research question RQ2.1 and validates the hypotheses H2 and H3. First, the key features which potentially affect the scalability of an expressive reasoner are identified. The correlation between such features and their impact on the reasoner’s performance are empirically evaluated under the assumption of independent input data (H2). Later, dependencies among input data are taken into account for a further investigation on their significant impact on the reasoning performance in a streaming scenario. These dependencies can be discovered based on the structure of rules defined in the continuous reasoning request. This rule set is restricted to be under the stratified negation fragment of normal ASP, which ensures uniqueness of the solution. This work extends from study about dependency graph in ASP [2, 57] to capture relationships among input data streams (H3).

- Input-driven parallel reasoning. This functionality answers the research question RQ2.2 and validates the hypotheses H3 and H4 by following the data partitioning approach. The analysis of input dependencies in the previous piece of work is used to construct a plan for partitioning input data (H3). This plan will guide the reasoner to split input data into chunks on-the-fly and process them in parallel while maintaining the correctness of the combined results (H4).

1.5 Contributions

The contributions of the research in this thesis include:
1. A continuous reasoning language, namely the C-ASP language, which is extended from ASP with RDF streaming features, to enable ASP-based reasoning over RDF data streams. This language is able to capture users’ sophisticated requirements and preferences.

2. An ASP-based stream reasoner, namely the C-ASP reasoner, which processes the C-ASP language and performs complex continuous reasoning over RDF streams. This reasoner outperforms the state-of-the-art stream processor C-SPARQL.

3. A formal method for analyzing dependencies among input data based on the structure of a C-ASP reasoning request. This method characterizes different relationships between two predicates appearing in the input data in form of so-called input dependency graph.

4. Algorithms for building the input dependency graph from the C-ASP request, constructing a partitioning plan from this graph, and guiding the parallel reasoning process in C-ASP to split input data on-the-fly and combining reasoning results.

5. Formal proof that guarantees the correctness of the approach under the stable model semantics of ASP.

6. Extension of the C-ASP reasoner with input-driven parallelization for validation and testing proposed algorithms.

7. The implementation of two scenarios as demonstrators to validate the proposed approach in the area of Smart Cities and Smart Enterprise applications.

1.6 Thesis Outline

The rest of the thesis is organized as follows:

- Chapter 2 presents the preliminaries for this research, which involves SW, ASP, and SR. It defines the terminologies and notations used in the theoretical design phase of the approach.

- Chapter 3 summarizes the related works regarding to research questions mentioned in Section 1.2. Firstly, the classification of existing solutions in SR is described, and followed by a discussion about achievements and limitations of current methods in each category. Secondly, the works of parallel reasoning over data streams are reviewed.
• Chapter 4 focuses the research question \textit{RQ1} associated with hypothesis \textit{H1}. An extension of the \textit{ASP} language with \texttt{PREFIX}, \texttt{FROM}, \texttt{STREAM}, and \texttt{WINDOW} clauses from the continuous \textit{SPARQL} language, namely the C-ASP language, is presented. In addition, an implementation of a so-called C-ASP reasoner which processes the proposed continuous reasoning language is described. Finally, the chapter reports experimental results showing C-ASP performances.

• Chapter 5 addresses the research question \textit{RQ2.1} associated with hypotheses \textit{H2} and \textit{H3}. In the first part, it details the effort in enhancing the scalability of the C-ASP reasoner over RDF streams with the case of independent input data streams. In the second part, this chapter presents a formal method to analyze dependencies among input data within a window and provides algorithms to build this dependency graph.

• Chapter 6 focuses the research question \textit{RQ2.2} associated with hypotheses \textit{H3} and \textit{H4}. It describes how dependencies discovered in the previous chapter can be used to improve the performance of the C-ASP reasoner. Algorithms for constructing a partitioning plan and on-line splitting input data to enable parallel reasoning is elaborated. Proofs for the correctness of reasoning results are also provided in this chapter. At the end, it details an extension of C-ASP with this parallel approach and the evaluation of efficiency.

• Chapter 7 validates the practicality of the C-ASP reasoner by deploying it in Smart City and Smart Enterprise applications, namely the contextual event filtering system and the IoT-enabled meeting management system. In particular, the chapter reports the descriptions of such applications, their functionalities, as well as the contribution of the C-ASP reasoner in those scenarios.

• Chapter 8 concludes the achievements and limitations of this research and discusses the potential future research.

1.7 Publications

Contributions of this work have been published in various relevant international conferences and journals as follows:

Chapter 1. Introduction


In addition, some parts of this work are described in project deliverables as follows:

**Project: Real-Time IoT Stream Processing and Large-scale Data Analytics for Smart City Applications**


- João Fernandes, Dan Puiu, Thorben Iggena, Daniel Kuemper, Marten Fischer, Sefki Kolozali, Nazli Farajidavar, Daniel Puschmann, Feng Gao, Thu-Le Pham,


Project: Enabling the Internet of Everything: a Linked Data infrastructure for networking, managing and analyzing streaming information

Chapter 2

Background

This chapter provides the background information used in the research of this thesis. The chapter is started with basic concepts in SW and SW in the streaming setting. Subsequently, the underlying concepts and relevant methodologies in ASP are presented. Finally, the chapter details the development of the SR area.

2.1 Semantic Web

SW is about connecting facts rather than linking to a specific document or an application as in the traditional World Wide Web (WWW). It uses machine-accessible knowledge to abstract from web documents and applications. This thesis uses various SW techniques. In this section, the data models as well as the SW streams are presented.

2.1.1 Data Models

RDF\(^1\) is a framework proposed by the WWW Consortium (W3C)\(^2\) for standardizing data interchange on the Web. RDF models the SW data in the form of *triples*, each consisting of a subject, a predicate, and a object. An RDF triple encodes a statement which is a claim about the world by describing a relation (represented by the predicate) between two entities (represented by the subject and the object). Figure 2.1 visualizes a triple as a simple graph with two nodes represented for the subject and the object in ovals and a directed link represented for the predicate.

---

1. [https://www.w3.org/TR/rdf11-concepts/](https://www.w3.org/TR/rdf11-concepts/)
2. [https://www.w3.org/Consortium/](https://www.w3.org/Consortium/)
RDFS\(^3\) provides the data-modeling vocabulary for RDF data. It extends the basic RDF vocabulary with terms which allow describing classes (i.e., groups of related resources), property domains and ranges, taxonomies (i.e., classes and properties hierarchies), RDF containers, RDF collections, and so on. RDFS provides basic elements for the description of ontologies and enable inference, namely the RDFS entailment, to infer implicit RDF statements from explicitly specified ones. Figure 2.2 illustrates an example of the RDFS inference based on class hierarchies.

OWL\(^4\) aims at leveraging advances of expressive and reasoning power of description logic to the SW. It extends RDF and RDFS by adding more vocabulary for representing richer types of properties and classes (e.g., symmetric properties, enumerated classes, etc) and more expressive relations among them (e.g., disjointedness, exactly one, equality, etc). However, OWL semantics is not fully compatible with RDF/RDFS semantics. To partially overcome this problem, OWL provides three increasingly expressive sub-languages: OWL Lite, OWL DL, and OWL Full.

SPARQL\(^5\) is a SQL-like query language for retrieving and manipulating data stored in the RDF format. Moreover, with the availability of SPARQL specification for web service, it currently serves as an RDF data access protocol. The results of a SPARQL query

\(^3\)https://www.w3.org/TR/rdf-schema/
\(^4\)https://www.w3.org/TR/owl-features/
\(^5\)https://www.w3.org/TR/rdf-sparql-query/
over an RDF dataset varies depending on reasoning types supported by the SPARQL
engine implementation. Listing 2.1 expresses a basic SPARQL query over the RDF
graph shown in Figure 2.2. This query asks for Ids of any events available in the
graph. \{Event\_01\} is answer of the query with no reasoning support while \{Event\_01, Event\_02\} is result with the RDFS entailment support.

2.1.2 Semantic Web Streams

Moving from static data to streaming data, the very first notable update is in the RDF
data model with temporal properties. The RDF data stream model is extended from
RDF data with two main dimensions: data item (i.e., the minimal information unit in
the stream) and time annotation (i.e., a set of time instants associated with each data
item). The first extension, which is also the most popular, is the one in which an RDF
statement is enriched with one timestamp \(t\), e.g. \([20, 21, 34, 58]\). It reports that the
RDF statement is valid at \(t\). The second extension is adopted with two timestamps \(t_s\)
and \(t_e\), e.g. \([36, 59, 60]\). The semantics that is usually associated to these timestamps is
a time interval in which the RDF statement is valid. Listing 2.2 (a) and (b) (in Turtle\(^6\)-
like syntax) shows examples for such time-annotated RDF statement. The first three
elements in each row define an RDF statement while the fourth element in the square
brackets identifies timestamps. Listing 2.2 (a) reports that an event\(_1\) is detected at
dangan street at timestamp \(t = 1\) while Listing 2.2 (b) describes an event\(_2\) is detected
at newcastle street during the period of time from 1 to 6. The third extension proposes
to use an RDF graph as an informative unit and associates it with one timestamp, e.g.
\([61]\). An example for this extension is illustrated in Listing 2.2 (c) (in Trig\(^7\)-like syntax)
which describes an RDF graph \(g_1\) including two RDF statements and being valid at
timestamp \(t = 2\).

In the following, the basic concepts in RSP are formalized and adopted from \([4, 34, 59, 62]\).

\(^6\)https://www.w3.org/TR/turtle/
\(^7\)https://www.w3.org/TR/trig/
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Listing 2.2: Samples for the enrichment of the RDF data model

| (a) | event1 : detectedAt : dangan [1] |
| (b) | event2 : detectedAt : newcastle [1, 6] |
| (c) | :g1 { |
|     | :event3 : detectedAt : thomas |
|     | :event3 : detectedSource : sensors |
|   } | [2] |

Figure 2.3: An RDF stream of booking hotels

Definition 2.1. A time line $T$ is an infinite, discrete, ordered sequence of time instants $(t_1, t_2, ...)$, where $t_i \in N$. A time unit is the difference between two consecutive time instants $(t_{i+1} - t_i)$ and it is constant.

Definition 2.2. A timestamped RDF statement is a pair $(d, t)$, where $d$ is an RDF statement and $t \in T$ is a time instant.

Definition 2.3. An RDF data stream $S$ is a (possibly infinite) bag (multi-set) of timestamped RDF statements in non-decreasing time order:

$$S = (d_1, t_1), (d_2, t_2), (d_3, t_3), ...$$

Example 2.1. A travel company records the bookings from users to hotels that are available on its website in Figure 2.3. An RDF stream $S$ of the bookings is as follows:

$$\begin{align*}
(: \text{user1} : \text{book}, : \text{hotelA}, 2) \\
(: \text{user3} : \text{book}, : \text{hotelB}, 8) \\
(: \text{user4} : \text{book}, : \text{hotelC}, 8) \\
(: \text{user4} : \text{book}, : \text{hotelA}, 15) \\
\ldots
\end{align*}$$

The statements assert that user1 and user4 booked hotelA at timestamps 2 and 15, user3 booked hotelB and user4 booked hotelC at the same time instant $t = 8$. 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 t
d1 d4
d3
d2
:user1 :book :hotelA
:user4 :book :hotelA
:user3 :book :hotelB
:user4 :book :hotelC
2.2 Answer Set Programming

ASP emerged in the 1990s from Logic Programming and Non-monotonic Reasoning as a declarative problem solving paradigm [1, 55, 63–67]. The Figure 2.4 illustrates this declarative approach. Compare to the traditional way of solving a problem by telling a computer how to solve a problem, the declarative paradigm tackles a problem with a different perspective by focusing on how to state a problem and leaving a solving process to the computer. The declarative approach models the given problem by creating its formal representation. The solving process automatically extracts an implicit state space from this representation and outputs results after exploring the state spaces with its sophisticated search algorithms. Those results are interpreted as solutions of the original problem.

The fundamental idea of ASP is to express a given problem into so-called logic program. The models of this logic program provides the solutions to the original problem, namely answer set or stable models, under the stable models semantics which introduced by Michael Gelfond and Vladimir Lifschitz in 1988 [63]. In what follows, I provide the syntax and semantics of ASP in Section 2.2.1 and Section 2.2.2, respectively. Section 2.2.3 is devoted to the ASP solving paradigm and Section 2.2.4 presents the optimization in ASP.

2.2.1 Syntax

As common in ASP, I denote uppercase letters or strings starting with an uppercase letter for variables while lowercase letters or strings starting with lowercase letter for constants, predicates, or atoms. In addition, function symbols are not considered.

**Definition 2.4.** A term is either a variable or a constant.

**Definition 2.5.** An atom is an expression \( p(t_1, \ldots, t_n) \), where \( p \) is a predicate of arity \( n \) and \( t_1, \ldots, t_n \) are terms.
Definition 2.6. A literal is either a positive literal \( p \) or a negative literal \( \neg p \), where \( p \) is an atom.

Definition 2.7. A disjunctive rule \( r \) is of the form:

\[
a_1 \lor \ldots \lor a_n \leftarrow b_1, \ldots, b_k, \neg b_{k+1}, \ldots, \neg b_m
\]

where \( a_1, \ldots, a_n, b_1, \ldots, b_m \) are atoms and \( n \geq 0, m \geq k \geq 0 \).

“\( \neg \)” is called negation as failure, default negation, or weak negation. A rule \( r \) of the form above is normally composed by the head (i.e, the disjunction \( a_1 \lor \ldots \lor a_n \)) and the body (i.e, the conjunction \( b_1, \ldots, b_k, \neg b_{k+1}, \ldots, \neg b_m \)). Bellow are some notations to distinguish parts of a rule \( r \):

- the head of \( r \): \( H(r) = \{a_1, \ldots, a_n\} \)
- the positive body of \( r \): \( B^+(r) = \{b_1, \ldots, b_k\} \)
- the negative body of \( r \): \( B^-(r) = \{b_{k+1}, \ldots, b_m\} \)
- the body of \( r \): \( B(r) = B^+(r) \cup B^-(r) \)

A rule \( r \) is called:

- a fact if \( B(r) = \emptyset \)
- a constraint if \( H(r) = \emptyset \)
- a normal rule if \( |H(r)| = 1 \)
- a positive rule if \( B^-(r) = \emptyset \)
- a Horn rule if it is positive and normal
- a safe rule if each variable in \( r \) also appears in at least one positive literal in the body of \( r \)

Recursive rules are rules where some body predicate depends, directly or transitively, on a predicate in the head. Intuitively, recursion through negation (or unstratified negation) happens when two or more predicates are mutually defined over not such as \( \{b \leftarrow \neg a, a \leftarrow \neg b\} \).

Definition 2.8. An ASP program (or program) is a finite set of safe rules.
Example 2.2. Consider the graph $N$-coloring problem with three colors red, green and blue ($N = 3$) and the directed graph as in Figure 2.5. An ASP program expressing this 3-coloring problem is illustrated in Listing 2.3. Line 1, 2, and 3 are facts which represent the directed graph and available colors via predicates \texttt{node}, \texttt{edge}, and \texttt{col}. Line 4 is a disjunctive rule (notation $|$ in Clingo source code is similar to notation $\cup$ in the logic program). Line 5 is a constraint to eliminate unwanted candidate solutions.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig25.png}
\caption{A directed graph}
\end{figure}

1 \texttt{node(1).node(2).node(3).node(4).node(5).}
2 \texttt{edge(1,2).edge(2,1).edge(2,3).edge(2,4).edge(2,5).edge(3,1).edge(4,3).edge(4,2).edge(5,4).}
3 \texttt{col(red).col(blue).col(green).}
4 \texttt{color(X,red) \mid \text{color(X,blue) \mid color(X,green) :- node(X).}}
5 \texttt{:- edge(X,Y),col(C),color(X,C),color(Y,C).}

Listing 2.3: An ASP program for graph 3-coloring (with Clingo format input)

2.2.2 Semantics

In this section, I describe the semantics of an ASP program which is based on the answer set semantics originally proposed by Gelfond and Lifschitz in 1991 [68].

Definition 2.9. A term, an atom, a literal, a rule, or a program is \textit{ground} if no variable occurs in it.

Definition 2.10. Given a program $P$, the \textit{Herbrand Universe} $U_P$ is a set of all constants occurring in $P$ and the \textit{Herbrand Base} $B_P$ is a set of all possible ground atoms constructible from predicates appearing in $P$ with constants in $U_P$.

Example 2.3. Consider the program $P$ as in Example 2.2. The Herbrand Universe and a snapshot of the Herbrand Base as follow:

$U_P = \{1, 2, 3, 4, 5, \text{red}, \text{blue}, \text{green}\}.$

$B_P = \{\text{node}(1), \text{node}(\text{red}), \ldots, \text{edge}(1,1), \text{edge}(1,\text{blue}), \ldots, \text{col}(1), \text{col}(\text{green}), \ldots, \text{color}(3,4), \text{color}(5,2), \text{color}(2,\text{green}), \ldots\}.$

For any program $P$: 


• $grnd(r)$ denotes the set of ground rules obtained by substituting variables in a rule $r \in P$ with constants in $U_P$ in all possible ways and the ground program $P$.

• $grnd(P)$ denotes the ground program of $P$ which is a collection of $grnd(r)$ for all $r \in P$ ($grnd(P) = \bigcup_{r \in P} grnd(r)$).

• An interpretation of $P$ is a subset of Herbrand Base $B_P$.

**Definition 2.11.** (Satisfaction) Let $a_g$ be a ground atom, $r_g$ be a ground rule of a rule $r$ ($r_g \in grnd(r)$), and $P$ be a program. Consider an interpretation $I \subseteq B_P$, the satisfaction relationship ($\models$) between $I$ and $a_g, r_g, r, P$ is defined as follow:

- $I \models a_g$ iff $a_g \in I$
- $I \models \neg a_g$ iff $a_g \notin I$
- $I \models B(r_g)$ iff $B^+(r_g) \subseteq I$ and $B^+(r_g) \cap I = \emptyset$
- $I \models H(r_g)$ iff $H(r_g) \cap I \neq \emptyset$
- $I \models r_g$ iff ($I \models B(r)$ implies $I \models H(r)$)
- $I \models r$ iff $I \models r_g \ \forall r_g \in grnd(r)$
- $I \models grnd(P)$ iff $I \models r_g \ \forall r_g \in grnd(P)$
- $I \models P$ iff $I \models r \ \forall r \in P$

The answer sets of a program $P$ are defined in two steps by using its ground program $grnd(P)$: first defines the answer sets of positive disjunctive programs, then reduces the general programs to positive ones and checks a stable condition. An intuitive answer set semantics for positive programs are minimal models which is defined as follow:

**Definition 2.12.** An interpretation $I \subseteq B_P$ is minimal model of a positive program $P$ if $I \models P$ and $\nexists M \subset I$ such that $M \models P$.

**Definition 2.13.** The Gelfond-Lifschitz (GL) reduct $P^I$ of a program $P$ relative to an interpretation $I$ is defined by:

$$P^I = \{H(r) : \neg B^+(r) \mid r \in P \text{ and } B^-(r) \cap I = \emptyset\}$$

The GL reduct of $P$ reduces the general program $P$ to its positive program by:

- deleting all ground rules $r_g \in grnd(P)$ for which $B^-(r_g) \cap I \neq \emptyset$ holds, and
- deleting all negative bodies from the remaining ground rules.
Definition 2.14. Given a program $P$ and an interpretation $I$ of $P$. $I$ is an answer set (or stable model) of $P$ if $I$ is a minimal model of $P$.  

Example 2.4. The program in Example 2.2 has 6 answer sets (predicates node, edge, and col are removed):

$I_1 = \{\text{color}(1, \text{blue}), \text{color}(2, \text{green}), \text{color}(3, \text{red}), \text{color}(4, \text{blue}), \text{color}(5, \text{red})\}$
$I_2 = \{\text{color}(1, \text{red}), \text{color}(2, \text{green}), \text{color}(3, \text{blue}), \text{color}(4, \text{red}), \text{color}(5, \text{blue})\}$
$I_3 = \{\text{color}(1, \text{green}), \text{color}(2, \text{blue}), \text{color}(3, \text{red}), \text{color}(4, \text{green}), \text{color}(5, \text{red})\}$
$I_4 = \{\text{color}(1, \text{red}), \text{color}(2, \text{blue}), \text{color}(3, \text{green}), \text{color}(4, \text{red}), \text{color}(5, \text{green})\}$
$I_5 = \{\text{color}(1, \text{green}), \text{color}(2, \text{red}), \text{color}(3, \text{blue}), \text{color}(4, \text{green}), \text{color}(5, \text{blue})\}$
$I_6 = \{\text{color}(1, \text{blue}), \text{color}(2, \text{red}), \text{color}(3, \text{green}), \text{color}(4, \text{blue}), \text{color}(5, \text{green})\}$

2.2.3 The ASP solving paradigm

Following the declarative paradigm, the ASP solving process is depicted in the Figure 2.6. This solving process includes two steps in a pipeline. In the first step (so-called the instantiation or grounding step), a grounder generates a variable-free program of the input program. In the second step (so-called the solving or model searching step), a solver computes answer sets of the grounded program. Those answer sets are interpreted as solutions of the original problem.

The grounding phase generates a ground program (i.e., the propositional program) that does not contain any variable by replacing the variables with all the constants appearing in the program. This ground program has the same answer sets as the original program and is considered as input for the solving phase. Over the past 25 years, various efficient grounders have been developed, including DLV grounder [69], Gringo [70, 71], Lparse [72, 73], GIDL [74], psgrnd [75].

The solving phase takes the output of the instantiation phase and computes answer sets. Informally, this solving step consists of two subtasks [55]: generate candidate models and
checking whether these candidate models are stable. The number of candidate models in the first subtask is potentially exponential and the procedure in the second subtask to decide if a candidate model is a stable model is NP-complete [76]. Therefore, the efficient realization of this phase is needed to enhance the performance of the whole ASP system. The availability of ASP solvers is very various such as Smodels [77], Platypus [78], DLV solver [79], nomore++ [80], GnT [81], assat [82], Cmodels [83], Wasp [84], and Clasp [85].

Instead of offering grounders and solvers individually, the ASP community has combined them into a monolithic system, e.g., Clingo [86] couples the grounder Gringo and the solver Clasp, DLV integrates the DLV grounder and DLV solver. Meanwhile, several Application Programming Interfaces (APIs) have been developed, which allow an embedding program to interact with an ASP system such as the interaction between ASP and Java is supported in DLV Wrapper [87], JASP [88], and EmbASP [89]; the combination of ontologies and reasoning modules is developed in ONTODLV API [90]; the embedding of ASP in Python and Lua programs is available in Gringo and Clasp. In addition, integrated development environments (IDEs) are also available with supportive tools for editing, debugging, testing, and visualizing such as SeaLion [91] and ASPIDE [92].

Due to the availability of a rich modeling language [93] together with efficient systems and engineering environments [94], ASP has been successfully applied in widespread applications in both research and industry fields. For example, the recent paper [95] reports these ASP applications in robotics, bioinformatics, and industry. In robotics, ASP has been used to: generate optimal plans of actions of multiple robots within a given time [96, 97], diagnose failures in the plan execution [98], rearrange multiple movable objects in a cluttered surface [99]. In bioinformatics, [100] and [101] model a biological signaling network and biochemical reactions, [102] reconstructs phylogenies, [103] studies protein structure prediction, and [104, 105] answer complex queries over biomedical ontologies with ASP. In industry, ASP has been integrated in e-tourism [106] to advice promising offers for customers, in workforce management of the Gioia Tauro seaport [107], or in intelligent phone-call routing platform, namely zLog8, of the Exeura company.

### 2.2.4 Optimization in ASP

All of current competitive ASP reasoners imitate semantics as defined in Section 2.2.2 by implementing the 2-tier approach as in Figure 2.6. The grounding phase in ASP

---

systems may be very computationally expensive since the generated ground program is probably of exponential size in regard to the input program. For example, considering the following program which contains one rule and two facts:

\[
\text{fact}(1), \text{fact}(2), \newfact(X_1, \ldots, X_n) : \neg \text{fact}(X_1), \ldots, \text{fact}(X_n).
\]

The instantiation generates \(2^n\) ground rules, corresponding to \(n\) variables \(X_1, \ldots, X_n\) over two constants 1 and 2. The output of this grounding phase is the input of the model searching phase. Hence, an efficient grounder plays an important role in the performance of the whole system.

To enhance the instantiation process, substantial efforts have been focused on extending optimization techniques [108]. The most relevant ones can be recalled such as backjumping techniques [109–111] exploit the semantic and the structural information of a rule to reduce the number of useless ground rules [112]; join-ordering methods reorder the body literals of a rule during the grounding process [113]; program rewriting strategies, which inspired from query optimization techniques in relational algebra, automatically rewrite rules by rearranging their projections and selections in the execution tree [114]; dynamic magic sets, which extended from the magic set technique [115], exploit the information provided by the magic predicates in disjunctive programs [116]; and parallel techniques allows for performing concurrent instantiations [57].

Other efforts have been putting restrictions in the syntax of a logic program to improve the grounding step [55]. For instances, Lparse imposes rules on the domain restriction in which very each variable in a rule must appear in some positive domain predicate (i.e., predicates that are not defined via recursive negation or choice rules) [117]. Another restriction on rules which are more relaxed than the domain restriction can be found in DLV or Gringo, namely rule safety [1, 69]. A rule is safe if every variable in that rule occurs in some positive body literal whose predicate is not a built-in comparison predicate.

For the solving phase, different approaches and extensions have been implemented in those ASP solvers. One approach constructs sophisticated search algorithms from the Davis-Putnam-Logemann-Loveland procedure which was introduced in [118], e.g., in Smodels, nomore++, and DLV. Another approach utilizes advances of SAT solvers [119], e.g., in assat and Cmodels. An extension of the Conflict-Driven Clause Learning [120] is implemented in Wasp and Clasp. Clasp is enhanced with parallel evaluation methods in [121]. Recently, there are some efforts on applying machine learning techniques to identify the best solver among existing solvers to deal with a particular input program [122, 123].
To close this section, I provide the concept of dependency graph [2, 57, 69] which is widely used in ASP to enable parallelism in the grounding step. This concept is considered as a tool to analyze the structure of non-ground answer set programs so that it helps to enable parallel instantiation algorithms in generating a much smaller ground program equivalent to a given logic program. To do so, the grounders generates instances of rules containing only atoms which can possibly be derived from a given program by taking into account the dependencies among intensional database (IDB) predicates.

According to the database terminology, a predicate occurring only in facts is referred to as an extensional database (EDB) predicate, all others as IDB predicates. EDB predicates are relations stored in a database, while IDB ones are relations defined by one or more rules. Thus, an IDB predicate can appear in the body or head of a rule while an EDB predicate is only in the body.

**Definition 2.15.** Let $P$ be a program. The dependency graph of $P$ is a directed graph $G_P = \langle N, E \rangle$, where $N$ is a set of nodes and $E$ is a set of arcs. $N$ contains a node for each IDB predicate of $P$, and $E$ contains an arc $e = (p, q)$ if there is a rule $r$ in $P$ such that $q$ occurs in the head of $r$ and $p$ occurs in a positive literal of the body of $r$.

**Example 2.5.** Consider the following program $P$, where $a$ is an EDB predicate:

$$
\begin{align*}
p(X, Y) \lor s(Y) & : -q(X), q(Y), not \ t(X, Y). \\
q(X) & : -a(X).
p(X, Y) & : -q(X), t(X, Y).
t(X, Y) & : -p(X, Y), s(Y).
\end{align*}
$$

The dependency graph of $P$ is illustrated in Figure 2.7 where $a$ is not appeared in the graph since it is an EDB predicate.

![Figure 2.7: A example of a dependency graph [2]](image)

**2.3 Stream Reasoning**

Stream reasoning (SR) emerged as a research trend provides solutions for applying logical reasoning techniques over massive data streams in the scalable way [30]. In particular, SR performs a set of logical rules, which express knowledge bases and reasoning tasks, on input streams and derives actionable knowledge. The research on SR has been rooted from different research areas: Active Database Management (ADM) [124], Data Stream Management Systems (DSMS) [4] and Complex Event Processing (CEP) [27], and logical reasoning [125]. In fact, SR requires new theoretical investigations that go beyond those research areas such as which logical language is most appropriate or how to define
soundness and completeness for stream reasoning. Since the term SR introduced, this area has seen multiple promising results and various applications have been built on the top of them.

2.3.1 Conceptual Architecture

Figure 2.8 shows the conceptual architecture of a SR system. The stream reasoner takes multiple data streams as inputs and produces outputs as streams. Input streaming data are considered as infinite sequences of time-varying data elements [29], and once a data element has been streamed by, it can not be revised. The output streams can be stored or processed by other streaming systems. The stream reasoner also requires stored knowledge bases to provide richer answers. The knowledge bases should be static or infrequently updated. Similar to stream processing systems where users can register continuous queries, continuous reasoning requests can be registered at the stream reasoner. Those requests are evaluated continuously based on a combination of input streams and knowledge bases. The reasoning requests are expected to have higher expressivity than queries so that they can capture more sophisticated requirements of users.

2.3.2 Stream Reasoning Development

The rise of data streams has evoked new challenges about managing, processing, querying, and reasoning over infinite sequences of data with high frequency rate. In this
section, I highlight two most prominent approaches that led to the growth of the SR research area: DSMS [4] and CEP [27].

**DSMS** solutions have been developed in the database community in order to cope with high rates of data updates. Extending from the ADM approach [126], DSMS adds the concept of *stream* as follows:

A stream $S$ is a (possibly infinite) bag (multi-set) of elements $\langle s, \tau \rangle$, where $s$ is a tuple belonging to the schema of $S$ and $\tau \in T$ is the timestamp of the element. [4]

A stream is usually unbounded but at a given timestamp, the number of elements is finite. There is no assumption on data arrival order. Size and time constraints of DSMS applications make it difficult to store and process data elements after their arrival. They require an in-flow processing model.

A conceptual architecture for DSMS is reported in Figure 2.9 which is directly taken from [3]. A DSMS system is modeled as a set of continuous queries $Q$, $n$ input streams ($n \geq 1$), and four possible outputs:

- *(Derived)* stream is intermediate elements in the answer produced by operators in the query once and never changed.
- *Store* is to keep elements of the answer that may be changed or removed at a certain point in the future.
- *Scratch* is considered as working memory of the system. It keeps data which is not part of the answer but may be needed in computing the answer.
- *Throw* represents the recycle bin in which the system throws away unnecessary data.

DSMS adopts a new interaction paradigm by introducing: *continuous queries* - ones are deployed once and continue to produce results (as new stream items arrive) until removed, and *windows* - operators to limit the portion of an input stream from which elements can be selected to process [25]. This form of interaction is called the Database-Active Human-Passive model as opposite from the Human-Active Database-Passive model in the traditional database management systems [127].

One of main contributions in DSMS is the work developed by researchers in Stanford University, namely Continuous Query Language (CQL). CQL is a SQL-based declarative
language over streams. This work defines a precise abstract semantics for continuous queries based on the concepts of streams and relations:

A relation $R$ is a mapping from each time instant in $T$ to a finite but unbounded bag of tuples belonging to the schema of $R$. [4]

With the formalization of streams and relations, the authors constructed a stream processing model through three classes of operators, depicted in Figure 2.10:

- **Stream-to-relation** operators produce a relation $R$ from an input stream $S$. In other words, these operators extract finite bags of data elements (relations) from a potentially infinite bag of timestamped data elements (streams). To do so, they are mainly the concept of *sliding window* to take a snapshot of a stream. There are several types of sliding window proposed in the-state-of-the-art such as fixed windows [128], tumbling windows [129], value-based windows [130], etc. Below, I report two most popular sliding windows:
  - A *time-based sliding window* on a stream $S$ takes two time intervals as input parameters: width $\omega$ (the dimension of the window) and slide $\beta$ (the distance
between two consecutive windows). Its output relation at time $t$ is:

$$R(t) = \begin{cases} \emptyset & \text{if } t < \omega - 1 \\ \{s | (s, t') \in S \text{ and } t' \geq t_{\text{end}} \text{ and } t' \leq t_{\text{start}}\} & \text{if otherwise} \end{cases}$$

where $t_{\text{start}} = \lfloor t/\beta \rfloor \cdot \beta$ and $t_{\text{end}} = \max\{t_{\text{start}} - \omega, 0\}$.

- A tuple-based sliding window extracts a fixed number of last data items on a stream $S$. It also takes two parameters width $\omega$ and slide $\beta$ as input. However, the width indicates that the current window should contain exactly $\omega$ data items while the slide specifies $\beta$ data items are removed or added at each window.

- Relation-to-relation operators produce a relation $R$ from one or more relations $R_1, ..., R_n$ ($n \geq 1$). These operators are derived from the traditional relational algebra expressed in SQL.

- Relation-to-stream operators produce an output stream $S$ from a relation $R$. Opposite to stream-to-relation operators, those stream out data elements in relations. In CQL, there are three types of such operators are defined: RStream (i.e., produces the computed timestamped set of relations at each step), IStream (i.e., streams out the difference between the timestamped set of relations computed at current step and previous step), and DStream (i.e., streams out the difference between the timestamped set of relations computed at previous step and current step).

**CEP** solutions also focus on analyzing data streams and generating insights on the current situation. While DSMS is well suited for processing streams which require aggregations or assessing occurrence in intervals, CEP has the capability to construct new pieces of information by means of temporal relations among data elements in streams. To do so, CEP associates a specific semantics to data items, so-called events defined as “An object that represents, encodes, or records an event, generally for the purpose of computer processing. [131]”. Other definitions of events can be found in the-state-of-the-art of CEP such as an event is a significant change in the state of the world [132], it can also be a thing that did not happen at all [133], or it is a computer processable object that formed with particular attributes [27]. Categories of events are reported in three dimensions: duration, context, and complexity. Under the duration dimension, an event can happen at a time point (instantaneous) (e.g., an eye blinking) or can happen for a period of time (e.g., a football match). With the context dimension, an event can happen within a system (internal) (e.g., a reasoner fires a rule) or can happen outside a system (external) (e.g., a weather change notification). On the complexity dimension, an event can be primitive or is not considered as summarizing or denoting a set of other
events (simple) (e.g., a phone call) or can be composite or created by combining a set of other events (complex) (e.g., a stock market crash).

Figure 2.11 illustrates the conceptual architecture of CEP. A CEP system is modeled as an agent receives input events from event providers, evaluates in real-time with the event processing logic, and streams out complex events for event consumers. CEP considers observable raw data as primitive events and aims at detecting occurrences of composite events. These composite events are ones whose occurrence relies on the occurrence or absence of other events. For instance, the fact that a traffic jam on a road is detected when there is no traffic light on that road but different sensors located on that road keeps notifying a number of cars greater than 40 and average speed of cars lower than 10 km/h in last 30 minutes. To detect such complex events from data streams, an event pattern is registered at those CEP systems. It is defined as “A template specifying one or more combinations of events” [24].

Also in [24], four categories of event patterns are reported:

- Logical pattern: describes the occurrence (or non-occurrence) of relevant event types using logical operators such as conjunction, disjunction, exclusive-disjunction, and negation.

- Attribute-based pattern: describes the occurrence (or non-occurrence) of relevant event types based on constraints over event attributes.

- Dimensional pattern: describes the temporal, spatial, or spatio-temporal relations between event types.

- Aggregated pattern: describes the occurrence (or non-occurrence) of relevant event types based on the occurring rules of event instances.

An event pattern is constructed from given operators which express sequencing and ordering relationships. Examples of such operators are depicted in Figure 2.12 in which the horizontal bars express the result evaluation over such operators. The formal semantics of those operators can be found in [5].
2.3.3 Stream Reasoning Categories

Considering existing approaches and solutions for processing SW data, authors in [6] characterized SR into three main layers with respect to the expressivity of the reasoning tasks that they can support. Figure 2.13 shows the representation of these three layers with expressivity increase.

- *Stream Query Processing Layer*. This bottom layer includes all systems that inherit the processing model of DSMS. Their continuous queries are extended from
SPARQL to deal with semantically annotated input, namely RDF streams. Existing RSP query languages support a subset of SPARQL 1.1 features and operators to form query patterns [134] and have different underlying semantics [62]. These semantics differences rise heterogeneous consequences at the query evaluation and result production. Example stream query processing systems include: CQELS [20], C-SPARQL [19], IMaRS [135], TrOWL [41], Streaming-SPARQL [136], Streaming Knowledge Bases [40], Sparkwave [38].

- **Semantic Complex Event Processing Layer.** This middle layer follows a different approach than the previous one. The systems in this layer inherit the processing model of CEP systems. Most of existing CEP solutions process events at a syntactical level and can not share definitions for the syntax or semantics of composite events. This isolates those solutions [137, 138] from others and unable to integrate with richer knowledge representation and reasoning [139]. To overcome these issues, the approaches in this layer mainly leverage from rule-based or Nondeterministic-Finite-Automata-based techniques [140]. In the first approach, an event pattern is described by rules and input events are considered as facts. In the second approach, an event pattern is specified as a state model and input events are used to control state transitions. Examples of CEP engines Sase+ [141], TESLA [142], Etalis [60], EP-SPARQL [36].

- **Stream Reasoning Layer.** This top layer investigates in approaches to deal with more complex reasoning tasks than previous layers and be able to infer new logical conclusions from input streams. Solutions in this layer aim at enabling the capability to deal with non-monotonicity, uncertainty, defaults, preferences, or common sense inferences. Systems in this layer mainly leverage from expressive logic reasoning paradigms such as temporal logics [143], temporal action logics [144], event calculus [145], description logic [146], or ASP. The processing of data streams with such logics has brought many positive results such as LARS [51], DyKnow [49], Ticker [147], Laser [148], P-MTL [149].

Other attempts follow the cross-layer reasoning approach by combining solutions from different layers, each one is responsible for processing data streams at different levels of abstract. For example, [150, 151] leverage advances from a semantic complex event processing system with a production rules system, [54] ties up a stream query processing system with an ASP reasoner. Such solutions normally combine the underlying layers in a pipeline. Each layer filters and abstracts input streams and streams out relevant data to the next layer.
2.4 Summary

In this chapter, relevant concepts and techniques in the SW, ASP, and SR are introduced as the background for the research carrying on this thesis. In particular, I presented the conceptual architecture of SR systems, highlighted two major research areas that have contributed the most in the development of SR, and its classifications based on the complexity of reasoning tasks. For SW, the foundation for modeling, representing, and querying static SW data is introduced. It is followed by the extension of SW concepts in the streaming environment. Besides, a discussion about ASP solving paradigm is presented together with its formal syntax and semantics. In this thesis, I leverage the techniques in these three research areas and integrate them to enhance the expressivity and scalability of a stream reasoner over RDF data.
Chapter 3

Related Work

Works towards SR have resulted in many different perspectives and focuses. This chapter presents related work in two sections regarding two main research questions mentioned in Chapter 1. Section 3.1 analyzes existing languages and engines in the SR area, as well as their evaluation. Section 3.2 discusses relevant techniques to optimize the reasoning process over data streams. The chapter is summarized in Section 3.3.

3.1 Stream Reasoning

This section describes existing works related to research question RQ1 which demands a highly declarative language for continuous reasoning over RDF streams. Various approaches for modeling and processing streams have been proposed in the state-of-the-art, which rely on concepts from DSMS, CEP, and logical reasoning. First, the existing SR languages and engines are presented in Section 3.1.1 and then the collection of benchmarks for evaluating them is detailed in Section 3.1.2.

3.1.1 Languages and Engines

In the following, key representative approaches are selected to be presented for discussion and are categorized into three classes, namely SPARQL-, CEP-, Logic-based approaches. This classification is relatively driven from the characteristics of supporting languages for accessing and querying streaming data.
3.1.1.1 SPARQL-based approaches

The commonality across these approaches are the usage of SPARQL 1.1 to model queries over RDF streams. Those query languages focus on extending the syntax and semantics of SPARQL 1.1 with streaming operators. For instance, STREAM clause is added into the SPARQL query with window operators in order to allow a user to specify input streams and how to take a portion of them to process. Below, prominent solutions under this category are discussed.

One of the first SPARQL-based query language proposed for processing RDF streams is Streaming-SPARQL [136]. Its syntax is extended from SPARQL 1.1 with a set of keywords and grammar to allow the definition of time- and count-based windows over data streams. The keyword STREAM followed by an Internationalized Resource Identifier (IRI)\(^1\) describes an input data stream and the keyword RANGE followed by a number defines the size of the window on that input stream. The semantics of Streaming-SPARQL extends the logical SPARQL algebra for stream processing on the foundation of a temporal relational algebra based on multi-sets. In this way, an input stream is not defined as a sequence but as unlimited multi-set of triples. Each element in the stream is an RDF triple annotated with two parameters \(t\) and \(n\) in order to express that the triple is valid at time \(t\) and occurs \(n\) times at that point in time.

Barbieri et al. [19, 22, 34, 152] introduced C-SPARQL (i.e., Continuous SPARQL) as a new language for continuous queries over streams of RDF data. This language extends from SPARQL 1.1 with new features such as RDF stream data type, aggregates, window management, and timestamps. Similar to Streaming-SPARQL, C-SPARQL provides a set of keywords and grammar to define clauses which capture such new features. It also changes the semantics of SPARQL 1.1 queries from one-time semantics to continuous semantics with the formalization of aggregates, windows, and the timestamp function. Additionally, C-SPARQL supports to query RDF streams while taking into account the background knowledge expressed in RDF datasets. This language is implemented in the C-SPARQL engine, where users can register continuous queries. Registered C-SPARQL queries are then mapped to an internal model which enables automatic decomposition and transformation processes in order to generate intermediate static and dynamic queries. After the transformation, those queries are evaluated by a suitable orchestration of Esper\(^2\) and Jena\(^3\) as reasoning engines. Esper executes queries over RDF streams and produces a sequence of RDF graphs over time while Jena is responsible for executing a

---

\(^1\)https://www.w3.org/TR/rdf11-concepts/section-IRIs
\(^2\)http://www.espertech.com/esper/
\(^3\)http://jena.apache.org
standard SPARQL query against each RDF graph in the sequence and produces continuous results. C-SPARQL engine accepts one-timestamped RDF triples as input and returns results as specified in its query form.

Another SPARQL-based language to process RDF streams is SPARQL\textsubscript{stream} [21, 35]. Similar to C-SPARQL, an RDF stream in SPARQL\textsubscript{stream} is defined as a sequence of triples and each triple is annotated with one timestamp. The query language of SPARQL\textsubscript{stream} is inspired from C-SPARQL and SNEEq [153], but is improved to correct the types supported and the semantics of windowing operators. SPARQL\textsubscript{stream} focuses on solutions for streaming data mapping and querying using ontology-based approaches. This language is implemented in the ontology-based streaming data access service which is built on top of several existing technologies such as continuous data querying, ontology-based data access, and SPARQL query processing. This service has three main processes, namely query translation, query processing, and data translation. When a SPARQL\textsubscript{stream} query is registered, the query translation process will transform it, which expressed in terms of the ontology, into target continuous query (i.e., SNEEq) by means of proposed $S_2O$ mapping language [35]. This target continuous query is evaluated by the query processing phase to extract the relevant data. The result of this phase is a set of tuples which then fed into the data translation process to transforms into ontology instances by using $S_2O$.

CQELS (Continuous Query Evaluation over Linked Streams) [20] is presented as a native and adaptive query processor for unified query processing over Linked Stream Data and Linked Data. Similar to C-SPARQL, CQELS adopts the processing model of DSMS and extends SPARQL 1.1 with windowing and relational operators to process one-timestamped RDF streams. However, there are three main differences distinguish between them. Firstly, differently from C-SPARQL engine that is implemented based on the “black box” approach which leverages the processing capabilities from other engines, CQELS is proposed based on the “white box” approach and is implemented naively. This white box approach is claimed to avoid the overhead and limitations of the use of existing engines. Secondly, while C-SPARQL supports RStream in relation-to-stream operators, CQELS supports only IStream. Thirdly, the query evaluation in C-SPARQL is periodic while in CQELS, the execution is triggered by the arrival of new triples. CQELS with its native approach enables to apply query rewriting techniques to make its query processor dynamically adapting to the changes in the input. In this way, it is claimed to improve the performance of the query execution in term of delay and complexity.
Another approach is inheriting advances from the Rete algorithm \[154\], which is presented in \[38\]. Authors introduced Sparkwave as an approach for continuous schema-enhanced pattern matching over RDF streams. It detects from one-timestamped RDF data streams the triple pattern conjunctions bound over joining variables but those triples must occur inside a same time window. Besides RDF streams, Sparkware takes graph pattern (i.e., a conjunction of triple patterns) as input and operates over a fixed RDF schema which limits it in supporting for static data instances. The pattern matching process is based on the Rete algorithm to associate input sources to compute entailments. To address RDF schema entailment, Sparkwave extends Rete with an additional network called $\epsilon$-network. This network is positioned in front of the normal Rete network and is responsible for generating triples following schema entailments.

Following the similar approach as Sparkware, INSTANS [155] is also based on the Rete algorithm to process streams. It supports the ability to evaluate simultaneous and continuous multiple queries. Users register their multiple interconnected SPARQL 1.1 queries and rules. Then, INSTANS continuously evaluates incoming RDF data streams against the compiled set of queries and stores intermediate results into a Rete-like structure. When all the conditions are matched, the result is instantly produced.

Those mentioned approaches provide different answers at disparate moments due to the heterogeneity of their operational semantics, which render the process of understanding and comparing continuous query results. This raises a need from the RSP community to unify them into one. To address this challenge, authors in [62] proposed RSP-QL, a unifying formal model for representing and processing RDF streams, that reflects the different semantics of existing RSP engines. To do so, they extended the temporal dimension in the RDF data model in three ways: timestamped RDF graphs are RDF statements with a time annotation, RDF streams are ordered sequences of timestamped RDF graphs, and time-varying and instantaneous RDF graphs capture the evolution of RDF graph over time. An RSP-QL query is a continuous one which extended from SPARQL, whose correctness can be formally assessed and that can capture the processing model of existing systems (i.e., C-SPARQL, CQELS, and SPARQL\text{stream}). This work constitutes a contribution to ongoing efforts in the SW community to provide standardized and agreed definition of extensions to RDF and SPARQL for managing data streams.

### 3.1.1.2 CEP-based approaches

Approaches in this direction mainly inherit the processing model of CEP systems for detecting events from data streams. They consider each raw data element in the stream...
as an atomic event, and their solutions aim at extracting implicit knowledge from input streams in form of complex events.

One of the popular complex event processing engines over data streams is the Event TrAnsaction Logic Inference System (ETALIS) [5]. The engine receives atomic events which are annotated with two timestamps as input streams and produces detected complex events which indicate the changes happening in near real-time as output streams. Users can register complex event patterns in ETALIS using its declarative rule-based language, namely ETALIS Language for Event (ELE). To detect events specified in ELE at runtime, ETALIS uses the event-based backward chaining algorithm which converts queries to Prologs rules and evaluates them whenever data arrives. ETALIS supports multiple Prolog engines such as YAP ⁴ and SWI ⁵ with three consumption policies: recent (i.e., the latest input events which can be matched are selected for matching the event patterns and are ignored in the next evaluations), chronological (i.e., the earliest input event which can be matched are selected for matching event patterns and are ignored in the next evaluation), and unrestricted (i.e., all input events are selected for matching event patterns). While detecting complex events, ETALIS may need to evaluate the background knowledge on the fly and infer implicit knowledge as logical sequences from deductive rules.

Darko Anicic et al., who proposed ETALIS, extended ELE to enable the usage of ETALIS in SW applications. This extension, called EP-SPARQL [36, 156], allows a user to define complex event tasks for ETALIS in a SPARQL-like language. In this way, the input streams and the background knowledge are both represented in the RDF format. The input events are RDF triples annotated with two timestamps, which represent the lower and upper bound of the occurring interval (interval semantics). The knowledge base is expressed in the form of RDFS ontologies and is converted into a Prolog program at design time. EP-SPARQL queries are translated into logic expressions in ELE and are evaluated continuously by ETALIS at runtime.

Authors in [157] studied the integration of the currently available CEP features into RSP-QL. This work results a new language RSEP-QL whose operators aim at enabling both DSMS and CEP features. RSEP-QL models both event patterns and their evaluation semantics taking into account the presence of selection and consumption policies. In addition, it captures the behaviors of both EP-SPARQL and C-SPARQL. However, the work focuses mainly on defining semantics for the SEQ operator in the integration with RSP-QL while others of CEP operators (such as DURING, NOT, etc) are not considered.

⁴http://www.dcc.fc.up.pt/Evsc/Yap/
⁵http://swi-prolog.org/
3.1.1.3 Logic-based approaches

Approaches in this direction mainly inherit from reasoning techniques which are available in the KRR community. These efforts aim at creating expressive SR systems which are able to scope with more complex tasks over streams rather than systems in SPARQL- and CEP-based approaches. Reasoning techniques, such as default reasoning, non-monotonicity, preference, or multiple possible solutions are important to deal with missing or incomplete data, users’ preferences, or enumerating alternative solutions. Several works have been proposed in the attempt of enabling such expressive reasoning capabilities in the streaming environments.

Reasoning over changing data or program has been considered in ASP. Incremental ASP [46] uses the module theory in [158] to introduce new techniques for incremental grounding and solving. The domain description is expressed as a triple \((B, P, Q)\) of logic programs in which \(B\) describes static knowledge, \(P\) and \(Q\) are slices that depend on a parameter \(t\). \(P\) captures knowledge accumulating with increasing \(t\) while \(Q\) is specified for each value of \(t\). As regards grounding, all instantiations which are derivable from static knowledge can be grounded only one while the parameter \(t\) in a rule of the program part \(P\) or \(Q\) is instantiated with a new value at each step. Regarding solving, the model computation can be executed incrementally replying on the composition of modules. Following this work, the same authors augmented the concept of the incremental logic program and its mechanism with asynchronous information, aiming at reasoning about real-time dynamic systems.

Reactive ASP [47] provides additional means to add new data online at running time via so-called online progressions of external events and inquiries. While entire event streams are made available for reasoning, inquiries act as punctual queries. At each step, external information can be incorporated to ground new rules dynamically. However, the program \(P\) and \(Q\) in reactive ASP cannot express the relevance of information relative to an interval step. To enable such a window mechanism, reactive ASP is extended with time-decaying logic program [48] in which the program \(Q\) is a sequence \(\{Q_1, \ldots, Q_m\}\). The instantiation of each \(Q_i\) expires after a specified lifespan of \(n\) steps. Ideas from incremental ASP, reactive ASP and time-decaying logic programs have been improved continuously and are now subsumed in the current version 5 of Clingo [159].

Targeting at filling the missing theoretical underpinnings for SR which has been raised in [14], authors in [51] conceived a Logic-based framework for Analytic Reasoning over Streams (LARS). They first provided a formal model of a stream as a sequence of time-annotated formulas and a generic notion of window function as a sub-stream. The
practical usage of this window notation includes time-based windows (i.e., data selection is based on temporal constraints), tuple-based window (i.e., data selection is based on order constraints), and partition-based windows (data selection is based on a mix of order and semantic information). In addition to the usual boolean operators (i.e., and, or, implies, not), authors defined three temporal logic operators $\square$, $\Diamond$, and $\mathcal{G}$, to represent the fact that a formula holds at all times, some time, and a specific time point in a window, respectively. To account for the aspect of streaming, LARS supports window operators of the form $\sqsubset$ to restrict the scope on which enclosed formula applies. LARS language includes: LARS formulas and LARS programs - set of rules similar as in Datalog but built upon LARS formulas. Additionally, LARS programs are equipped with multiple-model semantics as in ASP to deal with incomplete information and negation. Authors proved that LARS captures the CQL language (including aggregates) and ETALIS semantics. In [160], LARS is extended with a filter window to select data based on semantic information and generalized time-based window to access the future. Moreover, the computational complexity of model checking and satisfiability for both LARS formulas and programs are investigated as well as the use of LARS is explored via use cases such as cache management in content-centric networking or dynamic knowledge-based configuration of cyber-physical systems.

Fragments of LARS have been implemented recently in prototype engines called Ticker [147] and Laser [148]. Both of them explore incremental reasoning techniques on a practical fragment of LARS called plain LARS on different realization principles. Ticker supports sliding time- and tuple-based windows and can be run in two evaluation modes. The first one exploits the static encoding and calls ASP-based reasoner (i.e., Clingo) for one-shot evaluation. This mode is claimed as a choice for a stratified program (i.e., single solution) where no ambiguity arises which model to compute. The second mode carries out incrementally adapting a model based on an incremental adjustment of a program and supports use cases that have multiple potential solutions. The program update is built based on the extension of justification-based truth maintenance system [161] that also allows for removing expired ground rules. The experimental evaluation of Ticker is conducted based on two small scenarios (i.e., caching strategy and content retrieval) and reports the run-time performance of Ticker in these two modes [147].

Developed in parallel with Ticker, Laser focuses on applications which have deterministic solutions. Hence, this engine supports positive and stratified plain LARS programs. Its incremental evaluation is based on the idea of annotating formulas with two time markers, namely consideration time and horizon time. These time markers indicate time interval in which formulas hold and enable the implementation a technique similar to the semi-naive evaluation in Datalog [162] to reduce duplication derivations. Laser
is compared against C-SPARQL, CQELS, and Ticker (using Clingo mode) on single-
rule programs and the cooling system use case. It is reported that Laser has been
outperformed significantly [148]. However, both Ticker and Laser do not support for
reasoning on SW data streams.

Other attempts towards expressive stream reasoning in SW applications follow the idea
of cross-layer reasoning in Figure 2.13 such as ASR [53] and StreamRule [54]. In partic-
ular, ASR calls the DLVhex solver [163] and StreamRule uses the Clingo solver [48] as a
subprocess to infer new knowledge from data streams and a given rule set. In order to
support ASP solvers for reasoning about RDF data streams, a middle layer is required
for transformation between data formats. For example, the StreamRule system inter-
cepts the query results (output RDF stream) filtered by the RSP engine and translates
them into ASP syntax before streaming them into the ASP reasoner Clingo. Given
the data transformation overhead, the performance of the reasoning subprocess should
be measured by not only the processing time of the solver but also the time required
for data transformation. In addition, the ASP solver in the subprocess needs to return
results faster than when the new input data arrives, in order to ensure the stability of
the whole system. This requires optimization techniques that can further speed up the
processing.

<table>
<thead>
<tr>
<th></th>
<th>C-SPARQL</th>
<th>CQELS</th>
<th>EP-SPARQL</th>
<th>SPARQL stream</th>
<th>Laser</th>
<th>Ticker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data model</td>
<td>RDF</td>
<td>RDF</td>
<td>RDF</td>
<td>RDF</td>
<td>Predicte</td>
<td>Predicte</td>
</tr>
<tr>
<td>Time model</td>
<td>ST</td>
<td>ST</td>
<td>Interval</td>
<td>ST</td>
<td>ST</td>
<td>ST</td>
</tr>
<tr>
<td>Query language</td>
<td>SB</td>
<td>SB</td>
<td>SB</td>
<td>SB</td>
<td>LARS</td>
<td>LARS</td>
</tr>
<tr>
<td>Time-based window</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Count-based window</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Background knowledge</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reasoning capability</td>
<td>RDF</td>
<td>RDF</td>
<td>ASP</td>
<td>ASP</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of SR systems. (Note: ST stands for Single timestamp and
SB for SPARQL-based)

To summarize, Table 3.1 lists representative SR systems and compares them according to
data models, operators, and reasoning capabilities that they support. Except for Laser
and Ticker which focus on predicate streams, other systems support RDF-based data
models and SPARQL-based query languages. Most stream reasoners annotate a single
timestamp to each data item and integrate with background knowledge which enables
richer functions for reasoning. However, none of the current systems addresses the merg-
ing of large background data with streams [164]. Due to the fact that semantic reasoning
is computationally expensive, some existing solutions implement only a reduced set of
reasoning entailments. For example, C-SPARQL and EP-SPARQL consider subsets of RDFS, or Laser and Ticker partially support ASP reasoning.

3.1.2 Comparative Analysis

One of open challenges in SR area is how to systematically evaluate implementations against well-defined quality criteria. Among variety of proposed engines, their results have crucial differences in operational semantics. A common benchmarking framework would not only help to assess differences and limitations of existing implementations, but also provide a basis for steering future research directions and standardization efforts. Thomas et al. [165] investigated the key issues that such systems must face and identify best practices to design a benchmark with three Key Performance Indicators (KPI) and seven commandments for designing the stress tests of system evaluation. Several benchmarking systems focus on different aspects mentioned in [165]. Bellow, I discuss a set of prominent benchmarks that are strongly related to RSP and ASP reasoning for evaluating existing engines.

3.1.2.1 RSP Benchmarks

SRBench [134] is the first proposal in this direction for functionally evaluating streaming RDF/SPARQL engines. The basic dataset of SRBench is built from the real-world dataset, namely Linked Sensor Data (LSD)\(^6\), published by Kno.e.sis\(^7\). This dataset is part of the Linked Open Data Cloud\(^8\) and contains weather sensors observations which are collected from 2002 and semantically annotated using the Semantic Sensor Network (SSN)\(^9\) ontology. Together with weather sensors streams, SRBench uses two static datasets, GeoNames\(^10\) and DBpedia\(^11\), to assess the interlinkable ability of a system. Those datasets are claimed to be cautiously chosen to meet the data requirements of designing a benchmark such as relevant [166], realistic [167], semantically valid [168], and interlinkable [169]. Besides, SRBench verbally describes 17 benchmarking queries which are classified into three parts: graph pattern matching, solution modifiers, and query forms. The first class includes queries that cover the basic graph pattern matching operators such as \texttt{AND}, \texttt{FILTER}, \texttt{UNION}, \texttt{OPTIONAL}. The second class includes ones with projection and \texttt{DISTINCT} modifiers which modify the results of the graph pattern matching operators. The last class determines the form of the final output of a query (\texttt{SELECT},

---

\(^6\)http://wiki.knoesis.org/index.php/LinkedSensorData
\(^7\)http://knoesis.wright.edu
\(^8\)https://lod-cloud.net
\(^9\)https://www.w3.org/TR/vocab-ssn/
\(^10\)http://www.geonames.org/ontology/documentation.html
\(^11\)https://wiki.dbpedia.org
Finally, the authors of this work complemented their benchmark on three systems: SPARQLstream, CQELS (Aug. 2011), and C-SPARQL (0.7.4). The conclusion drawn from that experiment is some of the queries are not supported by the existing engines and therefore cannot be executed. In short, SRBench assesses the system’s ability to deal with streams, background integration and reasoning features. However, this benchmark supports very limited reasoning capability. The queries involve reasoning only over three properties rdfs:subClassOf, rdfs:subPropertyOf and owl:sameAs.

A second proposal is LSBench [170]. It includes a synthetic dataset on social networks and a set of 12 queries covering both stream processing and background integration. Its dataset is generated by the proposed Stream Social network data Generator (S2Gen) to simulate the stream data in social networks. S2Gen offers 3 ranges of parameters for flexibility: the generating period - the period of time in which the social activities are generated, the maximum number of posts/comments/photos for each user per week, and correlation probabilities. There are 3 social data streams (i.e., GPS stream, posts and comments stream, and photos stream) and 1 static data (i.e., user profile) in the dataset of LSBench. Authors of this benchmark argued that 3 characteristics of existing engines are critically important to be taken into account in evaluation: (i) even supported languages of all considered engines extend from SPARQL and CQL but they have some difference in semantics, (ii) the execution mechanisms of such engines are also different, and (iii) the outputs of a single test in each engine can be various due to any change in the running environment and experiment parameters. Based on those arguments, they aim at assessing not only query language features but also systematic measures of well-known quality criteria (e.g., throughput, latency) over three engines C-SPARQL, CQELS, and JTALIS (a Java wrapper for ETALIS). In addition, LSBench raises an issue about the correctness test by defining a way to compare the mismatch among outputs of those engines. However, this benchmark does not include any reasoning assessment.

Focusing on the theme of correctness, authors in [171] proposed CSRBench for checking the correctness of RDF stream engines, which was not targeted by SRBench and LSBench. The authors of this work showed that such engines comply with their own semantics and these may differ from each other via a simple example as an evidence. Therefore, two assumptions about correctness that had been used as default in other benchmarks (i.e., the tested systems work correctly, and the tested systems have the same operational semantics) do not hold anymore. Deepening in the understanding of the semantics of RDF continuous processing, three main dimensions which affect query results are identified: system (e.g., the initial time for window, timestamp policy, and notification policy), query (e.g., query operators, window slide, and window size),
and input stream data (e.g., data rate, window content size, and data stream distribution). Taking into account such dimensions, CSRBench extends from SRBench with parametrized queries in window size, window slide, aggregation, and join operator over different timestamped triples. In addition, this benchmark includes an oracle that generates and compares results of RDF stream processors and checks their correctness. The prototype of this proposed oracle is implemented and experimented over three representative engines C-SPARQL (0.9), CQELS (Aug 2011) and SPARQLstream (1.0.5). The dataset was used for this particular experiment is a small subset of SRBench dataset which contains weather observations of hurricane Charley in the US for 3 hours. It was reported that none of these engines passes all tests. The benchmark has a step moving in the direction of correctness verification but does not add any extra reasoning-related things from SRBench.

CityBench [172] is a benchmarking suite to evaluate RDF stream processing engines within the context of Smart City applications. Different from other previous benchmarks which mainly focus on features of query languages and engines, CityBench is dedicated to assessing the behavior of such engines with taking into account dynamic features that are significant in real-time scenarios. The authors analyzed 7 dynamic requirements that can potentially affect performance, scalability and correctness of smart city applications: (1) address high data distribution, (2) scope with unpredictable data arrival rate, (3) handle the increasing number of concurrent queries, (4) deal with a large amount of background data while processing streams, (5) update the quasi-static background during query execution, (6) support on-demand discovery of data streams with taking into account dynamic features, (7) be able to switch between multiple semantically equivalent data streams during query execution. Based on that, CityBench is built with three components: datasets, a testbed infrastructure, and queries. Firstly, the datasets are leveraged from outcomes of the CityPulse project[12] which includes both real and syntactic data about the city of Aarhus, Denmark. There are 5 streaming datasets collected from sensors (i.e., vehicle traffic, parking, weather, pollution, and user location), 2 quasi-static datasets about cultural and library events in the city. Among them, pollution and user location streams are synthetic. All data is annotated with the SSN ontology. Secondly, a testbed infrastructure is designed in a configurable way which allows users to configure a variety of metrics for the evaluation. The testbed supports 6 configuration metrics: changes in input streaming rate, playback time, variable background data size, number of concurrent queries, number of streams within a single query, and selection of RDF stream engines. Thirdly, a set of queries includes 13 verbal queries in the context-aware travel/parking planner/administration. In addition, the

flexibility of CityBench is highlighted through an experimental evaluation over two representative RDF stream engines CQELS and C-SPARQL. The experiment compares the latency, memory consumption, and completeness of these two engines and its results are reported that no existing engines can handle efficiently quasi-static data, and support adaptation in stream processing. The contribution of this benchmark in this research area is opening a way to evaluate engines under real-time circumstances. However, it does not contribute to assessing the expressivity of reasoning tasks that such engines are supporting.

While pioneering benchmarks isolate evaluate RSP engines against various dimension (i.e., functional coverage, performance, correctness), YABench [173] is emerged to assess those engines with all such dimensions. To do so, the YABench framework is designed with 4 components: a stream generator creates input streaming data, an oracle that evaluates the correctness of results, a set of supported engines, and a visualization tool of results. The stream generator creates RDF data streams from weather observations in LSD dataset with various parameters such as the number of simulated systems, the time interval between two measurements of a single station, the duration of the generated output stream, the seed for randomization to vary the timestamps of initial measurement of each system. The oracle of YABench is an extension of the oracle proposed in CSRbench with correctness metrics for each window. YABench currently supports two engines CQELS and C-SPARQL. And finally, YABench provides a reporting web application, named as YABench reports, which displays the performance measurements in forms of graphs. Instead of defining new benchmarking queries, YABench reuses ones from CSRbench. This benchmark builds a complete workflow for evaluating such engines from defining tests, generating suitable test data, executing tests, and finally analyzing the results. However, YABench does not consider the influence of multiple windows in one query or an engine, the combination of background knowledge, as well as the reasoning support.

3.1.2.2 Reasoning Benchmarks

So far, existing benchmarks have been proposed for evaluating RSP engines, yet none of them is available to assess the reasoning capabilities of such engines in the streaming setting. Targeting in this direction, authors in [174] proposed a benchmark, called SLUBM, for assessing the performance of incremental reasoning engines in stream-based experiments. It is an extension of a well-known benchmark for OWL knowledge base systems, named Lehigh University Benchmark (LUBM) [175], with a temporal semantic dimension. In particular, SLUBM uses semester as the solo time granularity to convert static triples in the LUBM knowledge base into timestamped triples. This semester is
considered as a time slice in which all facts are defined semantically validated. Hence, as the time evolves, data in the previous semester are considered expired and must be removed and replaced by newer data. The predicate classes in LUBM ontology are classified heuristically into three groups: static, near-dynamic, and dynamic. Static is a label for predicates which are considered to be true for the whole timespan, while dynamic (or near dynamic) indicates ones that change constantly for every time slice (or every window of time slices). In the data generator, the temporal predicates decide the percentage of dynamic data generated in each semester. This benchmark is used to conduct experiments to evaluate the loading time and query execution time of 4 different engines: Jess\textsuperscript{13}, BaseVISor [176], Pellet [177], and C-SPARQL. Among these engines, only C-SPARQL is a stream processing engine while others are designed for reasoning over static data. To be able to test these systems with dynamic data, SLUBM re-designed 6 temporal inference rules for such engines by introducing a time-to-last which describes the expiration time of the conclusions that derive from these rules. The experiments are deployed over 14 queries defined in LUBM over a temporal dedicate takecourse (approximately 10% of the generated data are dynamic). The benchmark makes a part of the LUBM static dataset available to be streamed while retaining most of the LUBM's old standards. It is a first attempt in evaluating the reasoning capabilities of stream reasoners. However, the benchmark is limited in assessing systems according to its streaming supported features as well as various complexity levels of reasoning tasks.

Benchmarks, which focus on stressing the performance of ASP solvers on problems of increasing input size and complexity, have been populated in the context of the ASP competitions over the years [178]. These competitions are biannual events since 2007 with two initial goals: collecting benchmarks and creating a fair competition environment. Its format is consolidated into two main tracks: the model and solve track, and the system track. The former track aims at integrating different scientific communities by opening for all types of solvers with declarative modeling capabilities. The participant systems are compared over a variety of problem domains defined in the benchmark. The latter track focuses on fostering language standardization. The standard input language ASP-CORE-2.0 was introduced in the fourth competition in 2013. During such competitions, the benchmark has been updating with new problem domains. Each problem defined in the benchmark is provided with alternative encodings. The input data of such problems are mostly synthetic. The ASP benchmark enables assessment of different complexity levels of reasoning problems as well as optimization techniques which have

\textsuperscript{13}http://www.jessrules.com/
been implemented in existing engines. However, this benchmark is designed for comparing such engines in static environments, which is not suitable to use in the streaming world.

## 3.2 Optimization via Parallel Strategy

In SR, the trade-off between expressivity and scalability is evident. Rich frameworks which encompass advance reasoning features are normally computationally intensive. The applicability of such systems is hindered by the exponential growth in the availability of streaming data on the Web. Two prominent directions for enhancing the scalability of SR reasoners are incremental and parallel approaches. Incremental approaches reduce the reasoning time of a single reasoner by avoiding many unnecessary re-computation when new data arrives, while parallel approaches take advantages of multiple concurrent reasoners to process input data faster. With this manner, parallel approaches become popular choices for scaling up the systems nowadays when the amount of data generated increase exponentially. Therefore, in this thesis, I follow the parallel approach to optimize the expressive reasoning process over SW streams. In the following, I discuss existing works related to the research question $RQ_2$ which apply parallel techniques to optimize the reasoning process.

Parallel strategies were important features of database technology in the nineties in order to speed up the execution of complex queries [179]. Compared to traditional parallel processing, parallel reasoning has some additional concerns such as complex data dependencies makes the partitioning process is not easy. Two major trends are introduced to process reasoning in parallel [180]. The first one is called data partitioning approaches in which only data is split into smaller chunks and processed by several reasoners. The second trend is rule partitioning approaches in which only rules are partitioned into different reasoners to perform the reasoning tasks. These studies have also shown that effective partitioning is not easy due to the various reasoning complexities [181].

In SW, several studies how to assign a partition of the parallel computation to a set of machines have been published. As a part of the LarKC project\(^\text{14}\), MaRVIN (Massive RDF Versatile Inference Network) [182] is a parallel and distributed platform for calculating the full closure of large amounts of RDF data. To infer through forward chaining, MaRVIN proposes the divide-conquer-swap strategy, which extends the traditional approach of divide-and-conquer with an iterative procedure whose result converges towards completeness over time. Its algorithm can be described in three steps: (first) the input data is partitioned into several independent portions with equal sizes, (second) each

\(^{14}\text{http://www.larkc.eu}\)
portion is assigned to each compute node to calculate the closure using a conventional reasoner, (third) new partitions are created over the mix of old and new data. This process is repeated until no new triples are derived. In this way, MaRVIN does not require upfront data analysis. The closure is guaranteed to obtain via its divide-conquer-swap method due to the fact that MaRVIN supports only monotonic logic reasoning.

Similarly, [183] proposes a technique for materializing the closure of an RDF graph based on Hadoop framework\(^{15}\). Hadoop implements MapReduce [184] algorithm which requires all of data is encoded as a set of a pair of the form \(<key, value>\), processes them using two functions, called map and reduce, and returns new pairs as output. This work also focuses on monotonic reasoning but applies both data and rule partitioning. The rules are evaluated during the reduce function while the triples are grouped in the map function which could lead to a duplicated derivation. Moreover, the rules need to be evaluated in certain order to avoid applying same rules multiple times.

Authors in [185] also use MapReduce, but to explore the non-monotonic reasoning in the form of logic over huge datasets. They restrict this logic to the single-argument defeasible logic. Taking into account the fact that all predicates have only one argument, the map function groups together facts with the same argument value. Rules are evaluated during the reduce step for each argument value separately. This process is claimed to not alter resulting conclusions because facts with different argument values cannot produce conflicting literals and cannot be combined to reach new conclusions. Afterwards, authors extend their approach for predicates of arbitrary arity, but under the assumption of stratification [186]. The solution is extended with an idea of ranking predicates. For example, facts and predicates supported by rules containing no negative subgoals are assigned rank 0. Predicates depending negatively only on rank 0 are assigned rank 1. The reasoning is carried on in order of ranks. For each rank, reasoning is carried on until no new fact inferred.

In [187], an approach using MapReduce framework for parallel reasoning with the well-founded semantics over massive data is proposed. This work relaxes the assumption of stratified programs in [186] and allows recursion through negation. However, the programs are required to be safe and the closure calculation is based on the consecutive computation of true and unknown literals. Adapting and incorporating the computation of joins and anti-join described in [186], authors proposed the alternating fixpoint procedure to avoid full materialization of Herbrand base for any predicate. While the works in [182, 183] focus on monotonic reasoning, [185–187] examine non-monotonic reasoning over massive data. However, these attempts do not consider the streaming setting and

\(^{15}\)http://hadoop.apache.org
are required more effort be able to apply on ASP due to the complexity of its stable model semantics.

In ASP, several works about parallel techniques for the evaluation of a logic program have been proposed, focusing on both phases of the ASP computation, namely grounding and solving. The recent survey on the main techniques and approaches in the literature to improve performance through the exploitation of parallelism in the execution of ASP solvers can be found in [188]. The authors explored approaches according to two orthogonal dimensions: (first) the different levels of complexity and features of the underlying language, (second) the different levels of granularity of exploitation of parallelism.

Concerning the parallelization of the grounding phase, a first investigation is the work in [189]. Authors exploited the restrictedness and the presence of domain predicates in LPARSE programs to statically partition the program rules. The distributed implementation of the grounder LPARSE is organized as a master-slave structure in which the master partitions the program and delegates the grounding of each component to different slaves. Load balancing can be heuristically controlled by assigning weights to rules. In fact, such weight is an estimate of the number of expected ground instances of each rule. However, this work is applicable only to a subset of the program rules. Therefore, in general, this work is unable to exploit parallelism fruitfully in the case of programs with a small number of rules.

F. Calimeri et al. [2] studied the parallelization of the DLV grounder by exploring some structural properties of the input program via the defined dependency graph in order to detect subprograms that can be evaluated in parallel. The study adopts a symmetric multi-processing architecture to enable communication of concurrent threads through a share memory. [57] extends this work with parallelism in three different levels in the grounding process: components, rules, and single rule level. The first level (components level) divides the input program into subprograms (or modules), according to the strongly connected components of the dependency graph among IDB predicates of that program. The second level (rules level) allows for concurrently evaluating the rules within each subprogram. The semi-naive algorithm of Datalog is used to evaluate a fixpoint when grounding recursive rules. The third level (single rule level) partitions the extension of a single rule literal into a number of subsets. This step is especially efficient when the input program consists of few rules and two first levels have no effects on the evaluation of the program. For each level, the authors proposed different techniques to take advantage of the underlying multi-threaded system.

For the solving step which is carried out after the grounding step, the computation can be visualized as the construction of a binary search tree. Hence, the parallelism can be enabled by distributing the construction of different branches of the search tree between
different processors. This idea for exploiting parallel in the solving phase was originally presented in [190, 191]. Later, authors in [78] proposed a generic approach to distribute the searching space in order to find the answer sets, which permits exploitation of the increasing availability of clustered and/or multiprocessor machines.

Dynamic distribution of the search space is vital to achieving adequate parallel performance. Two components have a great impact in the execution is task sharing (i.e., how to move a processor to a different part of the search tree) and scheduling (i.e., how to locate which part of the subtree one processor should explore next). Authors in [192] provided an analysis of distinct strategies for these two components. [193] enriched this investigation and obtained as variations of the copying and the re-computation schemes.

Authors in [189] explored parallelism for the ASP solving phase in two dimensions. The vertical one indicates a situation where separated threads of computation are employed to explore alternative literals to add to the partial answer set. The horizontal dimension indicates the use of separate threads of computation to concurrently apply different expansion techniques to a partial answer set. The first dimension is enabled by implementation of the copy-based task sharing and re-computation-based task sharing approaches. The former allows agents to share work by exchanging a complete copy of the current answer set while the latter allows agents to exchange the list of chosen literals which have been used in the construction of an answer set. The second dimension is achieved via the lookahead technique. Author deployed this technique from the field of satisfiability testing to enrich the typical algorithms for the computation of answer sets in the parallel manner. This parallelization is obtained by partitioning the set of unexplored literals and assigning each subset to a different agent. After agents process the test on these unexplored literals, their results are merged to create a new partial answer set.

A multi-thread version of the state-of-the-art answer set solver Clasp is presented in [121]. The idea in this work is to transfer the entire functionality from the sequential to a parallel setting. When the logic program is read in Clasp, the preprocessing stages, conducted by the main thread, identify redundant variables. The outcomes of the preprocessing phase are stored in an object which can be shared among all participating solving threads. Each solving thread performs propagation by implementing conflict-driven search involving nogood (i.e., set of literals that must not jointly be assigned) learning. However, the solver may learn exponentially many nogoods. To solve this issue, the authors pursued a hybrid approach by separate distribution and integration components for carefully selecting the spread constraints.

In recent years, the use of Graphical Processing Units (GPUs) has become pervasive in general-purpose applications that are not directly related to computer graphics, but
demand massive computational power. Dovier Agostino et al. [194, 195] are interested in devising the power of GPUs to enhance the parallelization of ASP solving. The approach is built on the notion of ASP computation combined with conflict-driven analysis and learning techniques derived from those adopted in [196]. All the solving components (i.e., nogoods management, search strategy, (non-chronological) backjumping, heuristics, conflict analysis and learning, and unit propagation) are performed on the GPUs by exploiting Single-Instruction Multiple-Thread parallelism. The CPU is used only to preprocess the program and to output the results.

3.3 Summary

This chapter analyzed the state-of-the-art for continuous querying and reasoning over data streams, especially semantically annotated streams. Different approaches in SR including languages, engines, benchmarks, and optimization were discussed relative to the set of research questions defined in this thesis. This analysis supports the identification of the main gaps in the literature such as: (i) need for a higher expressive language to capture more sophisticated what users want (RQ1), and (ii) investigation of scalable techniques for integrating more complex reasoning capabilities in streaming setting (RQ2). The contribution of this thesis concentrates on the proposal of an ASP-based approach for stream reasoning which leverages RDF stream processing and parallel optimization to bridge these gaps.
Chapter 4

C-ASP: Continuous Extension of ASP for RDF Stream Reasoning

Massive amounts of data are being generated every minute every day from a huge number of devices and services across the Internet. Various application scenarios in several domains, such as IoT and Smart Cities, benefited from the ability to efficiently integrate and query data streams from these sources, in some cases providing basic reasoning functionalities [10]. In recent years, SW research has contributed to advancing the state-of-the-art in semantic stream processing, in particular through the extension of RDF, a standard model for data interchange on the Web, to represent and manipulate RDF streams [17]. As a result, extensions of SPARQL, a query language for RDF data, have been proposed to continuously query RDF data streams. These efforts have resulted in the implementation of several engines for RSP, such as C-SPARQL [19] and CQELS [20], among others. Such engines are able to deal with the transient nature of data streams mostly based on pattern matching techniques, and in some cases they have limited reasoning capabilities. For example, C-SPARQL \(^1\) supports for RDFS entailment regimes. Despite all these efforts, reasoning capabilities are still limited and cannot support complex reasoning such as the ability to handle defaults, common sense, preferences, recursion, and non-determinism. When it comes to modern real-world applications, the ability to handle incomplete and potentially inconsistent input streams, and extract knowledge from them to support decision making is not fully supported yet [28].

Some work in this direction leverages the expressive power of logic-based non-monotonic reasoning techniques to build a SR system, relying on advances in semantic stream processing technologies for representing and processing data streams on the one hand,

\(^1\)http://streamreasoning.org/resources/c-sparql
and non-monotonic reasoning approaches for performing complex rule-based inference on the other hand. This combination is based on the principle of having a 2-tier approach where: i) a semantic stream query processor is used to filter RDF triples, and ii) a non-monotonic reasoner is used for computationally intensive tasks over the filtered data. Since the grounding phase in rule-based inference is responsible for the size of the program to be evaluated, such a combined approach improves the scalability of complex reasoning over SW streams by reducing the input to the non-monotonic reasoner.

Current expressive reasoning systems over RDF data streams, like EP-SPARQL [36], ASR [53], and StreamRule [54], support non-monotonic reasoning over data streams in different ways. For instance, EP-SPARQL extends the SPARQL querying language for event processing. EP-SPARQL queries are translated into logic expressions and are evaluated continuously by ETALIS [156] which is implemented based on SWI-Prolog\(^2\). ASR [53] and StreamRule [54] support more complex reasoning capabilities based on ASP by using the DLVhex solver [163] and the Clingo solver [48], respectively. These systems rely on ASP by hard-coding a subprocess that performs repetitive calls to the ASP solver to infer new knowledge from data streams and a given rule set. Therefore, they do not provide a flexible way to seamlessly integrate the stream processing and reasoning functionalities.

Recently, two new SR engines, namely Ticker [147] and Laser [148], have been introduced. These two engines implement a fragment of LARS [160]. programs are encoded as ASP rules. However, Laser restricts its expressivity to positive and stratified programs and ASP encodings of Ticker’s programs use mainly normal ASP rules. As a result, they do not fully exploit the expressive power of ASP, including the ability to handle disjunction, optimization, aggregations, and preferences. Moreover, they do not support the ability to query SW streams, which we believe is the key in ensuring the scalability of such systems when handling real IoT streams.

Aiming to i) exploit full capabilities of ASP to perform reasoning over RDF streams, and ii) seamlessly provide flexible ways of combining semantic stream processing and non-monotonic reasoning, this chapter mainly addresses the first research question **RQ1** which states as follows:

**RQ1.** How to enable complex reasoning based on ASP over RDF data streams?

The chapter tests the hypothesis **H1** that is formulated below:

\(^2\)http://www.swi-prolog.org
H1. The extension of the ASP language within the RDF streaming setting provides a higher expressivity to capture users' sophisticated requirements and preferences.

To answer the research question \textit{RQ1} and to test the hypothesis \textit{H1}, this chapter proposes \textit{C-ASP}, an extension of ASP to support continuous reasoning over semantic streams. The C-ASP language allows users to specify their reasoning requests which include their sophisticated reasoning requirements, input streams, and how to access those streams. Such requests are registered with the C-ASP engine and continuously executed over RDF streams by the means of windows. The chapter starts with the processing model and key definitions in Section 4.1. In Section 4.2, I define the syntax and semantics of a reasoning request in the C-ASP language as well as a set of examples in order to illustrate its expressive power. Section 4.3 provides an evaluation of the proposed approach. The chapter is summarized in Section 4.4.

### 4.1 The C-ASP Processing Model

The processing model of C-ASP combines RSP and ASP-based reasoning in one single framework. It defines RDF streams by means of windows and reasoning requests to be evaluated over RDF streams and RDF static datasets, as illustrated in Figure 4.1.

Similarly to other RSP engines, C-ASP takes multiple RDF data streams as inputs and produces outputs as streams. It also supports the integration with background knowledge from static RDF knowledge bases.

**Definition 4.1.** An RDF stream $S$ is defined as an ordered sequence of pairs:

$$S = \ldots, (d_i, t_i), (d_{i+1}, t_{i+1}), \ldots$$
where each pair is made of an RDF triple $d_i$ and its timestamp $t_i$. Timestamps are monotonically non-decreasing ($t_i \leq t_{i+1}$).

Users express their requirements and preferences in the form of *continuous reasoning requests* using the C-ASP language, an extension of the ASP language described in Section 4.2. Reasoning requests are registered with the C-ASP engine and evaluated continuously over the input streams and the knowledge bases. The continuous reasoning model of C-ASP takes as input RDF streams, evaluates a continuous reasoning request $RR$, and produces output streams. When evaluating $RR$ at time $t$, only a portion of the input stream is considered in the evaluation of the request. It is to be noticed that the C-ASP processing model combines models developed for DSMS based on windowing, and models for CEP systems based on rules applied to one-timestamped data items to produce new events from input data.

The process can be broken down into 3 steps:

1. Windowing (from streams to relations): select subsets of the most recent elements of the input streams.
2. Evaluating (from relations to relations): perform reasoning on the finite and intermediate data portions.
3. Streaming (from relations to streams): convert the final solutions back into streams.

### 4.1.1 Windowing: from streams to relations

I now introduce the concept of windows over a stream in the windowing step.

**Definition 4.2.** Given a stream $S$ as in Definition 4.1, a window $W$ of $S$ at time $t$ can be defined as

$$W(S, t) = \{(d, t') \in S : t' \leq t\}$$

To select elements from a stream $S$, C-ASP supports two types of windows, namely *time-based window* and *count-based window*. Each type takes a window parameter $\omega \in \mathbb{N}$ to define the selection of elements from the stream.

**Definition 4.3.** Given a stream $S$ as in Definition 4.1, a *time-based window* over $S$ at time $t$ can be defined as

$$W_{\tau}(S, t) = \{(d, t') \in S : t' \in [\max\{0, t-\omega\}, t]\}$$
Definition 4.4. Given a stream $S$ as in Definition 4.1, a count-based window over $S$ at time $t$ can be defined as $W^\omega_C(S, t) \subseteq W(S, t)$ and satisfies the following conditions:

- $|W^\omega_C(S, t)| = \omega$, and
- $\forall (d', t') \in W^\omega_C(S, t), \exists (d'', t'') \in S \setminus W^\omega_C(S, t)$ such that $t' \leq t'' \leq t$

In order to process the continuous stream, windows use an additional parameter $\beta$ indicating the distance between two consecutive windows, referred to as slide. Intuitively, a time-based sliding window on stream $S$, $W^{\omega, \beta}_T(S, t)$, continuously produces a window $W^\beta_T(S, t)$ every $\beta$ units of time. Similarly, a count-based sliding window on the stream $S$, $W^{\omega, \beta}_C(S, t)$, continuously produces a window $W^\omega_C(S, t)$ containing exactly $\omega$ (timestamped) triples, by removing the oldest and adding the newest $\beta$ triples for each new window. Note that if the number of triples with the same timestamp removed (resp. added) makes the cardinality of the window smaller (resp. bigger) than $\omega$ then data items to be removed (resp. added) are chosen randomly.

I will illustrate how the windows work with a simple example.

Example 4.1. A travel company records the bookings of users to hotels that are available on its website as an RDF stream $S = (d_1, 2), (d_2, 8), (d_3, 8), (d_4, 11), (d_5, 15), \ldots$ as in Figure 4.2. Assume that the unit of time is minute and the stream starts producing triples at time $t = 0$.

- The time-based sliding window $W^{7,3}_T(S, t)$ starts producing a window at time $t = 7$ and continuously produces new windows every 3 minutes as follows:
  
  \[
  W^{7,3}_T(S, 7) = \{(d_1, 2)\}, \\
  W^{7,3}_T(S, 10) = \{(d_2, 8), (d_3, 8)\}, \\
  W^{7,3}_T(S, 13) = \{(d_2, 8), (d_3, 8), (d_4, 11)\}, \ldots
  \]

- The count-based sliding window $W^{3,1}_C(S, t)$ starts producing a window when $|W^3_C(S, t)| = 3$ and continuously produces a new window whenever a new triple arrives, by removing the oldest triple and adding the new one as follows:

  \[
  W^{3,1}_C(S, 8) = \{(d_1, 2), (d_2, 8), (d_3, 8)\}, \\
  W^{3,1}_C(S, 11) = \{(d_2, 8), (d_3, 8), (d_4, 11)\}, \\
  W^{3,1}_C(S, 15) = \{(d_2, 8), (d_4, 11), (d_5, 15)\}^3, \ldots
  \]

$^3(d_1, 8)$ is removed randomly.
4.1.2 Evaluating: from relations to relations

After selecting the relevant portion of the input stream as a set of discrete elements (the window), the second step of the C-ASP processing model evaluates the reasoning request which follows the stable model semantics of ASP. In what follows we define a C-ASP reasoning request (Definition 4.5 and its semantics in Definition 4.6 by resorting to the stable model semantics of ASP).

**Definition 4.5.** A C-ASP reasoning request $RR$ is defined as

$$RR = (Pre, I, P, O)$$

where $Pre$ defines a set of constants indicating namespace prefixes\(^4\); $I = I_{stream} \cup I_{kb}$, where $I_{stream} = \{(S_i, W(S_i, t), i = 1..n\}$ identifies a set of RDF input streams and the windows to specify how to extract data elements from streams, and $I_{kb} = \{kb_j, j = 1..m\}$ identifies a set of RDF static datasets; $P$ identifies a set of ASP rules (or a logic program); and $O \subset pre(P)$ identifies a selections of output data ($pre(P)$ is a set of predicate symbols appearing in $P$).

Intuitively, an evaluation of a reasoning request $RR = (Pre, I, P, O)$ at time $t$ generates a solution of $RR$ with respect to the windows generated in $I$ at that time point.

**Definition 4.6.** Given a C-ASP reasoning request $RR = (Pre, I, P, O)$. A solution of $RR$ at time $t$, $ans(RR, t)$ is defined as:

$$ans(RR, t) = \varphi_O(ans(\bigcup_{i=1}^{n} W(S_i, t), \bigcup_{j=1}^{m} kb_j, P))$$

$ans(RR, t)$ is computed in two steps. First, I compute an answer set of the ASP rules in $P$ and the facts in both the static knowledge bases ($\bigcup_{j=1}^{m} kb_j$) and the windows produced

\(^4\)As illustrated in Section 4.2, these refer to IRIs to identify RDF streams sources.
from the input streams at time $t$ ($\bigcup_{i=1}^n W(S_i, t)$). Next, I select the output data items from the answer set based on the predicates defined in $O$ as follows:

$$\varphi_O(\text{ans}(\bigcup_{i=1}^n W(S_i, t), \bigcup_{j=1}^m kb_j, P)) = \{p(.) \in \text{ans}(\bigcup_{i=1}^n W(S_i, t), \bigcup_{j=1}^m kb_j, P) : p \in O\}$$

As the nonmonotonic semantics of ASP comes with possibly multiple answer sets, C-ASP provides possibly multiple solutions for the reasoning request $RR$ which denoted as $\text{Ans}(RR, t) = \{\text{ans}(RR, t)\}$.

### 4.1.3 Streaming: from relations to streams

I now need to serialize the output of the reasoning request to generate the output stream. To generate streams as output, C-ASP needs a streaming operator to assign the correct evaluation timestamp to data items derived by the evaluation step. In order to do this, I adapt the $RStream$ operator defined for relational data stream processing in [4] as defined below.

**Definition 4.7.** Given an answer set $\text{ans}(RR, t)$ of the C-ASP reasoning request $RR$ at time $t$. $RStream$ is defined as follows:

$$RStream(\text{ans}(RR, t)) = \{(d, t) : d \in \text{ans}(RR, t)\}$$

Similarly, $RStream(\text{Ans}(RR, t)) = \{RStream(\text{ans}(RR, t)) : \text{ans}(RR, t) \in \text{Ans}(RR, t)\}$.

In order to generate RDF streams as output, a predicate symbol $p$ in $O$ has to appear in a predicate of the form $p(s, o)$. In this way, the $RStream$ operator is modified as follows:

$$RStream(\text{ans}(RR, t)) = \{(s, p, o, t) : p(s, o) \in \text{ans}(RR, t)\}$$

### 4.2 Implementation: the C-ASP Language

Based on the C-ASP processing model defined Section 4.1, I now define how a C-ASP reasoning request is expressed in an extension of the ASP language with RDF streaming features, and I provide a set of examples.
4.2.1 C-ASP Reasoning Request

Consider a C-ASP reasoning request $RR = (Pre, I, P, O)$ as defined in Definition 4.6. In Figure 4.3, I provide the syntax to express each component in $RR$. First, to deal with the RDF data format, I use a PrefixClause statement which captures each element in $Pre$. This PrefixClause is adopted from the syntax for prefixes used to abbreviate IRIs\(^5\) in SW.

\begin{verbatim}
PrefixClause → #prefix prefixName : (IRI);

FromStreamClause → #from stream streamIRI Window;
   Window → Time-basedWindow | Tuple-basedWindow
   Time-basedWindow → [time number TimeUnit step number TimeUnit]
   TimeUnit → d | h | m | s | ms
   Tuple-basedWindow → [count number step number]

FromClause → #from ⟨⟨⟨knowledge base⟩⟩⟩;

RuleClause → ASP rule;

OutputClause → #show predicateSymbol/number;
\end{verbatim}

**Figure 4.3:** C-ASP syntax

The identifications of input streams and static knowledge bases in $I$ are expressed by means of FromStreamClause and FromClause, respectively. In FromStreamClause, each input stream is coupled with a window (represented by Window) to guide the C-ASP engine on how to extract related data from the stream. In FromClause, static knowledge bases are specified via their paths and the C-ASP engine integrates them with input streams before performing ASP-based reasoning over them.

A rule in $P$ follows the ASP-core2 language standard\(^6\) and the C-ASP implementation relies on the Clingo solver\(^7\). However, the extension of ASP rules to deal with RDF streams introduces predicate symbols, which are obtained from converting an RDF triple $⟨s,p,o⟩$, in form of $\text{prefixName}_p$. The predicate symbol $\text{prefixName}_p$ identifies that this predicate is from RDF input streams or RDF datasets while $p$ (without $\text{prefixName}$) is an internal predicate defined and used within the ASP rules. In this way, an input RDF triple with a timestamp $⟨s,p,o⟩,t⟩$ is automatically converted into an ASP predicate of the form $\text{prefixName}_p(s, o, t)$.

\(^5\)https://www.w3.org/TR/rdf11-concepts/#section-IRIs
\(^6\)https://www.mat.unical.it/aspcomp2013/files/ASP-CORE-2.03b.pdf
\(^7\)http://potassco.sourceforge.net
In addition, output statements identify output predicates the C-ASP engine needs to provide after reasoning. The syntax of an output statement in $O$ is defined in `OutputClause`. The variable `number` in `OutputClause` identifies the number of arguments in `predicateSymbol`. If `number = 2` then the C-ASP engine provides output as (timestamped) RDF streams by converting output atoms (i.e., `predicateSymbol(s,o)`) to triples (i.e., `<s,predicateSymbol,o>`) and assigning timestamps to them with the `RStream` operator (i.e., `<s,predicateSymbol,o>, t`). Otherwise, C-ASP outputs (timestamped) predicate-format streams.

### 4.2.2 Examples of a C-ASP Reasoning Request

In what follows, I present some of the features of the C-ASP language defined above by providing examples of continuous reasoning requests. I refer to the hotel booking scenario introduced in Example 4.1.
RR1, illustrated in Listing 4.1, is a simple C-ASP reasoning request with aggregation. The request is made by the travel company in order to know how many hotels have been booked during the last hour. It will notify the company every 30 minutes.

Assume that the information of hotels and streets are stored in static RDF datasets, hotelkb.rdf and streetkb.rdf respectively. The company wants to know which 5-star hotels located on a main street have been booked in the last hour. The reasoning request RR2 in Listing 4.2 shows the combination of static and streaming data.

To illustrate an example of combining multiple input streams, I assume that the company also records information when a user cancels a booking. The reasoning request RR3 (Listing 4.3) notifies the company on which below-3-star hotels located on a main street have been booked and then canceled during the last hour. This request also allows the company to decide how to deal with incomplete information about hotels’ stars via the negation-as-failure rule bcStar(Hotel): - bcHotel(Hotel), not hasStar(Hotel).

I now showcase an example of C-ASP that can capture more sophisticated requirements via optimization statements in ASP. Imagine that the company wants to know the most expensive and highest star hotels that have been booked during the last hour. They do not want to get notification of those hotels located in a noisy area (I assume that a hotel located on a main street is noisy). Moreover, they are more interested in the most expensive hotels. RR4 expresses such request as illustrated in Listing 4.4. This
request takes advantage of the ability of ASP to handle expressive reasoning such that managing optimization statements.

4.3 Evaluation

In this section, I compare the performance of the C-ASP reasoner against one of the most mature RSP engines, C-SPARQL, with respect to two metrics, latency and memory.
consumption, by using the well-known stream processing benchmark CityBench [172]. Another RSP engine that is still maintained is CQELS, but I do not consider CQELS because its processing mode does not allow certain positive rules to be expressed: both C-ASP and C-SPARQL process streaming data in batches while CQELS processes every new data item immediately and therefore cannot reason about elements appearing in the same window. Laser and Ticker are not considered because they do not support RDF streams and RDF datasets.

Latency refers to the time consumed by the engine between the input arrival and the output generation while memory consumption reflects the usage of the system memory during the execution. The experiment was conducted on a machine with 24-core Intel(R) Xeon(R) 2.40 GHz and 96G RAM. I used Java 1.8 with heap size from 5GB to 20GB for C-SPARQL and Clingo 4.5.4 for C-ASP. The empirical results are encouraging as they show that C-ASP outperforms C-SPARQL in both latency and memory consumption. I aim at showing that C-ASP has superior performance when dealing with the same expressivity as C-SPARQL with increasing stream frequency. One of possible reason for the difference in the performance of these two engines is the difference of their implementation. C-ASP delegates the reasoning task to Clingo which implements multiple optimization techniques to speed up the grounding step and the solving step (see Section 2.2.4) while C-SPARQL delegates the query evaluation to Esper and Jena. In this way, C-SPARQL limits to apply query rewriting techniques to make its query processor dynamically adapting to the changes in the input. Programming languages may contribute on this performance difference. C-ASP uses Clingo which written in C++ while C-SPARQL is written fully in Java.

To make sure that both engines return the same result format (triples) for a fair comparison, I modify the SELECT statements of C-SPARQL queries in CityBench to the CONSTRUCT statements. I translate C-SPARQL CONSTRUCT queries into C-ASP reasoning requests. In particular I use queries Q1C, Q2C, and Q10C as representative samples in terms of the number of query patterns and the presence of join operators. Listing 4.5 and 4.6 show snapshots of the C-SPARQL query Q1C and the corresponding C-ASP reasoning request R1C.

First, I evaluate the performance of the two engines with a frequency $f = 1$ (i.e., replay streams at the original rate). I stream data for 10 minutes to C-SPARQL queries Q1C, Q2C, and Q10C (respectively, R1C, R2C, and R10C for C-ASP reasoning requests) and measure the latency and memory consumption every minute. Results shown in Figures 4.4, 4.6, and 4.8 indicate that the latency of C-ASP is minimal compared to C-SPARQL for all three queries. More specifically, C-ASP performs almost 3 times (or more) faster than C-SPARQL for queries Q1C, Q2C and slightly faster for query Q10C. In addition,
it is noticeable in those figures that the memory consumption of C-ASP is less than a half of the C-SPARQL memory consumption.

I then increase the frequency of streams to $\mathit{f} = 2$ and re-run the experiment with the similar setting. Figures 4.5, 4.7, and 4.9 show that C-ASP still outperforms C-SPARQL. In details, the latency of C-SPARQL increases slightly from $\mathit{f} = 1$ to $\mathit{f} = 2$ for queries Q1C and Q10C, and increases sharply for query Q2C (around 2 times). In contrast, C-ASP maintains the same latency for both $\mathit{f} = 1$ and $\mathit{f} = 2$. Those figures also show that when $\mathit{f} = 2$, the memory consumption of both engines remains stable as in $\mathit{f} = 1$ and C-ASP consumes half less memory than C-SPARQL.

4.4 Summary

This chapter presents C-ASP, a ASP-based approach for performing complex reasoning over RDF streams. More precisely, C-ASP enables the continuous reasoning capability on ASP by adding: RDF streams to the data types, windowing operators to capture the most relevant portions of data from streams, (stable model semantics) entailment at window-level, and streaming operators to stream out the results. The conceptual architecture of the C-ASP reasoner is presented together with its continuous reasoning model. This model supports the C-ASP language which extended from the ASP language and RDF stream features. This language, which leverages full expressive power of ASP, allows users to express their requirements and preferences in form of C-ASP.
reasoning requests. Such requests are registered once at the C-ASP engine and continuously evaluated when data arrives. The experimental evaluation shows that the C-ASP engine outperforms the state-of-the-art RSP engine C-SPARQL.
Chapter 5

Characterizing Input-driven Dependency

The highly declarative power of ASP opens up the capabilities of the C-ASP reasoner to capture more sophisticated requirements of users and to solve more complex tasks over diverse SW streams. However, computing solutions of such reasoning tasks under stable model semantics of ASP is quite costly, especially in the dynamic environment. As defined in Chapter 1, the second research question \( RQ2 \) in this thesis is concerned about enhancing the scalability of the proposed C-ASP stream reasoner. This question is composed of two sub-questions. In this chapter, I mainly tackle the first sub-question of \( RQ2 \) (\( RQ2.1 \)). The second sub-question of \( RQ2 \) (\( RQ2.2 \)) is answered in Chapter 6. The research question \( RQ2.1 \) states as follows:

\[ RQ2.1. \text{What information potentially affects the reasoning process of an expressive stream reasoner?} \]

The chapter tests the hypothesis \( H2 \) and the first half of the hypothesis \( H3 \) that are formulated below:

\( H2. \text{Partitioning an input window in which data is independent helps to reduce the reasoning cost of an expressive stream reasoner. Moreover, the total time when reasoning sequentially over such partitions of the input window can be smaller than the reasoning time over the whole window under the circumstance of monotonically increasing reasoning time.} \)

\( H3. \text{The semantic dependencies between input data streams plays an important role in the reasoning process in terms of its performance and the} \)
correctness of results. These dependencies can be captured based on the
structure of a given reasoning request and can be decomposed in such a way
to enable parallel reasoning and maintain the correctness of results.

To answer the research question \textit{RQ2.1} and to test the hypotheses \textit{H2, H3}, the key
features that potentially affect the scalability of the C-ASP reasoner are identified. The
chapter is formed in two parts. In the first part, the correlation between key features
and their impact on the reasoner’s performance are empirically evaluated under the
assumption of independent input data (\textit{H2}), presented in Section 5.1. This work is in
collaboration with Stefano Germano at University of Calabria and is published in [197],
and also in his PhD thesis “Logic Programming in non-conventional environments”\(^1\).

Later, this assumption is relaxed and dependencies among input data are analyzed for
a further investigation on their significant impact on the reasoning performance in a
streaming scenario (\textit{H3}), which is detailed in the second part of the chapter. This sec-
ond part starts with a running example introduced in Section 5.2.1 in order to illustrate
the importance of dependencies among data. Section 5.2.2 presents the assumptions
applied for this section and the following chapter. A formal characterization for analyzing
dependencies among input data based on the structure of a given reasoning request
is then proposed in Section 5.2.3. Section 5.2.4 presents algorithms which characterize
different relationships between two predicates appearing in the input data in the form
of so-called input dependency graph. The chapter is summarized in Section 5.3.

5.1 Reasoning over Independent Data Streams

This section provides a preliminary analysis on how the scalability of the C-ASP reasoner
can be improved under the assumption that data elements in an input window are
independent. This reasoner processes data streams by replying on an ASP solver in
which the grounding phase and the solving phase are strongly affected by the amount
of input data. Hence, the performance of the C-ASP reasoner is affected by not only
the size of an input window but also the frequency of windows sending to it. In order
to maintain the stability, the C-ASP reasoner needs to keep up with the new coming
windows. In this way, it has to reason and return results faster than the next window
arrives for preventing the time delay accumulation. Assume that the size of the input
window \(W\) is fixed, and a new window is sent to the C-ASP reasoner every unit of time
\(U\), the question is “Can \(W\) be processed in less than \(U\) of time by reasoning sequentially

\(^1\text{https://www.mat.unical.it/phd/Alumni?action=AttachFile&do=get&target=}
\text{GermanoAbstract.pdf}
over partitions of $W$. Formally, the question can be stated as: Is there a window $W'$ such that: $|W'| < |W|$ and $T(W, W') \leq U$?

$T(W, W')$ notates the time needed by the reasoner to process $W$ by reasoning sequentially over same-size partitions $W'$ of $W$. The number of $W'$ is $\lceil |W| / |W'| \rceil$ and $T(W, W') = \lceil |W| / |W'| \rceil \times T(W')$, in which $T(W')$ notates the time needed by the reasoner to process $W'$ in one computation.

In the following, I answer the above question by demonstrating how the window size and the streaming frequency affects the reasoning process via an empirical evaluation on the C-ASP reasoner based on the travel planner scenario. I present below the scenario, data streams, and the reasoning request for the experiment and discuss findings.

### 5.1.1 Experiment Setting

**Scenario.** Alice is moving on a street. She wants to know real-time events that affect her travel plan to react accordingly. She needs an application built on the top of the C-ASP reasoner to notify events which are considered to be critical to her current situation. The C-ASP reasoner receives event streams that indicate changes in the real world (such as accidents, road traffic, flooding, road diversions and so on) and updates on the user’s current status (such as Alice’s current location and activity). With this information as input streams, the C-ASP reasoner is in charge of: (i) selecting among the list of events, which are the ones that are really relevant according to the Alice’s context, and (ii) continuously ranking their level of criticality with respect to her context in order to decide whether a new path needs to be computed.

**Data streams.** As mentioned in the scenario, there are two input streams: a stream of events and a stream of user’s context. An event is modeled with 4 features: event name, category, location, and time. For example, Listing 5.1 describes the condition of weather being strong wind at a certain time and a given location. User’s context is defined by current activity, location, and time. For instance, Listing 5.2 illustrate that at a certain time, Alice is driving a car at a particular location.

**Static input data.** A small instance of the context ontology which describes the effect of events on certain activities is created. For example, the ontology contains the fact $<ec:Fog uc:effect ac:DrivingCar>$ which indicates that any person who is driving a car is affected by foggy weather. I generate 10 categories of events such as: roadwork, obstructions, incident, sporting events, disasters, weather, traffic conditions, device status, visibility air quality, incident response status. Each type of events has more than 2 event names (e.g., traffic condition has event names: clear traffic, slow
traffic, and congested traffic). In addition, the route of the user is also considered as static input data.

**Reasoning request.** The Listing 5.3 shows a snapshot of the C-ASP reasoning request which is used for this experiment. This request contains 10 rules which have 2 negation-as-failure rules. Rule $r_1$ identifies events that affect the current activities of the user. Rules $r_2 - r_7$ define ‘out_of_context’ events which may be relevant but not be critical to the user. Rule $r_2$ confirms that an event is ‘out_of_context’ if it does not affect the current activity of the user. Rules $r_3$ and $r_4$ identify the case when the user is moving out of the path where related event is happening. Similarly, rules $r_6$ and $r_7$ filter events that are not happening on the user’s path. Rule $r_5$ shows that the related event is ‘out_of_context’ when the user has passed by the event’s location. Rules $r_8$ and $r_9$ compute the criticality of an event and rule $r_{10}$ reports the event which has criticality is bigger than 0.

### 5.1.2 Experiment Discussion

The experiment is conducted over a machine running Debian GNU/Linux 6.0.10, containing 8-cores of 2.13 GHz processor and 64 GB RAM. I evaluate the same reasoning request with varying sizes of input window $W$ (from 100 to 30000 events) of the city event stream (see Listing 5.3) and measured the reasoning time of the C-ASP reasoner.
Listing 5.3: The reasoning request for notifying critical events

\((T(W))\). The reasoner is triggered 20 times for each \(W\) and then the average performance time is computed. These values are plotted in Figure 5.1.

Given \(U = 1\) s, the graph shows that the C-ASP reasoner is ‘stable’ if every window streaming into it has the size is smaller than 17520 events (i.e., green line in Figure 5.1). Let denote this ‘stable’ window as \(W_s\). For window sizes are bigger than \(|W_s|\), the reasoner will accumulate a delay that will cause a bottleneck. Given the reasoning time is monotonically increasing as in Figure 5.1, there are some \(W\) bigger than \(W_s\) that can be processed in less than 1 \(U\) by partitioning \(W\) into smaller chunks and process them in sequence. The easiest way to perform this split is to consider several windows of the same size.

For example, consider \(|W| = 20000\) events, it will take 1232 ms for the reasoner process all events in \(W\) in one computation \((T(W) = 1232\) ms). The reasoner will combine a
delay in each computation and therefore will crash at some point. However, if $W$ is
split into 4 chunks of the same size $|W'| = 5000$ events and process sequentially, the
reasoner will take $T(W, W') = \left\lceil \frac{20000}{5000} \right\rceil \times T(5000) = 4 \times 216 \text{ ms} = 864 \text{ ms}$ for processing
$W$. So there is a proper window size ($|W'|$) such that $T(W, W') \leq U$. In other words,
the reasoner can be ‘stable’ with bigger window sizes.

Moreover, if $W$ is divided into windows of size $|W'| = 2000$ events, the reasoning time
for $W$ will be $T(W, W') = \left\lceil \frac{20000}{2000} \right\rceil \times T(2000) = 10 \times 72 \text{ ms} = 720 \text{ ms}$. It shows that, in
general, there could be more than one way to split the input window. For any given $W$, a
proper value for $W'$ such that $T(W, W') \leq U$ can be found in a trivial way just checking
for each $W'$ less than $W_s$ and verifying that $T(W, W') = \left\lceil \frac{W}{W'} \right\rceil \times T(W') \leq U$. Increasing
$W$ up to the point where there is no $W'$ such that $|W'| < |W_s|$ and $T(W, W') \leq U$,
this point, denoted as $W_u$, is the upper bound of the window where the reasoner can
scale up to and still maintain the stability. In this experiment, the upper bound value
is 23350 events (i.e., red line in Figure 5.1). It means that the reasoner can be stable if
the window size is less than or equal to 23350 events.

In summary, the experiment shows that:

$$\forall W \text{ where } |W_s| \leq |W| \leq |W_u|, \exists W' \text{ such that } T(W, W') \leq U$$

In other words, the processing time of the C-ASP reasoner over an input window can be
reduced by reasoning sequentially over the window’s partitions. This observation holds
under the circumstance of the monotonically increasing reasoning time and independent
input data (to guarantee the reasoning results).
(r₁) very_slow_speed(X) :- average_speed(X,Y), Y<20;
(r₂) many_cars(X) :- car_number(X,Y), Y>40;
(r₃) traffic_jam(X) :- very_slow_speed(X), many_cars(X),
not traffic_light(X, red);
(r₄) car_fire(X) :- car_in_smoke(C, high), car_speed(C, 0),
car_location(C, X);
(r₅) give_notification(X) :- traffic_jam(X);
(r₆) give_notification(X) :- car_fire(X);

Listing 5.4: Sample rules for detecting events

5.2 Reasoning over Dependent Data Streams

Section 5.1 has shown that the reasoning time of the C-ASP reasoner over an input window can be reduced by reasoning parallel (or even sequential) over partitions of that window. This observation is based on the assumption that input data in the window is independent in order to guarantee the reasoning results, which is rarely a case. Moreover, partitioning data randomly in general decreases the accuracy of the final answers. To overcome this issue, the data partitioning process needs to take into account the dependencies among input data items.

5.2.1 Running Example: Traffic Management

In this section, I motivate the problem by providing an example to show the significance of the relationships among input data in the reasoning process of the C-ASP reasoner. This example is then used throughout the rest of the chapter to explain the formal definitions and algorithms which construct the input dependency analysis.

Consider the following scenario: A city manager wants to know real-time events happening in the city in order to make informed decisions on traffic management, reaction to vandalism/crime, management of traffic congestions, reduction of risks for drivers/cyclists/pedestrians, and so on. To do that, he wants to register a continuous reasoning request into the C-ASP reasoner that integrates and reasons upon relevant semantic streams from different sources to detect events of interest. Listing 5.4 shows a rule set $P$ of his reasoning request to detect events traffic_jam and car_fire.

Assume that the set of input predicates $\text{inpre}(P)$ (i.e., predicates appear in the input streams) as follows:

$\text{inpre}(P) = \{\text{average\_speed}, \text{car\_number}, \text{traffic\_light}, \text{car\_in\_smoke}, \text{car\_speed}, \text{car\_location}\}$. 
The C-ASP reasoner is triggered whenever a new input window $W$ arrives. As an illustrative example, assume at time $t$, the input window $W$ (in ASP format) arrives as follows:

\[
W = \{ \text{average speed(newcastleRoad, 10)}, \text{car number(newcastleRoad, 55)}, \\
\text{traffic light(newcastleRoad, red)}, \text{car in_smoke(car1, high)}, \text{car speed(car1, 0)}, \\
\text{car location(car1, danganRoad)} \}
\]

This example is probably not presenting issues in terms of performance, but as the number of cars, segments, traffic lights and other events increases, the scalability of the system becomes an issue. In order to process $W$ faster, partitioning $W$ randomly as in Section 5.1 could generate wrong results. For example, $W$ can be partitioned randomly into two smaller chunks, $W_1$ and $W_2$ as bellow:

\[
W_1 = \{ \text{average speed(newcastleRoad, 10)}, \text{car number(newcastleRoad, 55)}, \\
\text{car in_smoke(car1, high)} \}, \text{and} \\
W_2 = \{ \text{traffic light(newcastleRoad, red)}, \text{car speed(car1, 0)}, \text{car location(car1, danganRoad)} \}
\]

Reasoning in parallel over these two input partitions produces as a result the event \text{traffic jam(newcastleRoad)} and the action \text{give notification(newcastleRoad)} is triggered, which is not correct. The accurate answer is the event \text{car fire(danganRoad)} detected and the notification about the \text{danganRoad} segment. Partitioning randomly the input stream may reduce the processing time of C-ASP reasoner but also reduce the accuracy of its reasoning results in return. Therefore, the parallel reasoning process should consider the relations between input data (ground atoms) in the input window, and distribute the computation accordingly across multiple instances of the rule set. Note that this approach is different from distributing the processing by splitting the rules, and it targets instead the input predicates. How this input analysis is done will be detailed in the following sections.

5.2.2 Assumptions

While addressing research question \textit{RQ2}, I make some assumptions on the supported the rule set and the input data streams in the reasoning request.

Regarding the logic program $P$ in the reasoning request which is given in advance to the C-ASP reasoner, I assume that $P$ is constructed under the stratified negation fragment
of normal ASP (i.e., the program should contain no recursion through negation). This assumption ensures uniqueness of the answer sets and contributes in guaranteeing the correctness of the parallel inference process. In this way, I make the restriction on the expressivity of the ASP semantics to achieve: (i) a better scalability via parallelism and (ii) correctness of reasoning results. Relaxing this assumption is an interesting direction for future work.

Regarding the assumption on the input streams, I assume that unrelated input data are filtered out. In other words, the C-ASP reasoner receives only data which are ground atoms of predicates appearing in the logic program \( P \). In a formal way, \( \text{inpre}(P) \subseteq \text{pre}(P) \). In addition, to analyze the dependencies among input data, note that \( \text{inpre}(P) \) is known in advance.

Another assumption on the input streams which is related to different types of predicates in \( P \). According to the database terminology, there are two types of predicates: EDB (extensional database) and IDB (intensional database). I assume that the input predicates in \( \text{inpre}(P) \) can be either IDB or EDB predicates.

### 5.2.3 Input Dependency Analysis

In this section, I discuss the problem of analyzing the dependency of input elements in a window \( W \) for the C-ASP reasoner with respect to a stratified negation program \( P \) in a reasoning request. I first extend the dependency graph defined in 2.15 to capture different relationships among all predicates in \( P \). Thereafter, I introduce the concept of input dependency graph that shows how input data items in \( W \) relate to each other with respect to the logic program \( P \).

The concept of dependency graph has been widely used in ASP as a tool to analyze the structure of non-ground answer set programs [2, 57]. It has been efficiently used in parallel instantiation algorithms that generate a much smaller ground program equivalent to a given logic program. Note that the computation of most ASP systems follows a two-phase approach: an instantiation (or grounding) phase generates a variable-free program which is then evaluated by propositional algorithms in the solving phase. The instantiation process in ASP can be expensive from a computational viewpoint and the size of the ground program has a huge effect on the performance of the solver. To address this issue, the idea of parallel grounding has been investigated, which relies on the concept of dependency graph.

As defined in 2.15, a dependency graph \( G \) is a directed graph where nodes are IDB predicates and arcs show the relationship between a positive IDB predicate in the body
with a predicate in the head of a rule. This graph divides the input program \( P \) into sub-programs, according to the dependencies among the IDB predicates of \( P \), and identifies which of them can be grounded in parallel.

However, in this thesis, I do not partition the logic program for the grounding process. I focus instead on partitioning the input on-the-fly and evaluating each partition in parallel with a copy of the whole program \( P \). The reasons to follow the input partitioning approach are:

- in the context of dynamic environments, the amount of input data streaming into the reasoner normally much bigger than the number of rules defined in a registered reasoning request, and
- in the context of dynamic environments, the amount of input data at each execution varies in terms of rate and size, thus having different effects on performance.

In order to capture this aspect, I first define an *extended dependency graph* which stems from the definition in 2.15. Besides the dependencies among IDB predicates defined in the dependency graph, other relationships should be taken into account, such as between two EDB predicates, or between an IDB predicate and an EDB predicate. This graph shows different types of dependencies among predicates in \( P \) by considering:

- i) the (transitive) relation between two predicates (both IDB and EDB) in the body of a rule,
- ii) both positive and negative literals.

**Definition 5.1.** Let \( P \) be a logic program. The *extended dependency graph* of \( P \), denoted as \( G_P = \langle N_P, E_P \rangle \), is a graph in which:

i) \( N_P \) is a set of nodes, where each node represents a predicate in \( \text{pre}(P) \).

ii) \( E_P = E_{P_1} \cup E_{P_2} \), where:

(a) \( E_{P_1} \) contains undirected edges \( e_u = (p_u, q_u) \) if \( p_u \) and \( q_u \) occur in the body of a rule \( r \) in \( P \). Moreover, \( (p_u, p_u) \in E_{P_1} \) if \( p_u \in B^-(r) \).

(b) \( E_{P_2} \) contains directed edges \( e_d = (p_d, q_d) \) if \( q_d \) occurs in the head of \( r \) and \( p_d \) occurs in the body of \( r \).

Note that \( p_u, q_u, p_d, q_d \) are predicates that can appear in either a positive or a negative literal.
Example 5.1. Consider the program \( P \) in Listing 5.4. The extended dependency graph \( G_P \) illustrated in Figure 5.2 represents different relations among predicates in \( P \) including directed and undirected edges.

![Figure 5.2: Extended dependency graph \( G_P \)](image)

Based on the extended dependency graph, I introduce the concept of input dependency graph of \( P \) with respect to \( \text{inpre}(P) \). This input dependency graph describes how predicates in \( \text{inpre}(P) \) depend on each other. Below, I describe the meaning of direct path that is used to build the input dependency graph.

**Definition 5.2.** Given the extended dependency graph \( G_P = \langle N_P, E_P \rangle \) of the logic program \( P \), a directed path from node \( p_1 \) to node \( p_n \) is a sequence of nodes \( p_1, p_2, ..., p_n \) such that \( p_i \in N_P, i = 1..n \) and \( (p_j, p_{j+1}) \in E_P, j = 1..n - 1 \).

**Example 5.2.** A directed path from \( \text{average_speed} \) to \( \text{give_notification} \) is a sequence of predicates:

\( \text{average_speed, very_slow_speed, traffic_jam, give_notification} \).

**Definition 5.3.** Let \( P \) be a logic program, \( G_P = \langle N_P, E_P \rangle \) be an extended dependency graph of \( P \), and \( \text{inpre}(P) \) be a set of input predicates of \( P \). The input dependency graph of \( P \) with respect to \( \text{inpre}(P) \) is an undirected graph \( G_P^{\text{inpre}(P)} = \langle N_P^{\text{inpre}(P)}, E_P^{\text{inpre}(P)} \rangle \), where \( N_P^{\text{inpre}(P)} \subseteq N_P \) is a set of nodes and \( E_P^{\text{inpre}(P)} \) is a set of edges. \( N_P^{\text{inpre}(P)} \) contains a node for each predicate in \( \text{inpre}(P) \), and \( \forall p, q \in N_P^{\text{inpre}(P)}, (p, q) \in E_P^{\text{inpre}(P)} \) if one of the following conditions is satisfied:

i) \( p \neq q \) and there is a sequence of nodes \( p_1, p_2, ..., p_{n-1}, p_n \) \( (n > 1, p_1 = p, p_n = q) \) such that \( \exists i \in [1, n), (p_i, p_{i+1}) \in E_P \) and there are two directed paths: one is from \( p_1 \) to \( p_i \) if \( p_1 \neq p_i \) and the other is from \( p_n \) to \( p_{i+1} \) if \( p_n \neq p_{i+1} \).
ii) \( p = q \) and \((p, p) \in E_{P_1} \) or \( \exists u \in N_{P}, (u, u) \in E_{P_1}, (p, u) \in E_{P_2} \).

**Example 5.3.** Consider the extended dependency graph \( G_P \) in Example 5.1 with the input predicates \( \text{inpre}(P) = \{\text{average speed, car number, traffic light, car in smoke, car speed, car location}\} \). The input dependency graph \( G_{\text{inpre}(P)} \) is shown in Figure 5.3.

![Figure 5.3: Input dependency graph \( G_{\text{inpre}(P)} \)](image)

In this example, the link between \( \text{car in smoke} \) and \( \text{car speed} \) is created based on the basic case of the condition (i) in Definition 5.3 in which \( p_1 = \text{car in smoke}, p_2 = \text{car speed} \), and \((p_1, p_2) \in E_{P_1}\). The link between \( \text{average speed} \) and \( \text{car number} \) illustrates the general case of the condition (i) where a sequence of four predicates \((n = 4)\) \( p_1 \) (\text{average speed}), \( p_2 \) (\text{very slow speed}), \( p_3 \) (\text{many cars}), \( p_4 \) (\text{car number}) satisfies that \( i = 2 \), \((p_2, p_3) \in E_{P_1}\) and there are two directed paths, one is from \( p_1 \) to \( p_2 \) and the other is from \( p_4 \) to \( p_3 \). The self-loop of the predicate \( p = \text{traffic light} \) derives from condition (ii) where \((p, p) \in E_{P_1}\).

**Definition 5.4.** Let \( P \) be a logic program and \( \text{inpre}(P) \) be a set of input predicates of \( P \). Predicates \( p, q \in \text{inpre}(P) \) depend on each other if there is an edge \((p, q)\) in the input dependency graph \( G_{\text{inpre}(P)} \).

The first condition in Definition 5.3 represents the dependency between two different predicates in \( \text{inpre}(P) \). In this way, all ground atoms of these two predicates are considered to be dependent to each other, but there is no dependency among ground atoms of the same predicate. These are called predicate-level dependencies. Figure 5.4 (a) show an example of predicate-level dependencies among ground atoms (in dash boxes) of predicates \( \text{average speed} \) and \( \text{car number} \). The second condition in Definition 5.3 shows a predicate dependent on itself. It indicates that all ground atoms of that predicate are considered to be dependent on each other. These are called atom-level dependencies. The Figure 5.4 (b) illustrates such atom-level dependencies among ground atoms of the predicate \( \text{traffic jam} \). When two different predicates depend on each other or a predicate depends on itself, it means that their ground atoms can contribute to infer a new
fact by firing a single rule or multiple rules. Therefore, all ground atoms of dependent predicates need to be processed together in order to guarantee that rules in $P$ are fired properly and to ensure correctness of results.

![Diagram of types of dependencies](image)

**Figure 5.4: Types of dependencies**

### 5.2.4 Building Input Dependency Graph

In this section, I present a set of algorithms to build an input dependency graph when a logic program and a set of input predicates are given in advance. The process is depicted in Figure 5.5. First, the given logic program in the registered reasoning request is used as input to build an extended dependency graph as defined in Definition 5.1. Then this extended dependency graph is fed to the next step together with the given input predicates to create an input dependency graph.

![Diagram of process to build an input dependency graph](image)

**Figure 5.5: The process to build an input dependency graph**

The function to create an extended dependency graph is shown in Algorithm 1. The algorithm processes each rule $r$ in the given logic program $P$ by first adding all predicates in $r$ into $NP$ (a set of nodes). Line 4 uses the method $\text{pre}()$ to compute all predicates in $r$. Next, for each predicate in the body of $r$ (Line 5), the algorithm creates a self-loop for the predicate if it appears in negated literal ($\text{IsNegative}()$) or it appears more than 1 time in the body of $r$ ($\text{IsDuplicate}()$) (Lines 6 - 8). These lines correspond to condition (a) of Definition 5.1. Lines 9 - 11 create undirected edges between two different predicates (i.e., the condition (a) of Definition 5.1) while the directed edges indicate the dependencies between a predicate in the body with a predicate in the head of $r$ are created in Lines 12 - 14 (i.e., the condition (b) of Definition 5.1).
Algorithm 1 Creating extended dependency graph

**Input:** a logic program $P$
**Output:** an extended dependency graph $G_P$

1. procedure $EDG(P)$
2. $N_P \leftarrow \{\}$, $E_{P_1} \leftarrow \{\}$, $E_{P_2} \leftarrow \{\}$
3. for $r \in P$ do
4.   $N_P = N_P \cup pre(r)$
5.   for $b \in pre(B(r))$ do
6.     if $IsNegative(b) || IsDuplicate(b)$ then
7.       $E_{E_1} = E_{P_1} \cup \{(b, b)\}$
8.     end if
9.   end for
10.  for $h \in pre(H(r))$ do
11.    $E_{E_2} = E_{P_2} \cup \{(b, h)\}$
12.  end for
13. $E_P = (E_{P_1}, E_{P_2})$
14. return $G_P = (N_P, E_P)$
15. end procedure

Algorithm 1 guarantees the creation of the extended dependency graph because all predicates in a rule and all rules in the given logic program are examined. The most inner loop (Line 12) needs to be executed for every predicates in the head of a rule. In normal ASP programs (i.e., the programs contain all normal rules), the head contains only 1 predicate so the iteration for this loop is 1. The loops in Lines 5 and 9 are executed for every predicate in the body of a rule while the outer loop (Line 3) iterates according to the number of rules in the logic program. Given $n_b$ is the maximum number of predicates in the body among all rules in the logic program ($n_b = \max(|pre(B(r))| : \forall r \in P)$), the worst-case time complexity of Algorithm 1 is $O(|P|n_b^2)$ ($|P|$ is the number of rules in $P$).

Algorithm 2 creates an input dependency graph as defined in Definition 5.3. $N_{P}^{inpre(P)}$ and $E_{P}^{inpre(P)}$ contain vertexes and edges of the graph. At the beginning, each predicate in $inpre(P)$ is identified as a vertex (Line 2). Each vertex is checked to see if it depends on other vertexes according to the conditions in Definition 5.3. In Lines 5-9, the algorithm checks condition (i) in Definition 5.3 by calling the underlying function $CheckDependency$ which is detailed in Algorithm 3. Lines 10-17 create a self-loop for a vertex if the condition (ii) in Definition 5.3 holds. First, it takes a self-loop in $E_{P_1}$ that is related to the current vertex (Lines 10-12). Then, it creates a self-loop for a vertex if this vertex implies another self-loop vertex (Lines 13-17).

The goal of the function $CheckDependency$ is to check if two separated vertexes $v_1$ and
Algorithm 2: Creating input dependency graph

**Input**: an extended dependency graph $G_P$ and a set of input predicates $\text{inpre}(P)$

**Output**: an input dependency graph $G_{\text{inpre}(P)}$

1: procedure IDG($G_P$, $\text{inpre}(P)$)
2: $N_{\text{inpre}(P)} \leftarrow \text{inpre}(P)$
3: $E_{\text{inpre}(P)} \leftarrow \emptyset$
4: for $v_1 \in N_{\text{inpre}(P)}$ do
5:     for $v_2 \in N_{\text{inpre}(P)}$ do
6:         if CheckDependency($v_1$, $v_2$, $G_P$) then
7:             $E_{\text{inpre}(P)} = E_{\text{inpre}(P)} \cup \{(v_1, v_2)\}$
8:         end if
9:     end for
10:     if $(v_1, v_1) \in E_P$ then
11:         $E_{\text{inpre}(P)} = E_{\text{inpre}(P)} \cup \{(v_1, v_1)\}$
12:     end if
13: end for
14: for $v \in N_P$ do
15:     if $(v, v) \in E_{P_1}$ & $(v_1, v) \in E_{P_2}$ then
16:         $E_{\text{inpre}(P)} = E_{\text{inpre}(P)} \cup \{(v_1, v_1)\}$
17:     end if
18: end for
19: return $G_{\text{inpre}(P)} = \langle N_{\text{inpre}(P)}, E_{\text{inpre}(P)} \rangle$
20: end procedure

$v_2$ depend on each other as per the condition (i) in Definition 5.3. There is a basic dependency between two predicates if there is an undirected link between them (Lines 12-13). Otherwise, the algorithm will find if there are two direct paths connected by an undirected edge between those two vertexes. This function is extended from the Breadth-First Search (BFS) algorithm to discover those paths. This algorithm will terminate at Line 13 or when all vertexes are checked.

The creation of an input dependency graph in Algorithm 2 is guaranteed because the dependencies between every two predicates in $\text{inpre}(P)$ are examined. The main operator of the algorithm is the CheckDependency method which check if two different predicates depend on each other according to the condition (i) in Definition 5.3. Lines 7 - 20 in Algorithm 3 is basically the BFS algorithm operating on $\text{inpre}(P)$ and a set of directed edges $E_{P_2}$. The outer loop of Algorithm 3 performs another similar BFS. Then, the time complexity of CheckDependency method is $O(|\text{inpre}(P)| + |E_{P_2}|^2)$. Algorithm 2 triggers CheckDependency method for every pair of predicates in $\text{inpre}(P)$. Therefore, the time complexity of Algorithm 2 is $O(|\text{inpre}(P)|^2(|\text{inpre}(P)| + |E_{P_2}|)^2)$. 
Algorithm 3 Check dependency between 2 vertexes

**Input:** two vertexes \(v_1, v_2\) and an extended dependency graph \(G_P\)

**Output:** true/false

1: procedure \(\text{CHECKDEPENDENCY}(v_1, v_2, G_P)\)
2: \(\text{queue}V_1 \leftarrow [v_1]\)
3: \(\text{queue}V_2 \leftarrow [v_2]\)
4: \(\text{checked} \leftarrow \{\}\)
5: while \(\text{queue}V_2 \neq \emptyset\) do
6: \(\text{temp}V_2 \leftarrow \text{queue}V_2.\text{remove}(0)\)
7: while \(\text{queue}V_1 \neq \emptyset\) do
8: \(\text{temp}V_1 \leftarrow \text{queue}V_1.\text{remove}(0)\)
9: if \((\text{temp}V_1, \text{temp}V_2) \in \text{checked}\) then
10: continue
11: if \((\text{temp}V_1, \text{temp}V_2) \in \text{E}_{P_1}\) then
12: return true
13: else
14: for \((\text{temp}V_1, cV) \in \text{E}_{P_2}\) do
15: Add \(cV\) into \(\text{queue}V_1\)
16: end for
17: end if
18: Add \((\text{temp}V_1, \text{temp}V_2)\) into \(\text{checked}\)
19: end while
20: Add \(v_1\) into \(\text{queue}V_1\)
21: for \((\text{temp}V_2, cV) \in \text{E}_{P_2}\) do
22: Add \(cV\) into \(\text{queue}V_2\)
23: end for
24: end while
25: return false
26: end procedure

5.3 Summary

In this chapter, the first section reports the correlation between the input window size, the streaming rate and the reasoning time. The experiment shows that when the reasoning time of the C-ASP reasoner over streaming data is monotonically increasing, this time can be reduced by reasoning sequentially over the input window’s partitions. The data elements in the window are assumed to be independent to make sure that the reasoning results are correct. To relax this assumption, the second section is dedicated to analyze how these input data elements depend on each other. A clear characterization and formal definitions for analyzing the dependencies among input data streams are provided. At the center of the proposed analysis is the concept of an input dependency graph which expresses two types of dependencies among data: predicate-level and atom-level. The input dependency graph is built based on the extension of the dependency
graph in ASP. A set of algorithms for building this graph are provided and their complexities are discussed. Leveraging outcomes in this chapter, the next chapter describes how to use the proposed input dependency graph to enable parallel reasoning while maintaining the correctness of results. The material presented in the first part of this chapter has been published in [197] and also in the PhD thesis “Logic Programming in non-conventional environments”\(^2\) of Stefano Germano (i.e., the co-author of the paper [197]). The work presented in the second part can be found at [198] and [199].

\(^2\)https://www.mat.unical.it/phd/Alumni?action=AttachFile&do=get&target=GermanoAbstract.pdf
Chapter 6

Input-driven Parallel Reasoning

Chapter 5 targets on finding the information which can be used to optimize the C-ASP reasoner (RQ2.1). As the result, the input dependency graph is defined to capture how input data in a window depends on each other. Continuing from this investigation, this chapter tackles mainly the second sub-question of the research question RQ2 that states the following:

\[ \text{RQ2.2. How to use such information found in RQ2.1 efficiently to speed up the reasoning process without losing the correctness of reasoning results?} \]

The first part of the hypothesis H3 has been demonstrated in Chapter 5. This chapter focus on testing the second part of H3 and the hypothesis H4 that are formulated as follows:

\[ \text{H3. The semantic dependencies between input data streams can be captured based on the structure of a given rule sets. These dependencies can be decomposed in such a way to maintain the correctness of the parallel reasoning results.} \]

\[ \text{H4. Parallel reasoning over partitioned data streams when taking into account input dependencies can reduce the reasoning cost and maintain the correctness of combined reasoning results.} \]

To answer the research question RQ2.2 and to test the hypotheses H3, H4, this chapter investigates a method to partition data streams based on the input dependency graph. This method and a proof of correctness of the results are presented in Section 6.1.
6.1 Partitioning Plan

In this section, I investigate on how to use the input dependency graph in optimizing the C-ASP reasoner with parallelism while maintaining the correctness of reasoning results. The parallel reasoning in C-ASP is enabled via the data partitioning approach. In other words, the input data in a window is partitioned into smaller chunks. However, this partitioning method needs to take into account the dependencies among input data in order to ensure the accuracy of the final results. In this way, the input dependency graph is used to create a so-call partitioning plan, defined as follows:

**Definition 6.1.** A partitioning plan of a given input dependency graph $G^{\text{inpre}(P)} = \langle N_P^{\text{inpre}(P)}, E_P^{\text{inpre}(P)} \rangle$ is defined as:

$\{N_1, \ldots, N_r : N_r \subseteq N_P^{\text{inpre}(P)} \text{ and } 1 \leq r \leq |N_P^{\text{inpre}(P)}|\}$

I analyze the input dependency graph for creating the partitioning plan in two cases: unconnected and connected graph, detailed in Section 6.1.1 and 6.1.2 respectively.

6.1.1 Unconnected Input Dependency Graph

In this subsection, I consider a case where the input dependency graph is unconnected\(^1\) to partition the input window $W$ into smaller chunks and provide the proof for the correctness of results when reasoning parallel over these chunks. This serves as a basic case of the partitioning plan.

The input dependency graph $G^{\text{inpre}(P)}$ that is not connected induces naturally a subdivision of the graph into several connected components (or components). A connected component of an undirected graph is a maximal connected subgraph of the graph. For instance, $G^{\text{inpre}(P)}$ in Figure 5.3 is decomposed into two components which have separated sets of nodes from $\text{inpre}(P)$:

\(^1\)An undirected graph is connected if, for every pair of vertexes, there is a path in the graph between those vertexes.
$N_1 = \{\text{average speed, traffic light, car number}\}$, and
$N_2 = \{\text{car in smoke, car speed, car location}\}$.

These sets of nodes are used as a partitioning plan in the partitioning process of the parallel C-ASP reasoner (presented in Section 6.2) for splitting ground atoms in an input window on-the-fly.

Consider the input window $W$ as in Section 5.2.1. Splitting $W$ while taking into account the partitioning plan $(N_1, N_2)$ produces two smaller chunks as follows:

$W'_1 = \{\text{average speed(newcastle, 10), car number(newcastle, 55), traffic light(newcastle)}\}$
$W'_2 = \{\text{car speed(car1, 0), car in smoke(car1, high), car location(car1, dangan)}\}$

Parallel reasoning over these two chunks against the rule set in Listing 5.4 produces two sub-results: $\{\}$ for $W'_1$ and $\{\text{car fire(dangan), give notification(dangan)}\}$ for $W'_2$. Union of these two sub-results provides the correct answer as reasoning over whole $W$.

In order to ensure the proposed approach provides all and only the expected results when the input window is split and processed in parallel, I close this subsection by providing a sketch of the correctness proof.

**Proposition 1.** Given $G_{\text{inpre}(P)}$ that is not connected, $G_1, ..., G_n$ ($n > 1$) are connected components of $G_{\text{inpre}(P)}$, and $W$ is an input window such that $\text{pre}(W) \subseteq \text{inpre}(P)$:

\[ \text{Ans}_P(W) = \bigcup_{i=1}^{n} \text{Ans}_P(W_i) \]

where $W = \bigcup_{i=1}^{n} W_i$, and $\text{pre}(W_i)$ is the set of nodes of $G_i$.

**Proof.** I introduce some notations that are used in the proof:

- $\text{pre(body}(r))$: a set of predicates appearing in the body of rule $r$.
- $\text{pre\_head}(r)$: a predicate appearing in the head of rule $r$.
- $\text{ground}(p)$: a set of ground atoms over the predicate $p$.

Suppose $a \in \text{Ans}_P(W)$, let consider the following cases:
Chapter 6. *Input-driven Parallel Reasoning*

- $a$ is created by firing one rule $r$ in $P$
  \[ \Rightarrow \forall_{p_i, p_j \in \text{pre}(	ext{body}(r))}(p_i \neq p_j), (p_i, p_j) \in E^\text{pre}(P) \]
  \[ \Rightarrow \exists i \in [1..n] : \forall p \in \text{pre}(	ext{body}(r)), \text{ground}(p) \subset W_i \]
  \[ \Rightarrow a \in \text{Ans}_P(W_i) \]
  \[ \Rightarrow a \in \bigcup_{i=1}^{n} \text{Ans}_P(W_i) \]

- $a$ is created by firing two rules $r_1, r_2$ in $P$
  \[ \Rightarrow \text{pre}_\text{head}(r_1) \in \text{pre}(	ext{body}(r_2)) \]
  - If $\text{pre}(	ext{body}(r_2)) = \{\text{pre}_\text{head}(r_1)\}$
    \[ \Rightarrow \forall p \in \text{pre}(	ext{body}(r_1)), (\text{pre}_\text{head}(r_1), p) \notin E^\text{pre}(P) \]
    \[ \Rightarrow \exists W_i \neq W_j : \text{pre}(	ext{body}(r_1)) \subset \text{pre}(W_i) \text{ and } \text{pre}_\text{head}(r_1) \in \text{pre}(W_j) \]
    \[ \Rightarrow \forall p \in \text{pre}(	ext{body}(r_1)), \text{ground}(p) \subset W_i \text{ and } \text{ground}(\text{pre}_\text{head}(r_1)) \subset W_j \]
    \[ \Rightarrow a \in \text{Ans}_P(W_i) \text{ (by firing both } r_1 \text{ and } r_2) \text{ or } a \in \text{Ans}_P(W_j) \text{ (by firing } r_2) \]
    \[ \Rightarrow a \in \bigcup_{i=1}^{n} \text{Ans}_P(W_i) \]
  - Else
    \[ \Rightarrow \forall p \in \text{pre}(	ext{body}(r_1)), \forall q \in \text{pre}(	ext{body}(r_2)), (p, q) \in E^\text{pre}(P) \]
    \[ \Rightarrow \exists i = [1..n] : \forall p \in \text{pre}(	ext{body}(r_1)) \cup \text{pre}(	ext{body}(r_2)), \text{ground}(p) \subset W_i \]
    \[ \Rightarrow a \in \text{Ans}_P(W_i) \]
    \[ \Rightarrow a \in \bigcup_{i=1}^{n} \text{Ans}_P(W_i) \]

- Similarly, when $a$ is created by firing $k$ rules $r_1, \ldots, r_k$ in $P$
  \[ \Rightarrow \exists i \in [1..n] : \forall p, q \in \bigcup_{j=1}^{k} \text{pre}(	ext{body}(r_j)), (p, q) \in E^\text{pre}(P) \Rightarrow p, q \in \text{pre}(W_i) \]
  \[ \Rightarrow \exists W_i : a \in \text{Ans}_P(W_i) \]
  \[ \Rightarrow a \in \bigcup_{i=1}^{n} \text{Ans}_P(W_i) \]

Suppose $a \in \bigcup_{i=1}^{n} \text{Ans}_P(W_i) \Rightarrow \exists i \in [1..n] : a \in \text{Ans}_P(W_i)$

- If $a$ is created by firing a set of positive rules
  \[ \Rightarrow a \in \text{Ans}_P(W) \text{ because } W_i \subset W \]

- If $a$ is created by firing a set of rules (e.g., $r_1, \ldots, r_k$) with negation-as-failure
  \[ \Rightarrow \forall p \in \bigcup_{i=1}^{k} \text{pre}(\text{body}^-(r_j)), \text{ground}(p) \subset W_i \text{ and } \exists W_j \neq W_i : \text{ground}(p) \subset W_j \]
  \[ \Rightarrow a \in \text{Ans}_P(W) \]

Therefore, the proposition 1 is proved.

### 6.1.2 Connected Input Dependency Graph

In Section 6.1.1, I presented how a partitioning plan is created in the case of an unconnected input dependency graph. This section is dedicated to investigate to create a
Consider the logic program $P'$ which includes $P$ in Listing 5.4 (Section 5.2.1) and the following rule:

$$(r_7) \text{ traffic\_jam}(X) :- \text{ car\_fire}(X), \text{ many\_cars}(X).$$

Assume that $\text{inpre}(P') = \text{inpre}(P) = \{\text{average\_speed, car\_number, traffic\_light, car\_in\_smoke, car\_speed, car\_location}\}$. The input dependency graph $G_{\text{inpre}(P')}^{P'}$ is shown in Figure 6.1.

This graph is connected, which means that input data of all predicates in $\text{inpre}(P')$ have to be processed together in order to maintain the correctness of reasoning results. The parallel reasoning approach cannot be applied if the input dependency graph cannot be decomposed as in this case. To cope with this issue, I introduce the decomposing process to create the partitioning plan from the connected input dependency graph by extending the Greedy algorithm introduced in PowerGraph [200]. The Greedy algorithm is a rule-based partitioning mechanism which aims to minimize vertex-cuts\(^2\) while assigning balanced load across partitions. To do so, this algorithm requires a predefined number of partitions and chooses the partition for two endpoint vertexes of every edge in the graph by applying the following rules:

- Rule 1: if both endpoint vertexes have been previously assigned in any common partition, pick the smallest common partition.

\(^2\)A vertex-cut set is a set of vertices of a graph which, if removed (or "cut")–together with any incident edges–disconnects the graph.
• Rule 2: if either vertex has been previously assigned partitions or both of vertexes have been previously assigned in different partitions, pick the smallest partition from the union of all assigned partitions of two vertexes.

• Rule 3: if none of vertexes has been previously assigned, pick the smallest partition overall.

I extend the Greedy algorithm by: (i) relaxing the requirement of a predefined number of partitions, and (ii) choosing the partition based on not only its size but also how connected the graph formed by vertexes in that partition is. The first extension enables the automatic decomposing process without any knowledge of the number of partitions. The second extension prioritizes assigning vertexes into a partition such that after the assignment, all vertexes in that partition can create a highly connected graph. In this way, a highly connected sub graph of the input dependency graph shall be put in the same partition and reduce the number of common vertexes among different partitions. Let call such partition is ‘highly connected’. Similar to highly connected graph, a partition is considered as ‘highly connected’ if the degree of each vertex in that partition is bigger than or equal to $\left\lfloor \frac{n_p}{2} \right\rfloor + 1$ ($n_p$ is the number of vertexes in the partition).

The greedy-based decomposing process for partitioning the input dependency graph is presented in Algorithm 4. The algorithm takes the input dependency graph as input and provides a partitioning plan as output. $PP$ is used to store the partitioning plan (Line 2) while $D$ keeps the information about the degree of a vertex in each partition (Line 3). For each edge $e = (s, t)$ in the input dependency graph, the algorithm first uses the function $\text{findPartitionIds}$ to find the set of partitions, $ps$, containing the endpoint vertex $s$ in Line 6. Similarly, $pt$ denotes the set of partitions containing the endpoint vertex $t$ (Line 7). Then, this algorithm follows three rules of Greedy in Lines 8-10 (Rule 1), Lines 11-13 (Rule 2), and Lines 14-16 (Rule 3). The function $\text{choosePartition}$ used in Rule 1 and 2 examines the participation of the edge $e$ based on both the size of the partition and how much the vertexes in that partition connected. Rule 3 is modified to add new partition into the partitioning plan $PP$ if none of vertexes has been previously assigned. After identifying the partition Id for the edge $e$, the algorithm adds two endpoint vertexes of $e$ into that partition and updates the degrees of those vertexes in $D$.

The function $\text{choosePartition}$ takes 4 input parameters: the edge $e$, the set of partition Ids $S$ (i.e., $S = ps \cap pt$ (Rule 1) or $S = ps \cup pt$ (Rule 2)), the partitioning plan $PP$, and the information of vertexes’ degrees $D$. This function returns the partition Id as output. The output partition Id has to satisfy two conditions: smallest size and highly connected. To do so, this function first sorts the partition Ids in $S$ in the ascending manner based
on the partition size (Line 25). Later, it chooses the smallest and highly connected partition (Lines 26-30) using the function \texttt{checkHighlyConnected}. If there is no highly connected partition, the smallest one is provided as output (Line 32).

\textbf{Algorithm 4} Decomposing process

| Input: | input dependency graph $G^\text{inpre}(P) = (N^\text{inpre}(P), E^\text{inpre}(P))$ |
| Output: | Partitioning plan |

1: \textbf{procedure} \texttt{DECOMPOSEIDG}($G^\text{inpre}(P)$)  
2: \hspace{1em} $PP \leftarrow \{\}$  
3: \hspace{1em} $D \leftarrow \{\}$  
4: \hspace{1em} \textbf{for} $e = (s, t) \in E^\text{inpre}(P)$ \textbf{do}  
5: \hspace{2em} \textbf{if} $s \neq t$ \textbf{then}  
6: \hspace{3em} $ps \leftarrow \text{findPartitionIds}(s, PP)$  
7: \hspace{3em} $pt \leftarrow \text{findPartitionIds}(s, PP)$  
8: \hspace{3em} \textbf{if} $ps \cap pt \neq \emptyset$ \textbf{then}  
9: \hspace{4em} $pId \leftarrow \text{choosePartition}(e, ps \cap pt, PP, D)$  
10: \hspace{3em} \textbf{end if}  
11: \hspace{3em} \textbf{if} $ps \cap pt = \emptyset$ \&\& $ps \cup pt \neq \emptyset$ \textbf{then}  
12: \hspace{4em} $pId \leftarrow \text{choosePartition}(e, ps \cup pt, PP, D)$  
13: \hspace{3em} \textbf{end if}  
14: \hspace{3em} \textbf{if} $ps = \emptyset$ \&\& $pt = \emptyset$ \textbf{then}  
15: \hspace{4em} $pId \leftarrow \text{addNewPartition}(PP)$  
16: \hspace{3em} \textbf{end if}  
17: \hspace{1em} Add $s$ and $v$ into partition $pId$  
18: \hspace{1em} Update partition $pId$ in $PP$  
19: \hspace{1em} Update degrees of vertexes in the partition $pId$ in $D$  
20: \hspace{1em} \textbf{end if}  
21: \hspace{1em} \textbf{end for}  
22: \hspace{1em} return $PP$  
23: \textbf{end procedure}  
24: \textbf{procedure} \texttt{CHOOSEPARTITION}(e, S, PP, D)  
25: \hspace{1em} $sortedS \leftarrow \text{sort}(S, PP)$  
26: \hspace{1em} \textbf{for} $pId \in S$ \textbf{do}  
27: \hspace{2em} $dpId \leftarrow D.get(pId)$  
28: \hspace{2em} \textbf{if} $\text{checkHighlyConnected}(e, dpId)$ \textbf{then}  
29: \hspace{3em} return $pId$  
30: \hspace{2em} \textbf{end if}  
31: \hspace{1em} \textbf{end for}  
32: \hspace{1em} return $sortedS.get(0)$  
33: \textbf{end procedure}

The function \texttt{findPartitionIds} has the worse-case complexity of $O(kn)$ to find the set of partitions containing a vertex ($k$ is the number of partitions and $n$ is the number of vertexes of the input dependency graph. The function \texttt{choosePartition} has the overall time complexity of $O(k^2 + n)$, in which $O(k^2)$ comes from the function \texttt{sort} and $O(n)$ is the complexity of the function \texttt{checkHighlyConnected}. The function \texttt{addNewPartition} has constant complexity since it simply initializes the new partition and then adds to
the partitioning plan. The main function DecomposeIDG traverses every edge in the input dependency graph, so its time complexity is O(m(kn + k^2 + n)) (m is the number of edges).

**Example 6.1.** Consider the input dependency graph \(G_{inpre}(P')\) in Figure 6.1. Algorithm 4 creates a partitioning plan with two partitions \(N_1 = \{\text{traffic_light}, \text{average_speed}, \text{car_number}\}\) and \(N_2 = \{\text{car_number}, \text{car_in_smoke}, \text{car_speed}, \text{car_location}\}\) in which the vertex \text{car_number} appears in both partitions. These two partitions create two subgraphs of the input dependency graph as in Figure 6.2.

![Figure 6.2: Output of the decomposing process for \(G_{inpre}(P')\)](image)

In order to ensure that under the circumstance of connected input dependency graph, the proposed approach provides all and only the expected results when the input is split and processed in parallel, I now provide a sketch of the correctness proof.

**Proposition 2.** Given \(G_{inpre}(P)\) that is connected and \(W\) is an input window such that \(\text{pre}(W) \subseteq \text{inpre}(P)\):

\[
\text{Ans}_P(W) = \bigcup_{i=1}^{n} \text{Ans}_P(W_i)
\]

where \(W = \bigcup_{i=1}^{n} W_i\), and \(\text{pre}(W_i)\) are computed by the Algorithm 4.

**Proof.** When \(G_{inpre}(P)\) is connected, Algorithm 4 decomposes \(\text{inpre}(P)\) into \(\text{pre}(W_i), i = 1..n\) and the intersection of any two sets \(\text{pre}(W_i)\) and \(\text{pre}(W_j)\) (\(\text{pre}(W_i) \neq \text{pre}(W_j)\)) may be not empty. Without losing generality, assume that \(\text{pre}(W_i) \cap \text{pre}(W_j) = \{p\}, p \in \text{inpre}(P)\). All ground atoms of \(p \in W\) occurs in both \(W_i\) and \(W_j\). In this way, I do not lose the dependencies between \(p\) with other predicates in \(\text{pre}(W_i)\) (or in \(\text{pre}(W_j)\)). Therefore, the correctness of the parallel reasoning process is maintained as proved in Proposition 1.
6.2 Parallel Reasoning in C-ASP

The C-ASP reasoner extended with the partitioning process is shown in Figure 6.3. The extension consists of the partitioning handler and the combining handler. The partitioning handler splits an input window $W$ coming from streams into several sub-windows taking into account the input dependency. The combining handler combines outputs from parallel instances of the reasoner. For the realization of the partitioning process, the analysis of input dependency is made available within the framework initially at design time. To achieve this, the set of rules in the reasoning request and a set of input predicates are given in advance in order to build an input dependency graph as defined in Definition 5.3. Then the graph decomposing process described in Section 6.1 builds a partitioning plan by decomposing this graph into several components, with duplicated predicates when needed.

The partitioning handler. At run-time, the partitioning handler starts to split an input window on-the-fly by using the partitioning plan provided at design-time. Algorithm 5 shows the partitioning process. First, the $\text{group()}$ method classifies items in the window by their predicates (Line 3). For each group of items, the algorithm identifies a set of partitions’ Ids that groups belong to based on the partitioning plan (Line 5). Finally, it adds that group into the proper partitions corresponding to those Ids.

Grouping input data in $W$ based on their predicate symbols in Line 3 has a time complexity of $O(|W|)$. Identifying where each group should add to (Line 5) has an overall complexity $O(n_p)$ ($n_p$ is the number of partitions in the partitioning plan). Lines 6 - 8 are triggered $n_g$ times in which $n_g$ is the number of groups found in Line 5. That makes the overall time complexity of Lines 4 - 9 to be $O(|\text{inpre}(W)|(n_p + n_g))$. Due to the
fact that the number of input data is much bigger than the number of their predicate symbols plus the number of partitions in the partitioning plan, the overall complexity of Algorithm 5 is proportional to \( O(|W|) \).

**The combining handler.** To combine the outputs from concurrent instances of the C-ASP reasoner, the combining handler unions them to form the final result as follows:

\[
\text{Ans}_P(W) = \bigcup_{i=1}^{n} \text{Ans}_P(W_i)
\]

Where \( P \) is a program under stratified negation, \( W \) is an input window, and \( W_i (i = 1...n) \) are partitions of \( W \) provided by the partitioning handler. The correctness of the parallel reasoning process is guaranteed by Proposition 2.

**Algorithm 5 Partitioning method**

**Input:** a partitioning plan \( PP \) and an input window \( W \)

**Output:** sub-windows of \( W \)

1: procedure **PARTITION**\((PP, W)\)
2: \( Partitions \leftarrow [ ] \);  
3: \( G \leftarrow \text{group}(W) \);  
4: for \( g \in G \) do  
5: \( C \leftarrow \text{findPartitionIds}(g.p\text{redicate}, PP); \)  
6: for \( c \in C \) do  
7: Add \( g.i\text{tems} \) into \( Partitions[c] \);  
8: end for  
9: end for  
10: return \( Partitions \);  
11: end procedure

**6.3 Evaluation**

In this section, I evaluate the performance of the proposed parallel approach with two different levels of expressivity of the reasoning request: positive recursive rules (experiment 1), and stratified negation rules (experiment 2). The first experiment is conducted on the reasoning request which contains positive recursive rules while the second one is dedicated for the request which contains stratified negation rules. In each experiment, I measure two metrics: latency and memory consumption, as in Section 4.3. The experiments were conducted on a machine with 24-core Intel(R) Xeon(R) 2.40 GHz and 96G RAM. I used Java 1.8 with heap size from 5GB to 20GB for C-SPARQL and Clingo 4.5.4 for the reasoners. For the rest of this section, I use \( R \) to refer to the C-ASP reasoner.
presented in Chapter 4 (without parallelism), and PR to refer to the optimized version of C-ASP with the parallel approach that is detailed in Chapter 5 and 6.

6.3.1 Experiment 1: Recursive positive rules

For the experiment with recursive positive rules that are not supported by C_SPARQL, I compare PR against R and Jena reasoner\(^3\) by using a widely used benchmark for reasoning systems, LUBM [175]. I select a different benchmark for this experiment (comparing to the experiment in Section 4.3) due to limitations regarding expressivity of rules in CityBench. In order to evaluate these engines, I create a reasoning request which contains a set of rules \(\{r_1, ..., r_{15}\}\) as in Listing 6.1. This rule set includes 4 recursive rules over 15 rules. In terms of parallel optimization in PR, a given set of input predicates for this reasoning request is as follows:

\[
inpre(P) = \{\text{rdf\_type, uniben\_worksFor, uniben\_subOrganizationOf, uniben\_teacherOf, uniben\_teachingAssistantOf, uniben\_takesCourse, uniben\_publicationAuthor, uniben\_advisor}\}
\]

The input dependency graph of this reasoning request is connected and is decomposed by Algorithm 4 in order to form a partitioning plan for PR with three subsets of \(inpre(P)\) as follows:

\[
pp_1 = \{\text{rdf\_type, uniben\_worksFor, uniben\_subOrganizationOf}\}, \\
pp_2 = \{\text{uniben\_takesCourse, uniben\_teacherOf, uniben\_advisor, uniben\_publicationAuthor}\}, \\
pp_3 = \{\text{uniben\_takesCourse, uniben\_teachingAssistantOf}\}
\]

I use Univ-Bench Artificial Data Generator\(^4\) to generate and stream data to the engines. Due to the fact that the Jena reasoner does not support data stream processing, I run this experiment in two settings: static and streaming.

**Static setting.** In this setting, I evaluate PR, R and Jena reasoner with different sizes of input data from 5k to 100k (k=1000) triples. I trigger each engine 3 times per each input data size and take the average. Figure 6.4 and 6.5 show the effect over the latency and memory consumption with the increasing number of triples for three engines. A closer look at the results in Figure 6.4 reveals that PR outperforms R over subsequent increase from 10k to 100k (\(R\) can not process 60k and 100k triples). 

---

\(^3\)https://jena.apache.org/documentation/inference/  
\(^4\)https://github.com/rvesse/lubm-uba
#input rdf_type/2 ;
#input uniben_worksFor/2 ;
#input uniben_subOrganizationOf/2 ;
#input uniben_teacherOf/2 ;
#input uniben_teachingAssistantOf/2 ;
#input uniben_takesCourse/2 ;
#input uniben_publicationAuthor/2 ;
#input uniben_advisor/2 ;

#prefix uniben : ⟨http://www.lehigh.edu/.../0401/univ-bench.owl#⟩;
#prefix rdf : ⟨http://www.w3.org/1999/02/22-rdf-syntax-ns#⟩;

#from stream <http://lubm.org#universities> [time 3s step 2s];

(r1) rdf_type(X,"Professor") :- rdf_type(X,"uniben_FullProfessor") ;
(r2) rdf_type(X,"Professor") :- rdf_type(X,"uniben_AssociateProfessor") ;
(r3) rdf_type(X,"Professor") :- rdf_type(X,"uniben_AssistantProfessor") ;
(r4) canBecomeDean(X,U) :- rdf_type(X,"Professor"),uniben_worksFor(X,D),
uniben_subOrganizationOf(U,D) ;
(r5) canBecomeHeadOf(X,D) :- uniben_worksFor(X,D) ;
(r6) commonResearchInterests(X,Y) :- uniben_researchInterest(X,R),
uniben_researchInterest(Y,R) ;
(r7) commonPublication(X,Y) :- uniben_publicationAuthor(P,X),
uniben_publicationAuthor(P,Y) ;
(r8) commonResearchInterests(X,Y) :- commonPublication(X,Y) ;
(r9) uniben_teacherOf(Y,C) :- commonResearchInterests(X,Y),
uniben_teacherOf(X,C) ;
(r10) commonResearchInterests(X,Y) :- uniben_advisor(X,Z),
uniben_advisor(Y,Z) ;
(r11) canRequestRecommendationLetter(X,Z) :- uniben_advisor(X,Z) ;
(r12) canRequestRecommendationLetter(X,Z) :- teaches(Z,X) ;
(r13) teaches(X,Y) :- uniben_teacherOf(X,C),
uniben_takesCourse(Y,C) ;
(r14) teaches(X,Y) :- uniben_teachingAssistantOf(X,C),
uniben_takesCourse(Y,C) ;
(r15) suggestAdvisor(X,Y) :- teaches(Y,X) ;

#show canBecomeDean/2;
#show canBecomeHeadOf/2;
#show commonResearchInterests/2;
#show canRequestRecommendationLetter/2;
#show teaches/2;
#show suggestAdvisor/2;

Listing 6.1: The reasoning request with positive recursive rules inspired from LUBM
to Jena, PR is slightly slower when the input size is smaller than 30k. However, PR is considerably faster than Jena when the number of triples is bigger than 30k. When the input size increases from 60k to 100k triples, the latency of Jena increases sharply from 200 seconds to 750 seconds while PR’s latency only increases slightly from 100 seconds to 200 seconds. This is an indication of the scalability of my approach over increasing size of the input. For the memory consumption, Figure 6.5 shows that all engines have increasing memory consumption issue but Jena seems to be better at memory management when increasing the number of input triples.

![Figure 6.4: Latency (recursive rules with static setting)](image)

![Figure 6.5: Memory consumption (recursive rules with static setting)](image)

**Streaming setting.** In the streaming setting, I trigger PR and R by streaming triples for 10 minutes with various rates from 1k to 5k triples/second. I use the time-based window size of 3 seconds with the sliding step of 2 seconds. Figure 6.6 reports the latency observed from PR and R. It shows that PR performs as R at the streaming rate of 1k triples/second. The reason for this is that the number of input triples is small enough and the Clingo solver in the C-ASP reasoner does not suffer from exponential grounding. However, I observe the benefit of parallel optimization in PR at the streaming rates of 3k and 5k triples/second where PR performs much faster than R. In addition, the
latency of $PR$ is more stable than the one of $R$ during the 10-minute streaming. This means that my approach generates a smaller ground program and a smaller search space, speeding up both grounding and solving of the reasoner. For memory consumption that is illustrated in Figure 6.7, $PR$ consumes slightly less memory than $R$. The figures also show that there is a considerable increase in memory consumption when streaming rate increases from 1k to 5k triples/seconds.

**Figure 6.6:** Latency (recursive rules with streaming setting)

**Figure 6.7:** Memory consumption (recursive rules with streaming setting)

### 6.3.2 Experiment 2: Stratified negation rules

I now focus on a rule set which has stratified negations. I modify rules $r_5, r_{12}$ and $r_{15}$ in the reasoning request of Experiment 1 with 3 negation-as-failure atoms as in Listing 6.2. As a result, the experimental reasoning request has a rule set including 4 recursive rules and 3 negation-as-failure rules over 15 rules.

As the rules in Experiment 1 has been changed, the partitioning plan for the reasoner $PR$ has been changed as follows:
(r'_5) canBecomeHeadOf(X,D) :- uniben_worksFor(X,D), uniben_headOf(Z,D),
not commonResearchInterests(X,Z);

(r'_{12}) cannotRequestRecommendationLetter(X,Z) :- teaches(Z,X),
not uniben_advisor(X,Z);

(r'_{15}) suggestAdvisor(X,Y) :- teaches(Y,X), not uniben_advisor(X,Z);

Listing 6.2: Negation-as-failure rules

\[ \mathcal{P}_1 = \{ \text{uniben\_takesCourse, uniben\_advisor, uniben\_teacherOf,}
\text{uniben\_publicationAuthor, uniben\_teachingAssistantOf} \}, \]
\[ \mathcal{P}_2 = \{ \text{rdf\_type, uniben\_worksFor, uniben\_subOrganizationOf} \}, \]
\[ \mathcal{P}_3 = \{ \text{uniben\_advisor, uniben\_worksFor, uniben\_publicationAuthor} \} \]

The number of partitions remains the same as in Experiment 1. However, the number of duplicated predicates (i.e., the predicate appears in more than two partitions) in this experiment is three (i.e., uniben\_advisor, uniben\_publicationAuthor, uniben\_worksFor) while there is only one duplicated predicate in Experiment 1 (i.e., uniben\_takesCourse).

I compare PR against R only since Jena reasoner does not support negation-as-failure. Similar to Experiment 1, I evaluate the same two engines for 10 minutes with various streaming rates from 1k to 5k triples/second. Figure 6.8 and Figure 6.9 illustrate a similar pattern in latency and memory consumption as observed in Experiment 1. PR has faster reasoning time at streaming rates 3k and 5k triples/second, but consumes slightly higher memory compared to R at 5k triples/seconds.

![Figure 6.8: Latency (recursive and stratified negation rules)](image)

6.4 Summary

Scalability is a key challenge for the applicability of reasoning techniques to rapidly changing information. This chapter constructs a method to parallelization of stream
reasoning by input dependency analysis. The rationale for using input dependencies as guidance for parallel reasoning has been discussed. Building upon the work in Chapter 5, this chapter investigates parallel reasoning while taking into account the dependencies among input data. A greedy-based algorithm is proposed to identify a partitioning plan by decomposing such graph into subgraphs such that the number of common nodes among partitions is as small as possible.

An architecture of a parallel version of the C-ASP reasoner is defined in which the partitioning plan, realized at the designed time, will guide the reasoning process to split input data on-the-fly. Two new components are introduced, named partitioning handler and combining handler, take care of distributing input data to concurrent reasoners and combining final reasoning results, respectively. I implemented the proposed parallel approach as an extension of the C-ASP reasoner and provided a proof of correctness under the assumption that no recursion through negation is present in the rules, thus guaranteeing the uniqueness of the solution. Furthermore, I considered the different levels of expressivity that are supported by my prototype reasoner and conducted a detailed experimental evaluation by comparison with different systems based on their expressivity. This evaluation indicates that the parallel C-ASP reasoner not only has a competitive performance in comparison with existing systems but it also supports higher expressivity of reasoning tasks. This work is a demonstration that expressive reasoning is possible also in streaming environments, and it paves the way for investigating feasible solutions in this space. This study and related results have been published in [199].
Chapter 7

Use Cases and Prototypes

The validity and efficiency of the C-ASP reasoner are discussed in previous chapters (Chapters 4 - 6). This chapter validates the practicality of this reasoner by answering the following question:

How is the C-ASP reasoner deployed in real-world scenarios and how does it meet the requirements of such applications?

The practicality of this reasoner is showcased by demonstrating its usage in two Smart City and Smart Enterprise applications: the contextual event filtering system and the IoT-enabled meeting management system. In particular, descriptions of such two applications and their functionalities are presented in order to illustrate the contribution of the C-ASP reasoner in those scenarios.

Section 7.1 discusses the use of the C-ASP reasoner in the contextual event filtering system. Section 7.2 details the use of the C-ASP reasoner for an IoT-enabled meeting management system. The chapter is summarized in Section 7.3.

7.1 Contextual Event Filtering System

This section reports on the use of the C-ASP reasoner as a key component within the CityPulse project \(^1\). The main objective of this project was to “develop, build and test a distributed framework for the semantic discovery and processing of large-scale real-time IoT and relevant social data streams for knowledge extraction in a city environment” [201]. The CityPulse framework integrates and processes large volumes of streaming

\(^1\)http://www.ict-citypulse.eu
city data in a flexible and extensible way. Service and application creation is facilitated by open APIs that are exposed by CityPulse components. The CityPulse components are depicted in Figure 7.1 and can be divided into two main categories:

- Large-scale data stream processing modules (i.e., in the blue box): these include tools which allow the application developer to interact with heterogeneous and unreliable data sources from cities; these tools also allow discovering, summarizing and processing data streams.

- Adaptive decision support modules (i.e., in the red box): these include tools which can be used for making various recommendations based on the user context and the current status of the city.

Figure 7.1: The components of CityPulse framework with their APIs [7]
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Smart city applications in changing environments require to take into account user preferences and requirements, as well as dynamic contextual information represented by real-time events, in order to provide optimal decision support to the end user at any time. The event-driven adaptation and context-driven user-centrality of the CityPulse framework are materialized by a closed loop between the Contextual Filtering component, the user application, and the Decision Support component. The research presented in this thesis has been applied in building the Contextual Filtering component within the CityPulse framework, and in its interaction with the Decision Support component.

7.1.1 Contextual Filtering & Requirements

The main role of the Contextual Filtering component is to i) continuously identify and filter events that might affect the optimal result of the decision making task (performed by the Decision Support component) and ii) react to such changes in the real world by requesting Decision Support for the computation of new solutions when needed. This not only ensures that the selected solution provided to the user remains the best option when situations change, but it also empowers the CityPulse framework to automatically provide alternative decisions whenever the selected best decision is no longer the best for a particular situation.

The adaptive capability of identifying and reacting to unexpected events in a user-centric way relies on two aspects:

- A characterization of the user implicit and explicit context provided by the user application
- A stream of events provided by the Event Detection component.

The Contextual Filtering capability of the CityPulse framework is a good fit for the use of the C-ASP reasoner. This stems from the requirements of this component as follows:

- The context-awareness requirement is essential to easily capture sophisticated user context (including user requirements, preferences, events of interest and activities). The C-ASP reasoner meets this requirement through its expressive reasoning request language. Thus, it provides users the wide ability to express their complex context and seamlessly connect to event streams. In this way, users are able to receive their most wanted events regarding to their provided context.
- The scalability requirement is important for (near) real-time notification of a ranked list of critical events to users. The C-ASP reasoner can meet this requirement as it is efficient in terms of latency.
7.1.2 Implementation of C-ASP Reasoner for Contextual Filtering

Contextual Filtering subscribes to a subset of events among those provided by the Event Detection component. The types of events Contextual Filtering subscribes to are application-specific and are in part dependent on the domain (determined at design-time), and in part contextualized, depending on the specific reasoning task or user preferences specified by the user application (determined at run-time). For example, in the Context-aware Travel Planner application (see Section 7.1.3), traffic and weather conditions are relevant types of events that can be characterized at design time. However, when the user selects a route among those provided by Decision Support to go from a starting point A to an ending point B, only traffic and weather conditions in areas around that specific route are potentially relevant, and they can be augmented by the user interest in other types of events on the way (such as cultural or social gathering).

The occurrence of such relevant events is notified to the Contextual Filtering component by the Event Detection component, which provides additional metadata describing the event. Listing 7.1 illustrates an example of an annotated event about a traffic jam, as it is received by Contextual Filtering. Information about the user context can be gathered by Contextual Filtering in several ways: it can be either explicitly stated in the event request or in the user application (e.g. specifying events of interest), or it can be explicitly or implicitly acquired by identifying user’s current activity (e.g. using the speed to detect that the user is in a car, or having the user specifying in the application what type of transportation he/she is using). With this information, Contextual Filtering is able to: (i) select, among the list of detected filtered events, the ones that are contextually relevant; and (ii) continuously rank their level of criticality to decide when an action is to be triggered.

The level of criticality of events is dynamically assessed by Contextual Filtering based on metrics such as the location-based correlation between a detected event and user’s current location, or an explicit measure of how severe the event is (referred to as Event Level). The current implementation of Contextual Filtering uses a linear combination of these metrics. An application developer can configure such metrics and users can modify them in order to satisfy their own requirements. Listing 7.2 is a snapshot of the logic rules in the reasoning request used in Contextual Filtering. Rule $r_1$ filters out unrelated events. Rule $r_2$ generates sets of solutions containing one critical event each per solution, provided that the event is not expired. Rules $r_3 \rightarrow r_7$ compute the criticality of an event. Based on this level of criticality, Contextual Filtering refers back to the user application that an action is required, which can be either generating a new request for Decision Support to automatically provide an alternative (better) solution, or informing the user about the critical event and let the user decide whether a new solution is needed.
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Listing 7.1: An example of an annotated event in Contextual Filtering

```turtle
@prefix geo: http://www.w3.org/2003/01/geo/wgs84_pos# .
@prefix sao: <http://purl.oclc.org/NET/UNIS/sao/> .
@prefix tl: <http://purl.org/NET/c4dm/time/line.owl#> .
@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
@prefix prov: <http://www.w3.org/ns/prov#> .
@prefix ec: <http://purl.oclc.org/NET/UNIS/sao/ec#> .

sao: c2d69ca8-b404-4006-ad48-9317397251ab a ec: TrafficJam ;
  ec: hasSource "SENSOR" ;
  sao: hasLevel "1" xsd: long ;
  sao: hasLocation [ a geo: Instant ;
    geo: lat "56.17091325696965" xsd: double ;
    geo: lon "10.15728564169882" xsd: double ] ;
  sao: hasType ec: TransportationEvent ;
```

Listing 7.2: Rules for contextual filtering of events with ranking through linear combination

```
(r1) related_city_event(EventId) :- filtering_event(Type),
    sao:hasType(EventId, Type).
(r2) 1 <= {selected_city_event(EventId) : related_city_event(EventId),
    not expired_event(EventId)} <= 1.
(r3) value(RankEleName, Value) :- selected_city_event(EventId),
    ranking_city_event_data(EventId, RankEleName, Value).
(r4) value_with_ranking_type(RankingElementName, M) :- M = Value*Int,
    value(RankingElementName, Value),
    ranking_multiplier(RankingElementName, Int).
(r5) sum(C) :- #sum{Value: value_with_ranking_type(_, Value)}
(r6) criticality(C) :- C = M/100, sum(M).
(r7) critical_city_event(EventId, C) :- selected_city_event(EventId),
    criticality(C).
```

Two prototype applications have been collaboratively developed by the teams involved in CityPulse, namely Context-aware Parking and Travel Planner, using live data from the city of Aarhus in Denmark. The descriptions of these two applications can be found at http://www.ict-citypulse.eu/scenarios/(i.e., scenario 1 and 2). Both applications aim at providing parking/travel-planning solutions, which go beyond state of the art solutions by allowing users to provide multidimensional requirements and preferences such as air quality, traffic conditions and parking availability. In this way, a user receives parking and route recommendations based on the current situation in the city and the user context. Both applications are built as Client/Server applications. The server side hosts an instance of the CityPulse smart city framework. The client side is a mobile application on Android in both cases.
7.1.3 Context-aware Travel Planner

Tony needs to travel from home to work. When he starts the client application, the city map is displayed with options to input his start and end points for his journey. Different means of transportation are generally available to him such as walking, biking, or car as shown in Figure 7.2. In addition, Tony can also specify his constraints and preferences on the recommended routes such as fastest, shortest, or cleanest as illustrated in Figure 7.3. His request is first processed by the Decision Support component which recommends all possible optimal routes on the map (see Figure 7.4). Next, Tony needs to choose one of such routes (i.e., the blue route in Figure 7.4). When he starts the navigation, Contextual Filtering will subscribe to city events related to that route from the Event Detection component. Contextual Filtering should notify Tony any critical event happen on his route which may affect his journey, such as a traffic jam, as shown in Figure 7.5. Recalculation of his chosen route can happen depending on his decision over the reported critical event.

![Figure 7.2: Route selection](image1)

![Figure 7.3: Route constraints](image2)

7.1.4 Context-aware Parking Planner

Mary is having a hard time finding a public parking space. The city is increasingly reducing the number of parking spaces per unit (e.g. apartments), and the difficulty of finding a parking space means Mary has to drive around to look for available parking spots. This is both annoying for her and has a negative environmental impact (increased
pollution and noise). By using the Context-aware Parking Planner, Mary can specify an area within which to find a parking spaces, as shown in Figure 7.6. This area is a circle which can be centered by the destination point or by her current location (the blue circle on the map in Figure 7.6) and a fixed radius (i.e., 1000 meters). In addition, she can add her preferences by choosing parking spaces with the cheapest toll or shortest walking distance to the destination or both (see Figure 7.7). Decision Support provides optimal parking spaces which satisfy Mary’s requirements as illustrated in Figure 7.8. When Mary chooses one of the parking spaces, Contextual Filtering continuously subscribes to parking events in that parking space and will notify her as soon as possible when that parking space is full.

### 7.2 IoT-enabled Meeting Management System

Enterprise communication systems are designed in such a way to maximize the efficiency of communication and collaboration within the enterprise. In this domain, mobile users have the potential to produce a lot of dynamic sensory input that can be used for the next generation of mobile enterprise collaboration, with great potentials for better user experience. The IoT-enabled Meeting Management System (IoT-MMS) is a research project developed with Cisco Systems. This project aims at enabling IoT in the smart
enterprise, through a Linked Data infrastructure for networking, managing and reasoning upon heterogeneous, distributed and continuously changing data streams. In this section, I present how the work in this thesis has been used as a part of IoT-MMS.

### 7.2.1 Motivating Scenario

Alice is hosting an online meeting for her company *FictionDynamic*. The meeting is planned to be held in Meeting Room B at 11:00 am. Bob and Charlie will be attending the meeting while they are on the move, thus their availability and ability to participate in the meeting in various ways is dynamically changing. IoT-MMS enables:

(i) automatic on-the-fly semantic enrichment of IoT information related to the meeting attendees,

(ii) communication of such richer information to the participants via their IoT-MMS clients through a panel showing IoT values and related user capabilities (e.g. ability to hear properly, share a screen, type, talk),

(iii) use of such rich information to improve user experience and optimize meeting management on-the-fly.
The integration of a web-based IoT-MMS with sensory input and enterprise data such as attendees details, calendars and agenda items makes it possible to characterize and manage the following aspects in a flexible and inter-operable way:

- updating (enabling or disabling) users capabilities based on IoT input (via sensors’ visualization and interpretation, semantic integration and stream query processing);
- managing agenda items, including users assigned to a particular item and capability requirements for that item via declarative logic rules;
- dynamically verifying privacy-constraints on agenda items based on location and context.

Contextual information can be explicitly available as the user specifies whether he/she is in a public or private place, but they can also be detected by specific simple event detection logic via query processing in the framework. However, the ability to reason about constraints and planning (e.g. for rescheduling agenda items) needs to be handled by more expressive rules, and are handled by the stream reasoning component. In order to further illustrate the multiplicity of situations that can occur, a few instances of the motivating scenario are characterized as follows:

- **Capability-aware participation.** Charles is on the move and gets notified about a last-minute meeting to be held with a customer on a specific product with the development team. As the head of the team, Charles needs to be mainly a listener, and intervene only if needed. Information about Charles capabilities as a listener (e.g. level of attention while driving or while in a noisy area) are collected and interpreted through inertial and environmental sensors via his Android phone. Such capabilities are continuously monitored and updated in the IoT-MMS web clients for the meeting host to see so that when the customer is addressing Charles directly, he knows whether the issue should be answered right away or later. Charles is also notified when his intervention is requested and what capabilities are needed to participate (e.g. quieter area, ability to type and so on). All this information is stored and associated with a synthetic representation of the meeting minutes for future reference.

- **Agenda re-shuffling.** Alice needs automatic support to dynamically re-order certain agenda items since most of the participants are on the move. IoT-MMS continuously assesses attendees’ capabilities and matches them with agenda items requirements. Some agenda items are very sensitive with respect to privacy; therefore location-based constraints are associated to those items in order to prevent a
meeting participant to disclose sensitive information in public and crowded spaces like a trains or open-spaces airport lounges.

The capabilities of the C-ASP reasoner are well suited to handle the functionalities required by IoT-MMS, for the following reasons:

- the ability to reason about constraints, planning, and preferences can be handled by the expressive power of C-ASP.
- the ability to notify in (near) real-time about user’s current participation, as well as new agenda schedule for all people in the meeting, can be met by the efficiency in terms of throughput and latency of C-ASP.

7.2.2 IoT-MMS Architecture

The conceptual architecture of IoT-MMS is illustrated in Figure 7.9 and can be divided into three main layers:

- Data acquisition and semantic annotation layer: is mainly responsible for acquiring sensor data from mobile devices and performing semantic annotation of the acquired data using information model which proposed in the project.
- Stream processing and reasoning layer: is responsible for the discovery of relevant sensor streams, and performs reasoning over those streams to produce actionable knowledge.
- Application layer: represents the class of enterprise applications that can benefit from IoT intelligence.

The work in this thesis has been mainly applied in the development of the SR component in the stream processing and reasoning layer in IoT-MMS.

7.2.3 Stream Reasoning in IoT-MMS

The SR component performs complex reasoning over IoT streams produced by the stream query processing component. Its conceptual architecture is provided in Figure 7.10.

The stream reasoning functionality is realized by three main components, namely Event Detection, User Reasoner and Meeting Reasoner.
Event Detection. This component integrates the dynamic sensor data streams produced by the stream query processing component (dynamic), with background knowledge about the meeting (static), such as users’ calendar, meeting duration, agenda schedule and thresholds set for the different capabilities. This information is used to detect triggering events which are then used to trigger the User Reasoner or the Meeting Reasoner when needed.

In details, Event Detection detects event triggers by keeping track of sensors’ data produced by the stream query processing component. It is implemented as a C-ASP reasoner where input data includes: a sensor observation stream (i.e., sensor_observation(Sensor, SensorValue, User)) provided by the stream query processing component, and information about discussing agenda in the meeting (i.e., current_agenda(Agenda)) provided by Meeting Reasoner. A snapshot of the reasoning request of Event Detection is shown in Listing 7.3. The first three rules detect changes in sensor capabilities being within or going out of a specific range while the last positive rule encodes a check on the sensitivity of items in the agenda.

User Reasoner. A separate User Reasoner component is initiated for each user when he logs into the meeting, and is stopped at logout. This component is responsible for reasoning about the dynamic status of user capabilities and their changes according to the user context. User Reasoner triggers updates on user’s capabilities whenever it receives an event from the Event Detection component that relates the user capabilities with changed values in related sensors thresholds.
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For example, a change in the user position w.r.t. to the meeting (in range or out of range) is detected by Event Detection and encoded as the propositional predicates $\text{out\_range\_event}(\text{User, Sensor})$ or $\text{in\_range\_event}(\text{User, Sensor})$, which are sent as input to User Reasoner. This triggers rules $r_1$ or $r_2$ in Listing 7.4. In a similar way, if the agenda being discussed is sensitive, Event Detection will produce an event encoded as the propositional predicate $\text{current\_agenda\_event}(\text{Agenda, sensitive})$ and send it to User Reasoner to verify whether the current user context triggers any meeting-related action (i.e., rule $r_3$ in Listing 7.4).
Listing 7.4: Rules of User Reasoner

Listing 7.4 shows a sample excerpt of rules for User Reasoner: the first two rules turn certain capabilities on or off based on detected events on range values of any of the sensors associated to the related capability; the third rule marks the talking capability as disabled if Event Detection has identified the current agenda item as sensitive.

Meeting Reasoner. This component encodes rules related to the meeting itself and normally involves more than one user, including agenda re-shuffling and meeting rescheduling, and it can be triggered either as a result of a change in user capabilities (e.g. a user is no longer able to talk therefore some agenda items might need to be swapped) or as a result of specific events detected by Event Detection (e.g. a key user has not logged in and is far from the venue, therefore, the meeting might need to be rescheduled or postponed).

Meeting Reasoner is in charge of providing a suitable reschedule on-the-fly for the agenda items based on user calendars and constraints or dependencies that might be present in the order of agenda items. As an example, when a user is not available for a particular agenda item assigned to him, Meeting Reasoner will receive an event encoded as a propositional predicate \( \text{could not attend}(User, Item) \) and reason about options to re-shuffle the agenda items. The corresponding planning rules used to re-order agenda items in this case can be found in Listing 7.5. The first rule generates all possible orders of agenda items, while the second and third rules (referred to as consistency constraints) check each solution to eliminate those where required users can not attend.

The required actions identified as a result of the inference performed by User Reasoner or Meeting Reasoner are then sent as notifications to the Application layer which will take care of the actuation part.

7.2.4 IoT-MMS Application Interface

In this section, I describe the implementation of the application interface of IoT-MMS.
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Listing 7.5: Rules of Meeting Reasoner

\[(r_1)\{\text{new_agenda_order}(\text{Item}, \text{Order}): \text{order}(\text{Order})\}\] 1 :=
\[\text{agenda_item}(\text{Item}).\]

\[(r_2):= \text{agenda_speaker}(\text{Item}, \text{User}), \text{could_not_attend}(\text{User}, \text{Item}), \text{agenda_order}(\text{Item}, \text{Order}), \text{new_agenda_order}(\text{Item}, \text{Order}).\]

\[(r_3):= \text{new_agenda_order}(\text{Item}_1, \text{Order}), \text{new_agenda_order}(\text{Item}_2, \text{Order}), \text{Item}_1 \neq \text{Item}_2.\]

Figure 7.11: Application login interfaces

7.2.4.1 Android Application and User Login

This section describes the design of the Android application which is responsible for registering sensors to the OpenIoT platform and sending sensor information as continuous streams. Before entering a web conference room through the OpenMeetings (OM) application client, every user must login through the Android application using the same credentials used for OM. The Android application uses the login web services of OM for maintaining the same session for both HTTP clients. Figure 7.11(A) shows the OM login interface while Figure 7.11(B) shows the Android login interface.

After signing in, the Android application shows the list of available sensors of the mobile device. Figure 7.12 shows the list of sensors of a mobile device. After selecting the sensor input to be sent, those sensors will be registered in the OpenIoT platform and the Android application will start sending sensor data to the IoT-MMS framework.

7.2.4.2 From Meeting Creation to Notification

In describing the scenario design mentioned in Section 7.2.1, this section focuses on meeting event creation functionality, which enables to manage multiple agenda items (e.g., multiple talks, breaks) and meeting rooms description, and helps controlling the
capabilities of attendees when the meeting is running using both real-time and static information.

Creating Meeting Event: each meeting contains event information including start-time, end-time, location, list of attendees and meeting agenda, all stored in the triple store. Figure 7.13 shows that Alice has created a meeting event located in Room B and has two more attendees including Bob and Charlie. All the attendees will be notified of the event information upon creation through emails. Figure 7.14 shows how the host has set two agenda items of type talk, one is for 30 minutes and another one is 25 minutes. The organizer of that event sets an explicit threshold for each sensor capability (noise, light, proximity). Thresholds are configurable during the meeting based on the room condition. Figure 7.15 shows three sensor capabilities and thresholds where 80 db is for the noise sensor, 0 is for proximity and 150 lux is for the light sensor. Such thresholds can be auto-generated or set by default at meeting creation to help the meeting host in configuring the meeting.

![Available sensor list](image-url)
Starting Meeting Event: when a user joins a meeting in OM, each client registers as a IoT-enabled client through a web socket connection to the WebSocket server running the reasoning component. Each client sends JSON objects to the server containing user and meeting IDs. After connecting to the server, clients are ready to get IoT notification of changes in user’s capabilities also as JSON object. In the meeting room interface all the IoT capabilities are represented as icons. Figure 7.16 describes the IoT capabilities
of a user which has five icons including capability of speak, listen, read, chat and user presence in the room from left to right respectively. Each icons has two states shown in Figure 7.16(A) and 7.16(B) representing enabled or disabled capabilities, and a user’s presence icons indicating whether the user is physically in the room or remotely joining. When the OM application gets IoT notifications that the capability state of a user have changed, a notification message pops up and when possible and make an actuation action is executed such as muting or unmuting the microphone of that user.

**IoT Notification and Action**: the OM application gets real-time information from all the users who joins an OM meeting and sends IoT notification if there is any change in user’s capabilities. After getting the notification, the OM server triggers an action for that user based on the notification. Different situations are illustrated in a client panel and example of pop-up messages in the following screenshot figures: Figure 7.17(A) shows that Alice has reached the meeting room and has all capabilities enabled; Figure 7.17(B) shows that there are three attendees in the room where two users are outside the room location and Bob cannot share his screen, listen or speak but he can read and type because he is in a noisy area; Figure 7.17(C) shows that Charlie is inside the meeting room and has all the capabilities enabled; and Figure 7.17(D) shows that Bob cannot read and type because he is driving.
After getting the IoT notification, the OM application notifies the host (or all the attendees if required) and perform some actions in form of pop-up warning or actuations like acting on audio/video or controlling screen sharing, chatting, white board drawing, file uploading.

### 7.3 Summary

This chapter provides evidence on how the C-ASP reasoner is deployed in two real-world scenarios and how it meets requirements of such scenarios. The usage of C-ASP is introduced via two systems, namely contextual event filtering and IoT-enabled meeting management system. The former aims at continuously identifying and filtering critical events that might affect the decision making of users in Smart City applications. Two prototypes of the first system are implemented for users who are traveling in Aarhus, Denmark: a travel planner and a parking planner. The latter investigates on enhancing user experiences in online meetings on-the-move by using mobile sensors. One prototype of this system is implemented which has abilities to continuously update the current status of attendees, manage agenda items, and support the organizer in re-plan the meeting on-the-fly. The prototypes implemented in the first scenario are open-source and can be downloaded at https://github.com/CityPulse/Decision-Support-and-Contextual-Filtering. The third-party developers can reuse those components to create new Smart City applications. Since those components (including ones in the second scenario) are implemented based on C-ASP reasoner, it requires for the developers to have a Clingo solver installed in the system and an ability to express user’s requirements in C-ASP reasoning requests using C-ASP language. Related results of this chapter have been published in [7, 8, 202].
Chapter 8

Conclusion

The ability to perform complex reasoning over semantic data streams has recently become an important area of research in the SW community. Most of the existing systems for processing RDF streams extend SPARQL 1.1 language and have limitations in capturing sophisticated user requirements and dealing with complex reasoning tasks. Moreover, the exponential growth in the availability of streaming data on the Web has seriously hindered the applicability of state-of-the-art expressive reasoners, limiting their applicability to process streaming information in a scalable way. This thesis explores the trade-off between scalability and expressivity for a continuous reasoner over SW data streams and the applicability of such reasoner in Smart City and Smart Enterprise applications. On the one hand, I propose a stream reasoner in which its expressivity is enhanced from advances in both ASP and RSP research. On the other hand, I investigate on the parallel-based optimization method to scale up the proposed expressive reasoner.

8.1 Contributions

In this section, I review the research questions presented in Chapter 1 and how my contributions address them and advance the state-of-the-art.

The first question RQ1, stated: How to enable complex reasoning based on ASP over RDF data streams? My investigation in Chapter 4 resulted in the C-ASP language and the C-ASP engine.

- The C-ASP language is an ASP-based language for continuous reasoning over RDF streams. This language integrates the stable model semantics of ASP with RDF streams, windowing operators and streaming operators in order to achieve
expressive stream reasoning. C-ASP shifts the evaluation semantics of ASP from one time to continuous. In other words, C-ASP continuously produces the results of complex reasoning (solutions) as a stream.

- The C-ASP engine implements the C-ASP language which allows users to express their reasoning task in the form of a continuous reasoning request. This request is registered once into the C-ASP engine and continuously evaluated whenever new data arrives.

C-ASP seamlessly provides flexible ways of combining RSP and ASP reasoning. Moreover, it leverages the full expressive power of ASP. C-ASP represents a step forward from state-of-the-art RSP engines in capturing complex requirements and preferences of users, including optimization and common-sense reasoning. In addition, the experiments in Chapter 4 show that the implemented C-ASP engine outperforms the state-of-the-art RSP engine C-SPARQL for tasks at the same level of complexity.

Next, the thesis focuses on tackling research question \textit{RQ2: How to scale up the reasoning process over RDF data streams under stable model semantics of ASP?} Given the C-ASP engine proposed in Chapter 4, I improved the scalability of C-ASP while investigating on the two following sub-questions:

- \textit{RQ2.1: Which information is relevant to the reasoning process and how can it be used to optimize the reasoning performance?} The relevant features in the streaming setting which can be used to optimize the C-ASP reasoning performance are identified in Chapter 5. The first part of this chapter reports interesting findings about reasoning sequentially over partitions of an input window: the empirical evaluation states that the reasoning time of C-ASP can be reduced when reasoning sequentially over partitions of the input window. This finding is under the assumption that the reasoning time of C-ASP is monotonically increasing. Moreover, in order to guarantee the correctness of the reasoning results, all data points in the input window are assumed to be independent. The second part of this chapter removes the independence assumption which is unrealistic in real settings, and considers different ways input data depends on each other. I proposed a new method to analyze such dependencies between input data items based on the C-ASP reasoning request registered by the user. The concept of input dependency graph is introduced to capture the dependencies among input data in a window. This input dependency graph is defined and constructed based on the extension of the notion of dependency graph in ASP. The resulting contributions have been published and presented in Web Reasoning and Rule Systems (2015) [197] and Data Engineering (2017) [198].
• **RQ2.2**: How to use such information found in RQ2.1 efficiently to speed up the reasoning process without losing the correctness of reasoning results? The input dependency graph proposed in Chapter 5 has been used to improve the reasoning process of the C-ASP engine as it enabled data parallelism. My investigation, under the circumstance of ASP with stratified negation, leads to the definition of the partitioning plan, described in Chapter 6. The partitioning plan is the result of decomposing the input dependency graph in such a way that all of dependencies among data items in the input window are maintained. This partitioning plan guides the C-ASP engine on how to split the input window into smaller chunks on-the-fly. In this way, C-ASP can reason in parallel over portions of the input window and reduce the reasoning time. Moreover, the final results of the parallel reasoning under the guidance of the partitioning plan is proved to be semantically correct. The contribution has been published and presented in Semantic Web (2018) [199].

Additional contributions of this thesis are presented in Chapter 7, where the practicality of the proposed C-ASP reasoner is validated in the domains of Smart City and Smart Enterprise. Two different components have been developed, namely the contextual event filtering system and the IoT-enabled meeting management system, respectively. Three prototypes of those components are implemented. This shows the evidence on how the C-ASP reasoner is deployed in real-world scenarios and how it meets requirements of such scenarios. Related results of this contribution have been published as follows: IEEE Access 4 (2016) [7], Innovations in Clouds, Internet and Networks (2017) [202], and Journal of Web Semantics (2017) [8].

### 8.2 Limitations

In this section I want to highlight some limitations that would be worth investigating in future research.

**Concurrent evaluation.** In RQ1, I proposed the C-ASP language and engine to capture users’ sophisticated requirements and perform complex reasoning over SW data streams. The current implementation of C-ASP is limited to the case where multiple reasoning requests are registered and evaluated concurrently. For now, each registered reasoning request is processed by an instance of the C-ASP engine separately. The inability of the C-ASP engine to share resources among different concurrent reasoning requests can cause the performance bottleneck.
Granularity of input dependencies. The partitioning plan created from the input dependency graph is responsible for guiding the C-ASP engine in partitioning input data on-the-fly and reasoning in parallel. The creation of this partitioning plan currently takes place at design time and is mainly based on predicate-level dependencies. Creating on-the-fly partitioning plan would make it possible to consider extra information such as atom-level dependencies and their distribution in an input window. This may have impact on the scalability of the reasoning process but it requires to adapt the way the dependency graph is built and maintained, and it is currently not supported.

Reasoning expressivity. The reasoning time of C-ASP is reduced thanks to the optimization based on parallelism. However, this parallel reasoning is currently restricted to ASP rules with stratified negation in the reasoning request. This restriction is necessary to guarantee the correctness of the parallel reasoning results. Relaxing this assumption and allowing parallel reasoning with recursive negation or disjunctive ASP rules can push the expressivity of C-ASP and enable more complex reasoning, but careful consideration should be given on how to maintain correctness in this case.

Comparative evaluation. The experiments in this thesis do not compare the performance of C-ASP with other existing ASP-based reasoners such as Laser [148] or Ticker [147]. These reasoners do not support RDF data streams as input. In addition, their optimization follows the approach of incremental reasoning. Both incremental reasoning and parallel reasoning help to improve the reasoning process and they are not exclusive. Instead, these two approaches are complementary to each other in that the parallel approach can be applied first to partition input data and enable concurrent reasoners to run in parallel, and then the incremental approach can be applied within each reasoner instance. I have not explored this combination in this thesis.

8.3 Future Work

The results presented in this thesis open up several possibilities for future work. In the following, I discuss future directions of research on which this thesis can be extended.

The first endeavor is to investigate the reasoning process of the C-ASP engine in the presence of multiple reasoning requests. Having concurrent reasoning requests may enable synergies among common resources which are shared by those requests such as input data streams, background knowledge, or rules. The ability to share resources while evaluating concurrent reasoning requests can lead to a significant reduction in latency and increase in performance. Resource sharing and load balancing techniques in data processing (e.g., [203–205]) can be leveraged to address this challenge. However,
for an expressive stream reasoning system more complicated reasoning semantics need to be incorporated and the dynamicity of data buffers and input streams have to be considered.

The C-ASP engine supports full ASP capabilities to reason over RDF streams and static knowledge. However, when it comes to parallelism, the engine proposed and implemented in this thesis restricts the expressivity of its reasoning requests to ASP with stratified negation so that correctness of reasoning results can be maintained. The extension of C-ASP to be able to perform parallel reasoning with full ASP expressivity (i.e., recursive negation and disjunctive rules) while maintaining correctness of the reasoning results could open new opportunities in terms of application scenarios. In order to enable this, the input dependency graph needs to be updated with new types of edges to specify the recursive negation as well as disjunctive dependencies. Moreover, the combination handler also needs to be modified to ensure that the results of parallel reasoning are semantically correct.

Another direction for future investigation is to consider how different partitioning plans affect the performance of the parallel C-ASP reasoner. The current solution for creating the partitioning plan is extended from the greedy algorithm, in which the number of partitions is determined by randomly traversing edges in the input dependency graph. Different heuristics to create the partitions may have different impact on the reasoning process. The distribution of ground atoms across the different predicates could be a good information to design heuristics for creating better partitions. This could also inform the current partitioning function so that the splitting process does not rely on predicate-level analysis only.

Inspired by related work on incremental reasoning over streams with ASP, it would also be interesting to study how to combine the result of this thesis with incremental techniques to achieve better scalability for the C-ASP reasoner. Such direction would need to consider the parallel approach as a first step to reduce the amount of input data that is fetched into the stream reasoner, and then within each instance of the reasoner, consider the incremental mechanism to reduce the cost of recomputing solutions over sliding windows. In this way, efficient incremental reasoning techniques recently implemented in systems such as Laser [148] or Ticker [147] can be leveraged for a more advanced solution to expressive stream reasoning on RDF streams based on ASP.

The parallel reasoning approach in this thesis is mainly based on the analysis of dependencies between input data. This analysis considers not only the structure of a given rule set (a C-ASP reasoning request) but also the presence of data (input predicates) to create the input dependency graph. This idea can be generally applied to a broader stream reasoning field for enabling parallel reasoning. However, the method to construct
the input dependency graph needs to be customized with respect to the semantics of the supported logical reasoning.
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