<table>
<thead>
<tr>
<th>Title</th>
<th>An evaluation of SPARQL federation engines over multiple endpoints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author(s)</td>
<td>Saleem, Muhammad; Khan, Yasar; Hasnain, Ali; Ermilov, Ivan; Ngonga Ngomo, Axel-Cyrille</td>
</tr>
<tr>
<td>Publication Date</td>
<td>2018-04-23</td>
</tr>
<tr>
<td>Publisher</td>
<td>NUI Galway</td>
</tr>
<tr>
<td>Link to publisher's version</td>
<td><a href="https://doi.org/10.13025/S8M34M">https://doi.org/10.13025/S8M34M</a></td>
</tr>
<tr>
<td>Item record</td>
<td><a href="http://hdl.handle.net/10379/15126">http://hdl.handle.net/10379/15126</a></td>
</tr>
<tr>
<td>DOI</td>
<td><a href="http://dx.doi.org/10.13025/S8M34M">http://dx.doi.org/10.13025/S8M34M</a></td>
</tr>
</tbody>
</table>
An Evaluation of SPARQL Federation Engines Over Multiple Endpoints

Preprint - December 2017
DOI: 10.13140/RG.2.2.23597.45444

CITATIONS
0

READS
357

5 authors, including:

Muhammad Saleem
University of Leipzig
60 PUBLICATIONS  450 CITATIONS
SEE PROFILE

Yasar Khan
National University of Ireland, Galway
33 PUBLICATIONS  121 CITATIONS
SEE PROFILE

Ali Hasnain
Insight Centre for Data Analytics, NUI Galway
29 PUBLICATIONS  245 CITATIONS
SEE PROFILE

Ivan Ermilov
University of Leipzig
25 PUBLICATIONS  242 CITATIONS
SEE PROFILE

Some of the authors of this publication are also working on these related projects:

Project  SANSA-Stack View project

Project  METArchive View project

All content following this page was uploaded by Muhammad Saleem on 11 December 2017.

The user has requested enhancement of the downloaded file.
An Evaluation of SPARQL Federation Engines Over Multiple Endpoints

Muhammad Saleem
AKSW, Uni Leipzig, Germany
saleem@informatik.uni-leipzig.de

Yasar Khan
INSIGHT, NUIG, Ireland
yasarkhan@insight-centre.org

Ali Hasnain
INSIGHT, NUIG, Ireland
ali.hasnain@insight-centre.org

Ivan Ermilov
AKSW, Uni Leipzig, Germany
imerilov@informatik.uni-leipzig.de

Axel-Cyrille Ngonga Ngomo
AKSW, Uni Leipzig, Germany
uni-paderborn.de

ABSTRACT

Due to decentralized and linked architecture underlying Linking Data, running complex queries often require collecting data from multiple RDF datasets. The optimization of the runtime of such queries, called federated queries, is of central importance to ensure the scalability of Semantic-Web and Linked-Data-driven applications. This has motivated a considerable body of work on SPARQL query federation. However, previous evaluations of SPARQL query federation engines do not evaluate the performance of these engines pertaining to the different steps involved in the federated query processing. Consequently, it is difficult to pinpoint the components of the federation engines that need to be improved. This work presents an extended summary of the fine-grained evaluation of SPARQL endpoint federation systems performed in [13]. Beside query runtime as an evaluation criterion, we extend the scope of our performance evaluation by considering additional measures which are important but have not been paid much attention to in the previous studies. Our experimental outcomes lead to novel insights for improving current and future SPARQL federation systems.

CCS CONCEPTS

- General and reference → Metrics; Evaluation; Performance;

ACM Reference format:
https://doi.org/

1 INTRODUCTION

The ultimate goal of the research performed in SPARQL query federation to optimize the overall query runtime of the federated engines. However, the query runtime can be affected by a variety of factors such as the efficiency of the source selection, the quality of the query execution plans, and the quality of the implementations. For example, the over-estimation of the number of query-relevant data sources often results in unnecessary intermediate results, generate extra network traffic, and thus can significantly affect the overall query runtime. Current evaluations [1, 3, 8, 12, 14, 19, 20] of SPARQL query federation systems regarded the overall query runtime as their central evaluation criterion. The granularity of such evaluations fails to provide results that allow understanding why the query runtimes of systems can differ drastically. Furthermore, as pointed out by [9], the current testbeds [2, 10, 17, 18] for evaluating, comparing, and eventually improving SPARQL query federation systems still have some limitations. Especially, the partitioning of data as well as the SPARQL clauses used cannot be tailored sufficiently, although they are known to have a direct impact on the behaviour of SPARQL query federation systems.

The aim of this paper is to experimentally evaluate a large number of SPARQL 1.0 query federation systems within a more fine-granular setting in which we can measure the time required to complete different steps of the SPARQL query federation process. To achieve this goal, we conducted a public survey1 and collected information regarding 14 existing federated system implementations, their key features, and supported SPARQL clauses. Eight of the systems which participated in this survey are publicly available. However, two out of the eight with public implementation do not make use of the SPARQL endpoints and were thus not considered further in this study. In the next step and like in previous evaluations, we compared the remaining six systems [1, 3, 7, 11, 19, 20] with respect to the traditional performance criterion (i.e., the query execution time) using the commonly used benchmark FedBench [17]. In addition, we also compared these six systems with respect to their answer completeness, source selection approach in terms of the total number of sources they selected, the total number of SPARQL ASK requests they used and source selection time. For the sake of completeness, we also performed a comparative analysis (based on the survey outcome) of the key functionality of the 14 systems which participated in our survey.

To provide a quantitative analysis of the effect of data partitioning on the systems at hand, we extended both FedBench [17] and SP2Bench [18] by distributing the data upon which they rely.

1Survey: http://goo.gl/RxKVT, Results: http://goo.gl/CNW5UC
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To this end, we used the slice generation tool\(^2\) described in [16]. This tool allows creating any number of subsets of a given dataset (called slices) while controlling the number of slices, the amount of overlap between the slices as well as the size distribution of these slices. The resulting slices were distributed across various data sources (SPARQL endpoints) to simulate a highly federated environment. In our experiments, we made use of both FedBench [17] and SP\(^2\)Bench [18] queries to ensure that we cover the majority of the SPARQL query types and clauses.

Our main contributions are summarized as follows: (1) We present the results of a public survey which allows us to provide a crisp overview of categories of SPARQL federation systems as well as provide their implementation details, features, and supported SPARQL clauses. (2) We present (to the best of our knowledge) the most comprehensive experimental evaluation of open-source SPARQL federations systems in terms of their source selection and overall query runtime using in two different evaluation setups. (3) We extend both FedBench and SP\(^2\)Bench to mirror highly distributed data environments and test SPARQL endpoint federation systems for their parallel processing capabilities. (4) We provide a detailed discussion of experimental results and reveal novel insights for improving existing and future federation systems.

2 EVALUATION RESULTS AND DISCUSSION

2.1 Survey results

Based on our survey results\(^3\), existing SPARQL query federation approaches can be divided into three main categories:

1. **Query federation over multiple SPARQL endpoints**: In this setting, RDF data is made available via SPARQL endpoints. The federation engine makes use of endpoint URLs to federate sub-queries and collect results back for integration. Fedex [19], LHD [20], SPLENDID [3], DAW [16], HiBISCus [15], ANAPSID [1], DARQ [11] and others implement this form of federation over multiple SPARQL endpoints.

2. **Query federation over Linked Data**: This type of approaches relies on the Linked Data principles\(^4\) for query execution. The set of data sources which can contribute results into the final query result set is determined by using URI lookups during the query execution itself. Query federation over Linked Data does not require the data providers to publish their data as SPARQL endpoints. Instead, the only requirement is that the RDF data follows the Linked Data principles. LDQPS [5], and SIHJoin [6] implement federation over linked data (LDF).

3. **Query federation on top of Distributed Hash Tables**: This type of federation approaches stores RDF data on top of Distributed Hash Tables (DHTs) and use DHT indexing to federate SPARQL queries over multiple RDF nodes. Atlas [4] implements DHT federation.

Each of the above main category can be further divided into three sub-categories:

\(^2\)https://code.google.com/p/fed-eval/wiki/SliceGenerator
\(^3\)Available at http://goo.gl/CNW5UC
\(^4\)http://www.w3.org/DesignIssues/LinkedData.html

(a) **Catalog/index-assisted solutions**: These approaches utilize dataset summaries that have been collected in a pre-processing stage. DARQ is an example of such solutions.

(b) **Catalog/index-free solutions**: In these approaches, the query federation is performed without using any stored data summaries. The data source statistics can be collected on-the-fly before the query federation starts. FedX is an example of such solutions.

(c) **Hybrid solutions**: In these approaches, some of the data source statistics are pre-stored while some are collected on-the-fly, e.g., using SPARQL ASK queries. SPLENDID is an example of such solutions.

Table 1 summarizes the survey outcome w.r.t. different features supported by systems.

2.2 SlicedBench

As pointed out in [9] the data partitioning can affect the overall performance of SPARQL query federation engines. To quantify this effect, we created 10 slices of each of the FedBench’s datasets and distributed this data across 10 local Virtuoso SPARQL endpoints (one slice per SPARQL endpoint). Thus, every SPARQL endpoint contained one slice from each of the 10 datasets. This creates a highly fragmented data environment.

2.3 Efficiency of Source Selection

We define efficient source selection in terms of: (1) the total number of triple-pattern-wise sources selected (#T), (2) the total number of SPARQL ASK requests (#AR) used to obtain (1), and (3) the source selection time (SST). Table 2 shows the results of these three metrics for the selected approaches. Note that CD represents the cross domain, LS represents the life sciences, and LD represents the Linked Data queries of the FedBench.

Overall, ANAPSID is the most efficient approach in terms of total number of triple pattern-wise sources selected. LHD, DARQ, ADESIS do not make use of the SPARQL ASK requests during source selection. FedX (100% cached) is the fastest in terms of source selection time. It is important to note that FedX(100% cached) means that the complete source selection is performed by using only cache, i.e., no SPARQL ASK request is used. This the best-case scenario for FedX and very rare in practical cases.

2.4 Answer Completeness

Two or more engines are only comparable to each other if they provide the same result set for a given query. Table 3 shows the queries and federated engines for which we did not receive the complete results. As an overall answer completeness evaluation, only FedX is always able to retrieve complete results. It is important to note that these results are directly connected to the answer completeness results presented in survey Table 1; which shows only FedX is able to provide complete results among the selected systems.

2.5 Query Runtime

The comparison of the overall performance of each approach is summarised in Figure 1, where we show the average query execution time for the queries in CD, LS, LD, and SP\(^2\)Bench sub-groups. As an

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>FedX</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>LHD</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>SPLENDID</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>FedSearch</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>GRANATUM</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Avalanche</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>DAW</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>ANAPSID</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>ADERIS</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>DARQ</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>LDQPS</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>SIHJoin</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>WoDQA</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Atlas</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the efficiency of source selection in terms of total triple pattern-wise sources selected #T, total number of SPARQL ASK requests #AR, and source selection time SST in msec. SST* represents the source selection time for FedX(100% cached i.e. #A = 0 for all queries). For ANAPSID, SST represents the query decomposition time. (T/A = Total/Avg., where Total is for #T, #AR, and Avg. is SST, SST*)

<table>
<thead>
<tr>
<th>Query</th>
<th>#T</th>
<th>#AR</th>
<th>SST</th>
<th>SST*</th>
</tr>
</thead>
<tbody>
<tr>
<td>FedBench CD</td>
<td>78</td>
<td>252</td>
<td>151</td>
<td>7</td>
</tr>
<tr>
<td>LS</td>
<td>56</td>
<td>297</td>
<td>147</td>
<td>8</td>
</tr>
<tr>
<td>LD</td>
<td>108</td>
<td>369</td>
<td>139</td>
<td>8</td>
</tr>
<tr>
<td>T/A</td>
<td>242</td>
<td>918</td>
<td>146</td>
<td>8</td>
</tr>
<tr>
<td>LDQPS</td>
<td>122</td>
<td>620</td>
<td>212</td>
<td>9</td>
</tr>
<tr>
<td>SIHJoin</td>
<td>122</td>
<td>620</td>
<td>212</td>
<td>9</td>
</tr>
<tr>
<td>WoDQA</td>
<td>90</td>
<td>1</td>
<td>1159</td>
<td>1</td>
</tr>
<tr>
<td>Overall</td>
<td>1071</td>
<td>1680</td>
<td>256</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3: The queries for which some system’s did not retrieve complete results. The values inside bracket shows the actual results size. “-“ means the results completeness cannot be determined due to query execution timed out. Incomplete results are highlighted in bold

<table>
<thead>
<tr>
<th>Query</th>
<th>#T</th>
<th>#AR</th>
<th>SST</th>
<th>SST*</th>
</tr>
</thead>
<tbody>
<tr>
<td>FedX</td>
<td>90</td>
<td>1</td>
<td>1159</td>
<td>333</td>
</tr>
<tr>
<td>LHD</td>
<td>77</td>
<td>1</td>
<td>0</td>
<td>322</td>
</tr>
<tr>
<td>SPLENDID</td>
<td>77</td>
<td>1</td>
<td>0</td>
<td>322</td>
</tr>
<tr>
<td>DARQ</td>
<td>90</td>
<td>1</td>
<td>1159</td>
<td>333</td>
</tr>
<tr>
<td>FedX</td>
<td>90</td>
<td>1</td>
<td>1159</td>
<td>333</td>
</tr>
</tbody>
</table>

overall performance evaluation based on FedBench, FedX(cached) outperformed FedX(first run) on all of the 25 queries. FedX(first run) in turn outperformed LHD on 17 out of 22 commonly supported queries (LHD retrieve zero results for three queries). LHD is better than SPLENDID in 13 out of 22 comparable queries. SPLENDID outperformed ANAPSID in 15 out of 24 queries while ANAPSID outperforms DARQ in 16 out of 22 commonly supported queries. For SlicedBench, FedX(cached) outperformed FedX(first run) in 29 out of 36 comparable queries. In turn FedX(first run) outperformed LHD in 17 out of 24 queries. LHD is better than SPLENDID in 17
out of 24 comparable queries. SPLENDID outperformed ANAPSID in 17 out of 26 which in turn outperformed DARQ in 12 out of 20 commonly supported queries. No results were retrieved for majority of the queries in case of ADERIS, hence not included to this section. All of the above improvements are significant based on Wilcoxon signed ranked test with significance level set to 0.05.

2.6 Effect of the data partitioning

The SlicedBench extension of FedBench can also be utilized to test the capability of parallel execution of queries in SPARQL endpoint federation system. Figure 2 shows the effect of data partitioning on the selected federation engines. The performance of FedX(cached) and DARQ is improved with partitioning while the performance of FedX(first run), SPLENDID, ANAPSID, and LHD is reduced. As an overall evaluation result, FedX(first run)’s performance is reduced by 214%, FedX(cached)’s is reduced 199%, SPLENDID’s is reduced by 227%, LHD’s is reduced by 293%, ANAPSID’s is reduced by 382%, and interestingly DARQ’s is improved by 36%. This results suggest that FedX is the best system in terms of parallel execution of queries, followed by SPLENDID, LHD, and ANAPSID.
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