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We process drug and target information as a knowledge graph of where we employ a customised version of state-of-the-art KGE works in this area mainly utilise different chemical, genetic and proteomic methods, which are limited in terms of the scalability of experimentation and the scope of studied drugs and targets per experiment. This is mainly due to their dependency on laboratory experiments and available physical resource. This has led to an increasing importance of computational methods for the identification of candidate drug targets. In this work, we introduce a novel computational approach for predicting drug target proteins. We approach the problem as a link prediction task on knowledge graphs. We process drug and target information as a knowledge graph of interconnected drugs, proteins, disease, pathways and other relevant entities. We then apply knowledge graph embedding (KGE) models over this data to enable scoring drug-target associations, where we employ a customised version of state-of-the-art KGE model ComplEx. We generate a benchmarking dataset based on KEGG database to train and evaluate our method. Our experiments show that our method achieves best results in comparison to other traditional KGE models. Specifically, the method predicts drug target links with mean reciprocal rank (MRR) of 0.78 and Hits@10 of 0.88. This provides a promising basis for further experimentation and comparisons with domain-specific predictive models.
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1 INTRODUCTION
The development of drugs has a long history [6]. Until quite recently, pharmacological effects were often discovered using primitive trial and error procedure, applying plant extracts on living system and observing the outcomes. Later, drug development evolved to elucidating mechanisms-of-actions of drug substances and their effects on phenotype. The ability to pharmacologically isolate active substances was a key step towards modern drug discovery [34, 35]. More recently, advances in molecular biology and biochemistry allowed for more complex analysis of drugs, their targets and their mechanisms of action. The study of drug targets has become very popular, where studies utilise different chemical genetic [35] and proteomic methods [33] such as affinity chromatography and expression cloning approaches. These, however, can only process limited number of possible drugs and targets due to dependency on laboratory experiments and available physical resource. Computational approaches have therefore been extensively studied lately [17, 18, 42].

In this work we introduce a specific computational approach for predicting drug target proteins. Our objective is to score possible associations between drugs and proteins according to the probability of the association holding true. The ultimate goal is to assist lab experimentation in narrowing the scope of possible new drug targets investigated. In the current drug target knowledge bases like DrugBank [40] and KEGG [12], information about drugs contains their relationship with target proteins (or their genes), action pathways and targeted diseases. These components are represented as graphs form of interconnected entities and relations. Such data can naturally be interpreted as a knowledge graph, where the task of finding new associations between drugs and their targets can be formulated as a link prediction task. In this context, knowledge graph embedding (KGE) models are a fit natural application, where they are known to provide state-of-the-art results in link prediction on knowledge graphs [23]. Despite the growing body of computer simulation based drug target prediction frameworks [39, 42, 43], none of these works utilise knowledge graph embedding models in their predictive pipelines.

The objective of this work is to demonstrate the usefulness of knowledge graph embedding models in the area of drug target prediction. We also identify KGE techniques that can provide the best accuracy in predicting drug targets. This is presented as a stepping stone towards a domain-specific KGE-based drug target prediction model and its extensive comparison with existing related models such as the DDR [25] and the DNILMF [11] models.
2 BACKGROUND

In this section, we discuss the advantages and implications of finding drug targets that are not yet known. We also discuss modelling information in knowledge graphs, the underlying concepts of knowledge graph embedding models and their evaluation techniques.

2.1 Drug Target Discovery

The process of discovering and developing drugs with one gene target requires time and money. Rarely does a drug only bind to its intended target, but rather off-target effects are common [41], and this may lead to unwanted side-effects [3]. Conversely, the off-target effects may be useful for drug-repurposing reasons. Drug repurposing is defined as the use of approved drugs for new diseases [4]. It is believed to take around 10-17 years from the conception of a drug to when it becomes a licensed treatment for disease, with a success rate of less than 10% [1]. Drug repurposing is advantageous as the safety profile of the drug is already known and reduces the time and cost required to bring a new drug into the clinic [4].

The identification of new protein targets also allows the development of drugs that specifically target the protein of interest. For example, aspirin is currently being considered for use as a chemopreventative agent [27, 30, 31] but there are concerns with regards to side-effects caused by its long-term use, such as upper gastrointestinal bleeding [16]. By identifying the exact protein targets of aspirin, new drugs can be developed specifically for these proteins to avoid the unwanted side-effects.

The use of computational approaches is useful as they are free from bias and are therefore not influenced by prior knowledge and opinions, unlike laboratory-based methods. These approaches bypass the need to spend a long amount of time in the laboratory and can be used to provide guidance on the direction of research within the laboratory, therefore saving both time and money. Follow-up experiments can then be carried out in the laboratory for confirmation of the new proteins targeted by the drug, allowing direct conclusions to be made of treatment effect.

Overall, computational approaches are considered useful methods to identify off-target interactions and can also be used for the possibility of drug repurposing. As they reduce the time required to manually discover other unintended protein targets and may reduce the large costs required in doing so.

2.2 Knowledge Graphs

Knowledge graphs are a data representation that model relational information as a graph, where the graph nodes represent knowledge entities and its edges represent relations between them. They model facts as (subject, predicate, object) (SPO) triples e.g. (Aspirin, Drug-Target, COX-1), where a subject entity is connected to an object entity through a predicate relation.

In recent years, knowledge graphs have become a popular means for data representation in the semantic web community to create the “web of data”, which is a network of interconnected entities.
that can be easily interpreted by both humans and machines [36], where knowledge graphs are used to model linked data. They have also been used as convenient means for modelling information in many different domains, including general human knowledge [15], biomedical information [7] and language lexical information [19]. Knowledge graphs are now used in different applications such as enhancing semantics of search engine results [26, 32], biomedical discoveries [21], or powering question answering and decision support systems [8].

2.3 Knowledge Graph Embedding
Knowledge graph embedding models learn a low rank vector representation of knowledge entities and relations that can be used to rank knowledge assertions according to their factuality. KGE models are trained in a multi-phase procedure as shown in Fig. 1, where their objective is to effectively learn a vector representation of entities and relations that can be used to score and rank possible knowledge facts.

First, a KGE model initialises all embedding vectors using random noise values. It then uses these embeddings to score the set of true and false training facts using a model-dependent scoring function. The output scores are then passed to the training loss function to compute training error as shown in Fig. 1. These errors are used by optimisers like AMSGrad [28] to generate gradients and update the initial embeddings, where the updated embeddings give higher scores for true facts and less for false facts. This procedure is performed iteratively for a set of iterations i.e. epochs in order to reach a state where embeddings provide best possible scoring for both true and false possible facts.

2.4 Ranking Metrics
In the following, we present the metrics that we use in the evaluation of our approach.

(1) Mean reciprocal rank (MRR): This is the harmonic mean of the rank position of the first relevant element, and it is defined as follows:

\[ MRR = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \frac{1}{rank_i} \]

where rank \(i\) refers to the rank position of the first relevant element for the \(i\)-th query. The output values of mean reciprocal rank are normalised from 0 to 1, where 1 represents perfect ranking and decaying values towards 0 represent decreasing accuracy.

(2) Hits@k: This is the number of correct elements predicted among the top-\(k\) elements, where we use Hits@1, Hits@3 and Hits@10. This metric indicates that the model’s probability of ranking the relevant (true) fact in the top \(k\) element scores in the rank.

3 RELATED WORK
In this section we discuss related works where we target two kinds of activities. Firstly, other computer based approaches for predicting drug targets. Secondly, relation link prediction approaches and state-of-the-art knowledge graph embedding models.

3.1 Computer Based Drug Target Prediction
Yamanishi et al. [42] developed one of the early computational approaches to predict drug targets, where their approach utilised a statistical model that infers drug targets based on a bipartite graph of both chemical and genomic information. More recent works like COSINE [29] and NRLMF [17] approaches introduced the use of drug-drug and target-target similarity measures to infer possible drug targets. These approaches enabled new drugs and drug targets with limited or no information about their interaction data since they depend on the drug-drug and target-target similarities. However, these methods only utilised a single measure to model components similarity.

Other drug target prediction models like KronRLS-MKL [22] and BLM-NII [18] integrated different similarity measures to model the similarity between drugs and targets. These approaches use both linear and non-linear combinations of similarity measures to encode the similarity between drugs and their targets, where non-linear combinations provided better predicting drug-target predictions [18].

Recently, Hao et al. [11] proposed a model that uses matrix factorisation to predict drug targets over drug information networks. Their model, DNILMF, operates in a four-step procedure. First, it infers different profiles for both drugs and targets and constructs kernel matrices for these profiles. It then diffuses drug profiles kernel matrices with their structure kernel matrices. It then diffuses target profiles kernel matrices with their sequence kernel matrices. Finally, the DNILFM model uses the outputs of the previous steps to predict drug targets based on their network neighbours. This approach showed significant predictive accuracy improvements over other methods on standard benchmarking datasets [11, 42].

In most recent times, the current state-of-the-art work on computational drug target discovery is the DDR model [25], which predicts drug targets using heterogeneous graphs that contain drug target interactions in a multiple phases procedure. First, it computes similarity indices for drugs and their targets. It then selects a subset of these similarities in a heuristic process to obtain optimal combinations of similarities. Finally, it combines selected similarities using a non-linear fusion technique, and combines diffusion output with random walk features from the heterogeneous graphs to predict drug targets. Despite the complexity of the the DDR model, it currently provides state-of-the-art results in predicting drug targets using computational approaches [25].

3.2 Link Prediction in Knowledge Graph
In recent years, various predictive frameworks were developed to predict new links in knowledge graphs, where these frameworks serve in various applications such as semantic search engines [26, 32], biomedical discoveries [21], and question answering systems [8]. Link prediction models can be categorised into two categories: graph-feature based models and latent-feature based mode. Graph-feature based models utilise graph features like paths and graph patterns to predict possible connecting links between graph entities. For example, the path ranking algorithm (PRA) [14] uses
Figure 2: Knowledge graph about drugs, their target genes, pathways, diseases and gene variant networks extracted from KEGG.

connecting paths between entities generated by random walks to infer possible links between them, where other models like the subgraph feature extraction model (SFE) [9] and the distinct subgraph path (DSP) [20] employ a combination of connecting path and subgraph paths of two entities to predict their possible associations. On the other hand, latent-feature based models i.e. knowledge graph embedding models, use a generative approach to learn low-rank embeddings for knowledge entities and relations in order to score their possible associations. These approaches use multiple techniques like tensor factorisation as in the DistMult model [2] and latent distance similarity as in the TransE model [44] to model possible interactions between graph embeddings and provide scores for possible graph links. For further information on both approaches, Nickel et al. [23] provides an extended review for both graph-feature based and latent-feature based models in the task of link prediction in knowledge graphs.

4 DATA

In this section we discuss the KEGG database [12, 13] with focus on the components that we use to train and evaluate our approach.

KEGG is a knowledge base that contains information about biological systems like cells and organisms at the molecular level. It contains different types of biological information like genes, pathways, drugs, disease, etc. The data in KEGG is structured as a network of inter-connected entities that resembles the biological eco-system at the molecular level. In our study, we focus on information related drugs and their targets, where we only the following KEGG components are considered:

(1) Drugs: The KEGG drug database\(^1\) is a comprehensive drug information resource for approved drugs. It contains multiple types of information about drugs such as the chemical structure, associated targets, action pathways and targeted diseases. In our study, we only consider drug associations to the elements specified in Table 1.

(2) Genes: The KEGG Gene database\(^2\) contains information about genes, their sequences and their associations with other biological entities. While drug targets in the living systems are usually proteins, the KEGG database uses genes as a representation of drug targets, where genes represent their product proteins. In the rest of this study, we use the KEGG genes to represent product proteins as drug targets in the knowledge graph we have created.

(3) Pathways: The KEGG database also contains information about biological pathways associated with manually curated maps of their reactions. The pathway database\(^3\) in KEGG includes pathways of different activities such metabolism, environmental information processing, human disease, etc. Each pathway is associated to its related entities e.g. genes, drugs and diseases, where we use such associations to construct our knowledge about pathways.

(4) Diseases: The KEGG disease database\(^4\) is structured in a similar form as in the previously mentioned entity databases, where our main interest is to utilise the associations between disease and our other investigated entities. However, the disease database contains associations to other entity types such as carcinogens that can be helpful to extend the knowledge about specific cancerous disease in future studies.

(5) Networks: The KEGG network database\(^5\) contains information on the perturbation of human genes, where it encodes knowledge about the different variants and other perturbants of human genes that are involved in the perturbed molecular reaction networks. Similarly, instances of the network database are linked to their related entities in other KEGG databases.

In our study, we gather all the possible associations between the previously mentioned KEGG entities to generate a biological knowledge graph that is centred around drugs and their target genes as shown in Fig. 2. The statistics of the counts of each entity type and the inter-connecting links between entities are provided in Table 1.

---

\(^1\)https://www.genome.jp/kegg/drug/
\(^2\)https://www.genome.jp/kegg/gene.html
\(^3\)https://www.genome.jp/kegg/pathway.html
\(^4\)https://www.genome.jp/kegg/disease/
\(^5\)https://www.genome.jp/kegg/network.html

Table 1: Statistics of objects and their inter-connections in the subset of KEGG dataset that we use.

<table>
<thead>
<tr>
<th>Object</th>
<th>Count</th>
<th>Drug</th>
<th>Gene</th>
<th>Pathway</th>
<th>Disease</th>
<th>Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug</td>
<td>4670</td>
<td>●</td>
<td></td>
<td>12004</td>
<td>7910</td>
<td>2160</td>
</tr>
<tr>
<td>Gene</td>
<td>8881</td>
<td>12004●</td>
<td>497</td>
<td>239</td>
<td>4534</td>
<td></td>
</tr>
<tr>
<td>Pathway</td>
<td>329</td>
<td>7910</td>
<td>97</td>
<td>●</td>
<td>1803</td>
<td>524</td>
</tr>
<tr>
<td>Disease</td>
<td>1873</td>
<td>2160</td>
<td>239</td>
<td>1803</td>
<td>●</td>
<td>441</td>
</tr>
<tr>
<td>Network</td>
<td>448</td>
<td>0</td>
<td>4534</td>
<td>524</td>
<td>441</td>
<td>●</td>
</tr>
</tbody>
</table>
5 OUR APPROACH

In this section, we present the technical details of our approach, which is a modification upon the the ComplEx knowledge graph embedding model [38]. We discuss the ComplEx model, its scoring and loss functions and our modifications.

5.1 Complex Scoring Function

The ComplEx model is a tensor factorisation based knowledge graph embedding model. It represents knowledge entities and relation using complex vector embeddings, where each embedding is represented by two vectors (real and imaginary). Fact assertions in the ComplEx model are evaluated using a factorisation based scoring function that is defined as follows:

\[ f_{\text{ComplEx}}(s, p, o) = \sum_{k=1}^{K} \text{Re}(< e_{sk}, e_{rk}, \overline{e_{ok}}> ) \]

where \( e_s, e_r, \) and \( e_o \) are the embeddings of the subject, the relation and the object respectively, \( e_{sk} \) is the \( k \)-th component of the embedding \( e_s \), \( K \) is the embedding size (vector length), \( \text{Re}(x) \) is the real part of complex value \( x \) and \( \overline{x} \) is the complex conjugate of \( x \) such that \( \overline{x} = a - ib \) if \( x = a + ib \). This formulation can be further relaxed as follow:

\[ f_{\text{ComplEx}}(s, p, o) = \sum_{k=1}^{K} e_{sk}^* e_{rk} e_{ok}^* + e_{sk}^* e_{rk} e_{ok}^* + e_{sk}^* e_{rk} e_{ok}^* - e_{sk}^* e_{rk} e_{ok}^* \]

where \( x^r \) and \( x^i \) are the real and imaginary parts of complex value \( x \) respectively. The use of the complex conjugate in the ComplEx model allows it to encode embedding interactions in an asymmetric operation, which enables it to model facts with both symmetric and asymmetric predicates unlike other factorisation based models like the DistMult model [44].

5.2 Training Objective

In the task of link prediction, knowledge graph embedding models are considered learning to rank models, where they employ traditional ranking functions e.g. pointwise and pairwise ranking losses to model their training loss. The ComplEx model by default uses a pointwise ranking loss with a negative-logistic transformation to model its training loss, which is defined as follows:

\[ L_{\text{logistic}_{PT}} = \sum_{x \in T} \log(1 + \exp(-l(x) \cdot f(x))) \]

where \( x \) is an \((s, p, o)\) fact and \( T \) is the set of all training facts with negative samples and \( l(x) \) is the true label of fact \( x \) such that \( l(x) \) is equal to 1 when true and -1 otherwise. This allows the models to effectively update the embeddings of both entities and relations to give high scores to true facts and lower scores to false facts as shown in Fig. 3.

5.3 New Loss Objective for The ComplEx model

Troullion and Nickel [37] have shown that the choice of objective loss in KGE models has a huge impact on their predictive accuracy. They showed that despite the equivalence of both the ComplEx and the Holographic embedding (HolE) [24] models, they vary in accuracy due to their dependency on different training loss objectives. This difference is caused by the fact that the HolE model uses a max-margin loss while the ComplEx model uses a log-likelihood loss. Following their remarks, in this work, we propose a new loss objective to the ComplEx model, and we show that it suit the limited size and number of predicates in our dataset. We propose a new loss function based on the square error of the difference between ComplEx scores assertions and their true labels using a 0 and 1 labelling such that 0 represents false fact assertions and 1 represents true fact assertions. The new square error based loss is defined as follows:

\[ L_{\text{SE}_{PT}} = \sum_{x \in T} \frac{1}{2} (l(x) - f(x))^2 \]

where \( l(x) \) is the label of fact \( x \) with \( l(x) = 0 \) if \( x \) is false and 1 otherwise. This also allows the square error loss to force embedding updates that produce normalised scores around 0 and 1 unlike the logistic loss with an open range of scores.

We prove that our new representation of ComplEx model training loss outperforms its default version using an empirical evaluation framework described in Section 6. In the following, we discuss some properties of both the logistic and square error based losses.

Fig. 3 shows the differences between the growth of both the square error based loss and ComplEx’s default logistic loss, where both functions show different loss growth rates which affect the growth rate of the values of their output gradients. The logistic loss has a linear growth rate and its gradient per single instance is defined as follows:

\[ \Delta_x = \exp(f(x))/(1 + \exp(f(x))) \]

where this form grows in a sub-linear sigmoid fashion. This limits the output gradients for each training instance in the range of \([0, 1]\). On the other hand, the square growth of square error loss yields linearly growing gradients defined as follows:

\[ \Delta_x = \begin{cases} 0 & \text{for } f(x) - l(x) = 0 \\ f(x) & \text{for } f(x) - l(x) < 0 \\ -f(x) & \text{for } f(x) - l(x) > 0 \end{cases} \]
6 EXPERIMENTS

In this section we describe the setup of our experiments and the evaluation pipeline.

6.1 Dataset

In our experiments, we divide the KEGG dataset subset into training, validation and testing splits with ratios of 90%, 5% and 5% respectively. All the splits contain facts that describe all entities and relations, where the drug-target links are distributed among the three splits with the same ratio as the splits sizes. Table 2 shows statistics about the dataset and its splits in terms of number of entities, relations, facts and drug-target facts. The KEGG50k dataset can be downloaded from figshare.

6.2 Implementation

We use Tensorflow framework (GPU) along with Python 3.5 to perform our experiments. All experiments were executed on a Linux machine with processor Intel(R) Core(TM) i70.4790K CPU @ 4.00GHz, 32 GB RAM, and an nVidia Titan Xp GPU.

6.3 Evaluation protocol

KGE models are evaluated using a unified protocol that assesses their performance in the task of link prediction. Let $X$ be the set of facts, i.e. triples, $E$ be the embeddings of the set of all entities $E$, and $R$ be the embeddings of the set of all relations $R$. The KGE evaluation protocol works in four steps (Fig. 4 shows a visual flow of the evaluation process steps for a single triple instance):

(1) Corruption Let $x = (s, p, o)$ be corrupted $2|E| - 1$ times by replacing its subject and object entities with all the other entities in $E$. The corrupted triples can be defined as: $x_{\text{corr}} = \bigcup_{s' \in E}(s', p, o) \cup \bigcup_{o' \in E}(s, p, o')$, where $s' \neq s$ and $o' \neq o$. These corruptions effectively provide negative examples for the supervised training and testing processes due to the Local Closed World Assumption [23].

(2) Scoring: Both original triples and their corrupted instances are evaluated using a model-dependent scoring function. This process involves looking up embeddings of entities and relations, and computing scores depending on these embeddings using the model-dependent scoring function.

(3) Filtering: It is possible that corruptions of triples may contain positive instances that exist among training or validation triples. This problem is alleviated by filtering out scores of positive instances in the triple corruptions.

(4) Computing metrics: Each triple and its corresponding subject and object corruption triples produce two sets of filtered scores following previous evaluation steps. Then, for each set of filtered scores, the KGE model computes rank, reciprocal rank, and hits@n metrics.

Table 2: Statistics of entities, relations, facts and drug-target fact count per split of KEGG50k dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Entities</th>
<th>Relations</th>
<th>Facts</th>
<th>DT-Facts</th>
</tr>
</thead>
<tbody>
<tr>
<td>KEGG50k-full</td>
<td>16201</td>
<td>9</td>
<td>63080</td>
<td>12004</td>
</tr>
<tr>
<td>KEGG50k-train</td>
<td>16201</td>
<td>9</td>
<td>57080</td>
<td>10769</td>
</tr>
<tr>
<td>KEGG50k-valid</td>
<td>16201</td>
<td>9</td>
<td>3000</td>
<td>585</td>
</tr>
<tr>
<td>KEGG50k-test</td>
<td>16201</td>
<td>9</td>
<td>3000</td>
<td>650</td>
</tr>
</tbody>
</table>

6.4 Experimental Setup

In the experiments, we use state-of-the-art KGE models the TransE [2], the DistMult [44], and the ComplEx [38] models compared to our customised version of the ComplEx model to perform link prediction over KEGG50k dataset in two settings. First, the general link prediction setting, where the objective is to learn rank all the link in the testing set according to their factuality compared to their all other possible corrupted assertions. Second, the drug target link prediction setting, where the same previous procedure is applied only to drug target links.

KEGG50k dataset is found at: https://figshare.com/s/bbfc7b82d17ec0b6b6a43
We run all the models over the previously mentioned benchmarking dataset KEGG50k. A grid search is performed to obtain best hyper parameters for each model, where the set of investigated parameters are: embeddings size $K \in \{50, 100, 150, 200\}$, margin $\lambda \in \{1, 2, 3, 4, 5\}$ for the TransE and the DistMult models, and number of negative samples $n \in \{2, 4, 6, 10\}$. All embeddings vectors of our models are initialised using the uniform Xavier random initializer [10]. For all the experiments, we use batches of size 5000, with a maximum of 1000 training iterations i.e. epochs. The gradient update procedure is performed using the AMSGrad optimiser [28] with a fixed 0.01 learning rate.

### 7 RESULTS AND DISCUSSION

Table 3 shows the output results of our experiments, where the experiments are executed in two configurations: general link prediction over all association types and link prediction over drug targets associations only.

The results show that our approach, ComplexSE, outperforms other state-of-the-art models in terms of MRR, Hits@1, Hits@3 and Hits@10 on both experiment configurations, where it achieves a better MRR with a 6% margin in predicting general links and a 3% MRR margin over other models in predicting drug-target links.

The link prediction task is executed such that for each investigated possible drug-target association such as (Aspirin, Drug-Target, COX2) each model is required to answer two questions: (1) Which drug targets COX2? and (2) Which target does the drug Aspirin target? A model has to choose an answer from the set of all vocabulary entities, where all correct answers except for drug Aspirin and target COX2 are removed. The answers to these questions are formatted as a rank, where the model is required to position the correct answer in the first place in its rank to achieve perfect accuracy as shown in Fig. 4, which presents the flow of the link prediction evaluation pipeline for one test instance. In this setting, a random baseline model would choose the right answers in the first position with probabilities of $\frac{1}{|E|}$, where $|E|$ is the size of the set of all entities vocabulary, this is equal to 16201 in our experiments.

Our knowledge graph embedding model, ComplexSE, is able to identify the correct answers for both of the previous questions with a mean reciprocal rank of 0.78, where it identifies the correct answer within the rank with probabilities of 0.73, 0.81, 0.88 at the first, the third, and the tenth positions respectively.

The use of knowledge graph embedding approaches such as ComplexSE enables predicting new associations for both new drugs and new targets since it does not depend on their interaction profiles. KGE models are also capable of learning different types of associations between entities of different types with no extra configurations as shown in the general link prediction configuration in table 3. For example, they can be used to identify the relation between proteins and pathways, or the relation between drugs and pathways. This can lead to discovering further unknown activities for both drugs and proteins with no extra computational cost.
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### 9 CONCLUSIONS AND FUTURE WORK

In this work, we introduced the use of knowledge graph embedding models for predicting drug targets using currently available drug knowledge bases, where we formulated the problem as a link prediction task over drug targets centred knowledge graphs. We have created a knowledge graph dataset, KEGG50k, from KEGG database, which is centred around drugs and their targeted genes, disease and reaction pathways. We then used this dataset to evaluate the predictive accuracy of knowledge graph embedding models.

We proposed a knowledge graph embedding approach, ComplexSE that is a customised version of the ComplEx model with a square error based loss function, and we showed by empirical evaluation that our approach outperforms other state-of-the-art knowledge embedding models in the task of predicting drug target links over KEGG database. Our results showed that the ComplexSE approach is able to identify drug target link with a mean reciprocal rank of 0.78 with a 3% margin better than other state-of-the-art knowledge graph embedding models. Results also showed that our approach is able to provide a rank of 16201 possible drug-target association statements with only one true statement, where it identifies the true state with probabilities of 0.73, 0.81 and 0.88 at the first, the third and the tenth positions of the rank.

<table>
<thead>
<tr>
<th>Model</th>
<th>General dataset links</th>
<th>Drug target links</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rank</td>
<td>MRR</td>
</tr>
<tr>
<td>TransE [2]</td>
<td>192</td>
<td>0.46</td>
</tr>
<tr>
<td>DistMult [44]</td>
<td>430</td>
<td>0.37</td>
</tr>
<tr>
<td>ComplEx [38]</td>
<td>506</td>
<td>0.39</td>
</tr>
<tr>
<td>ComplexSE (This work)</td>
<td>534</td>
<td>0.52</td>
</tr>
</tbody>
</table>
Despite the growing body of research on computer based approaches for predicting drug targets, our objective in this work was limited to evaluating knowledge graph embedding approaches and identifying their optimal techniques for predicting drug-targets. However, in future work, we aim to perform a comparison between our knowledge graph embedding technique and other state-of-the-art drug target discovery computer based approaches based on the benchmarking dataset and evaluation metrics. We also aim to perform in-lab experimental evaluation for the top predicted drug target associations that is not in the currently public available knowledge bases to validate possible new undiscovered drug targets.
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Despite the growing body of research on computer based approaches for predicting drug targets, our objective in this work was limited to evaluating knowledge graph embedding approaches and identifying their optimal techniques for predicting drug-targets. However, in future work, we aim to perform a comparison between our knowledge graph embedding technique and other state-of-the-art drug
c
data in an integrated framework.

Similarly, the use of local information and neighborhood information has been widely explored to improve the prediction accuracy. For example, the path-constrained random walks approach proposed by Bouchard et al. [26] leverages the local neighborhood information to improve the drug-target interaction prediction. Moreover, complex and holographic embeddings have been proposed to capture the hierarchical and relational nature of knowledge graphs [37]. These embeddings have shown promising results in various applications, including drug discovery.

In conclusion, knowledge graph embedding approaches have demonstrated significant potential for discovering new drug targets. By leveraging the rich information encoded in knowledge graphs, these techniques can provide valuable insights into the complex relationships between drugs and targets, thereby accelerating the drug discovery process. Future research should focus on refining these methods, developing more sophisticated models, and integrating additional data sources to enhance the accuracy and comprehensiveness of drug target predictions.
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