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Abstract. To enable knowledge access across languages, ontologies that are often represented only in English, need to be translated into different languages. For this reason, we present OTTO, an Ontology Translation System, which enhances ontologies with multilingual information. Rather a different task than the classic document translation, ontology label translation faces highly specific vocabulary and lack contextual information. Therefore, OTTO takes advantage of the semantic information of the ontology to improve the translation of labels.

1 Introduction
Currently, most of the semantically structured data, i.e. ontologies or taxonomies, have labels stored in English only. Although, the increasing amount of ontologies offers an excellent opportunity to link this knowledge together, non-English users may encounter difficulties when using the ontological knowledge represented in English only [6]. Furthermore, applications in information retrieval or knowledge management, using monolingual ontologies are limited to the language in which the ontology labels are stored. Therefore, to make the ontological knowledge accessible beyond the language borders, these monolingual resources need to be enhanced with multilingual information [7].

Since manual multilingual enhancement of domain-specific ontologies is very time consuming and expensive, we engage a domain-aware statistical machine translation (SMT) system to automatically translate the ontology labels. As ontologies may change over time; having in place an SMT system adaptable to an ontology can therefore be very beneficial. Nevertheless, the quality of the SMT generated translations relies strongly on the translation model learned from the information stored in parallel corpora. In most cases, the inference of translation candidates cannot always be learned accurately when specific vocabulary, like ontology labels, appears infrequent in a parallel corpus. Additionally, ambiguous labels built out of only a few words do not often express enough semantic information to guide the SMT system to translate a label into the targeted domain. This can be observed in domain-unadapted SMT systems, e.g. Google Translate,\(^1\) where an ambiguous expression, like vessel stored in a medical ontology, is translated into a generic domain as Schiff\(^2\) (en. ship) in German, but not into the targeted medical domain as Gefäß.

2 Related Work
The task of ontology translation involves generating an appropriate translation for the lexical layer, i.e. labels stored in the ontology. Most of the previous related

\(^1\) https://translate.google.com/

\(^2\) Translation performed on 25.06.2015
work focused on accessing existing multilingual lexical resources, like EuroWordNet or IATE [2, 3]. Their work focused on the identification of the lexical overlap between the ontology and the multilingual resources, which guarantees a high precision but a low recall. Consequently, external translation services like BabelFish, SDL FreeTranslation tool or Google Translate were used to overcome this issue [4, 5]. Additionally, [4] and [10] performed ontology label disambiguation, where the ontology structure was used to annotate the labels with their semantic senses. Differently to the aforementioned approaches, which rely on external knowledge or services, we focus on how to gain adequate translations with a domain-aware SMT system, which is supported by the ontology hierarchy.

3 System Implementation

Based on the lexical and semantic overlap with the ontology labels, the OnTology TranslatiOn System – OTTO\(^3\) identifies, from a large set of parallel corpora, the most relevant source sentences containing the labels to be translated. The goal is to translate the ontology labels within the textual context of the targeted domain, rather than in isolation. For instance, with this selection approach, we aim to retain relevant sentences, where the English word *vessel* or *injection* belongs to the medical domain, but not to the technical domain.

**Statistical Machine Translation** For the translation approach, OTTO engages the Moses toolkit [9]. To have a broader domain coverage of the generic parallel dataset necessary for training the SMT system, we merged the JRC-Acquis 3.0 [13], Europarl v7 [8] and OpenSubtitles2013 [14], thus obtaining a training corpus of 8.5M parallel sentences for English-German, 18.9M for English-Italian and 33.6M for the English-Spanish translation directions. To train OTTO for the (under-resourced) English-Irish translation direction, we collected around 723K parallel sentences from various parallel corpora, like DGT (DG Translation at the European Commission), EUbookshop or KDE4, from the OPUS webpage.\(^4\)

**Relevant Sentence Selection** In order to improve the translation of ontology labels, we select from the concatenated corpus only those source sentences, which are most relevant to the labels to be translated. The first criterion for relevance is the *n*-gram overlap between a label and a source sentence coming from the generic corpus. Due to the specificity of the ontology labels, just an *n*-gram overlap approach is not sufficient to select all the useful sentences. For this reason, we follow the idea of extending the semantic information of the labels using Word2Vec\(^5\) for computing distributed representations of words [1]. The technique is based on a neural network that analyses the textual data provided as input, in our experiment ontology labels and source sentences, and outputs a list of semantically related words [12]. Each input string is vectorized and compared to other vectorized sets of words in a multi-dimensional vector space, which was trained with Word2Vec on the Wikipedia articles.\(^6\)

To further improve the disambiguation of short labels, the related words of the label are concatenated with the related words of its direct parent in the ontology hierarchy. Given a label and a source sentence from the generic corpus,

\(^3\) [http://server1.nlp.insight-centre.org/otto/]

\(^4\) [http://opus.lingfil.uu.se/]

\(^5\) [https://code.google.com/p/word2vec/]

\(^6\) Wikipedia dump id enwiki-20141106
related words and their weights are extracted from both of them, and used as entries of the vectors to calculate the cosine similarity. Finally, the most similar source sentence and the label should share the largest number of related words.

4 OTTO Demo

OTTO takes as input an ontology represented in OWL or RDF and extracts the labels stored in it. To improve the translations of the labels stored in the ontology, the most relevant sentences, which contain the labels, are obtained from the concatenated generic corpus. Once the labels are identified in the context of the relevant sentences, OTTO engages Moses and translates the labels within the context into German, Italian, Spanish and Irish. After the translation process is done, the translated labels are identified in the relevant target sentences.

Since the translation of the extracted labels may take several minutes (or even hours), the OTTO user can provide an optional e-mail,\(^7\) which is used to inform the user about the completion of the translation process, as well as the web address where the provided data will be stored. Without this information, the address of the stored data is given through the OTTO interface (Figure 1).

![Fig. 1. The graphical interface of OTTO, with the input options (1), optional e-mail of the user (2) and additional information about the system (3).](image)

In the last step, the translated labels are represented in different formats, for example in a HTML table and CSV file to allow a better visualisation. Furthermore, the multilingual information is injected into the original monolingual ontology and represented as a multilingual ontology as well as in \textit{lemon}\(^8\) [11], a model for linking linguistic information with ontologies.

5 Conclusion

This paper is aimed at showing OTTO, an OnTology TranslatiOn System for multilingual enrichment of semantically structured data, i.e. ontologies or taxonomies. The system is based on an approach to identify the most relevant source sentences from a large generic parallel corpus, giving the possibility to automatically translate highly specific ontology labels in context without particular in-domain parallel data. The demonstrated approach reduces the ambiguity of expressions in the selected sentences, which consequently generates better

\(^7\) The provided e-mail is stored as a variable and is deleted after the process finishes.

\(^8\) http://lemon-model.net/
translations of ontology labels. As an ongoing work, we further focus on improving the extraction of the lexical knowledge stored in ontologies. Additionally, we plan to enable knowledge enrichment for existing multilingual ontologies.
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