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Abstract

Guangyuan Piao

Semantics-Aware User Modeling and Recommender Systems in Online Social Networks

The popularity of Online Social Networks (OSNs) has rapidly increased over the past few years. User modeling (including creating user interest profiles) and recommendation approaches in OSNs are important methods to deal with cold-start problems inside or outside those OSNs and to cope with the problem of information overload. Recently, semantics-aware techniques such as top-down approaches which explore external knowledge sources such as DBpedia and bottom-up approaches which learn latent semantic representations for users/items using factorization or embedding approaches have received great attention in the domain of user modeling and recommender systems.

The aims of this study were to propose semantics-aware approaches for user modeling and recommending items in OSNs. For active users who consistently generate content, various user modeling dimensions such as the temporal dynamics and semantics of user interests, and a comprehensive user modeling strategy considering those dimensions, have been investigated. For passive users who only follow other users in OSNs without generating content, various types of information about their followees (the users they follow in OSNs) have been investigated. Furthermore, this thesis investigates semantics-aware recommendation approaches based on semantic information from knowledge graphs (KGs) such as DBpedia, and proposes semantic similarity/distance measures and factorization approaches in the context of different recommendation scenarios such as a cold start.

The experimental results show that the strategy for representing user interests plays the most important role followed by the temporal dynamics of user interests in user modeling for active users. For passive users, the results show that both biographies and list memberships of followees provide useful information for inferring user interest profiles, and the profiles inferred based
on this information outperform the ones inferred based on the information from the tweets or account names of followees.

$mLDSD$, a proposed semantic similarity measure with a global normalization strategy outperforms other semantic similarity measures in the context of a cold-start scenario for item recommendations. When there is plenty of feedback from users, $LODFM$, a proposed factorization approach exploring lightweight DBpedia features outperforms other state-of-the-art methods significantly in two different domains. As the incompleteness of KGs had not been considered for semantics-aware recommendations in the literature, we further investigated transfer learning between item recommendations and knowledge graph completion. The results showed that considering the incompleteness of a KG can further improve the performance when compared to $LODFM$, and performs better than other baselines. In addition, the results show that exploiting user-item interaction histories also improves the performance of completing the KG with regard to the domain of items, which has not been investigated before.
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Chapter 1

Introduction

1.1 Motivation

Online Social Networks (OSNs) such as Twitter\(^1\) and Facebook\(^2\) have been growing rapidly since they first emerged in the early 2000's, and are widely used in our daily lives. For example, Twitter and Facebook have 328 million and 2.01 billion monthly active users\(^3\). A recent survey also reveals that over 50% of users consume news in OSNs such as Twitter\(^5\), which shows the popularity of these services.

On the one hand, the abundant information generated by users in OSNs creates new opportunities for inferring user interest profiles, which can be used for providing personalized recommendations to those users either on those OSNs or on third-party services allowing social login functionality\(^6\) from the same OSNs. Social login is a technology which allows visitors to a website to log in using their OSN accounts rather than having to register a new one\(^7\). Figure 1.1 shows social login options along with a regular sign-in and registration option, as found in many applications or websites nowadays.

For example, a third-party application which provides news recommendations can utilize user interest profiles constructed from Twitter for personalized recommendations once a user has logged in using the social login functionality via his/her Twitter account. A recent survey showed that over 94% of 18-34 year olds have used social login via Twitter, Facebook, etc.\(^8\), and another study from LoginRadius\(^9\) showed that 94% of users use their OSN

---

\(^1\)[https://twitter.com/]
\(^2\)[https://www.facebook.com/]
\(^3\)[https://www.omnicoreagency.com/twitter-statistics/]
\(^4\)[https://www.omnicoreagency.com/facebook-statistics/]
\(^5\)[https://goo.gl/WsPrMS]
\(^6\)[https://en.wikipedia.org/wiki/Social_login]
\(^8\)[http://www.gigya.com/blog/why-millennials-demand-social-login/]
\(^9\)[https://www.loginradius.com/]
identities to log in websites based on the data collected from over 160,000 websites\textsuperscript{10}. This indicates the importance of leveraging user profiles from OSNs for personalization with the permission of the users.

On the other hand, the huge volume of user-generated content causes an information overload problem for users who are trying to consume relevant information that they might be interested in. It has been reported that users follow 80 people on average on Twitter (Qu and Liu, 2011), which results in hundreds or even thousands of tweets being shown to each user every day.

Recommender systems, which suggest a few data points out of a large pool of data, play an important role in dealing with the information overload problem in OSNs as well as other domains such as e-commerce. Take LinkedIn\textsuperscript{11} as an example: its product “people you may know” recommends only a few members out of a database of 300,000,000 members\textsuperscript{12}. There are several key challenges for recommender systems in different scenarios.

1. A typical challenge is the cold-start problem (Schein et al., 2002), which denotes lacking explicit feedback from users. For example, it is difficult for a recommender system to provide recommendations without any explicit feedback from users, which is common for new users who have just started using the recommender system. Therefore, inferring user interest profiles from implicit feedback, e.g., user activities in OSNs, plays an important role in this type of cold-start problem.

2. Another cold-start scenario is when the system has only a limited number of explicit feedback instances from users, e.g., there exists

\textsuperscript{10}https://blog.loginradius.com/2016/04/customer-identity-preference-trends-q1-2016/
\textsuperscript{11}https://www.linkedin.com/
only one liked item for each user in the initial state of a recommender system. In this case, it is useful to recommend similar items to the liked one of each user based on their similarities.

3. When there exists plenty of explicit feedback from users with respect to items, the key challenge for a recommender system is how to build a recommendation model based on the explicit feedback as training data.

Linked Open Data (LOD) (Bizer et al., 2009) indicates a new generation of technologies responsible for the evolution of the current Web from a Web of interlinked documents to a Web of interlinked data (Heath and Bizer, 2011). It provides a large amount of machine-consumable background knowledge in various domains, and is freely accessible on the Web. For example, cross-domain Knowledge Graphs (KGs) such as DBpedia (Auer et al., 2007), domain-specific data such as DrugBank¹³, and more can be discovered at http://lod-cloud.net/. Therefore, LOD is a valuable source of information for providing background knowledge regarding user interests or items, which would be helpful for cold-start scenarios in recommender systems (Orlandi, 2014). Indeed, with the increasing number of open knowledge sources powered by LOD, there have been many novel studies leveraging semantic techniques that shift from a keyword-based to a concept-based representation of items and user profiles for recommender systems (Ricci et al., 2011).

When there is plenty of explicit feedback from established users with respect to items such as movies or music artists, a common technique is using a collaborative filtering technique for recommender systems. A popular type of approach in collaborative filtering is model-based approaches, which factorizes users and items in high-dimensional vector spaces. Figure 1.2 shows an example of explicit feedback about movies from users on Facebook.

### 1.2 Objectives

In this thesis, we propose various semantics-aware approaches for the aforementioned three challenges. Semantics-aware approaches for recommender systems can be classified into two categories (Ricci et al., 2011, p. 119):

1. **Top-down** approaches that rely on the integration of external knowledge such as from KGs, and

¹³[https://old.datahub.io/dataset/fu-berlin-drugbank](https://old.datahub.io/dataset/fu-berlin-drugbank)
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2. 

Bottom-up approaches that exploit the so-called geometric metaphor of meaning to represent complex relations between users/items in high-dimensional vector spaces.

First, we explore top-down approaches with a focus on how we can infer and enhance user interest profiles in OSNs, leveraging background knowledge from KGs. For example, given a tweet like “My Top 3 #lastfm Artists: Eagles of Death Metal(14), The Black Keys(6) & The Wombats(6)” from a user, we can infer the user is interested in dbr\textsuperscript{14}:Indie_rock in addition to dbr:The_Wombats, dbr:The_Black_Keys, and Eagles_of_Death_Metal as both dbr:The_Wombats and dbr:The_Black_Keys are pointing to dbr:Indie_rock via dbo\textsuperscript{15}:genre in DBpedia. This propagation of user interests using background knowledge from KGs such as DBpedia can play a crucial role in inferring user interest profiles based on microblogs in OSNs such as tweets with short content.

In addition, we explore different dimensions of user modeling such as user representation strategies and temporal dynamics of user interests. In addition, we investigate the synergistic effect of considering multiple dimensions together for inferring user interests. The goal is to build qualified user interest profiles based on their activities in OSNs, which can be used for resolving the cold-start problem inside or outside of these OSNs.

\textsuperscript{14}The prefix dbr denotes for http://dbpedia.org/resource/
\textsuperscript{15}The prefix dbo denotes for http://dbpedia.org/ontology/
Secondly, we propose a semantic similarity/distance measure for measuring the semantic similarity between two items/entities in DBpedia based on their background knowledge. The similarity scores between entities can be used for recommending similar items for new users who lack of enough explicit feedback for collaborative filtering approaches.

Finally, we explore bottom-up approaches to learn latent semantic representations about users and items with the background knowledge of those items from KGs such as DBpedia for providing item recommendations when there is plenty of explicit feedback from users. To this end, we propose LODFM, which uses state-of-the-art factorization techniques such as factorization machines (Rendle, 2010) with LOD-enabled features. In addition, most previous studies including LODFM have not considered the incompleteness of KGs when exploring the background knowledge about items. In order to incorporate the incompleteness of KGs for item recommendations, we investigate transfer learning between the two tasks: (1) item recommendations, and (2) KG completion with respect to the domain of items.

1.3 Thesis Outline

This thesis is comprised of seven chapters. Chapter 1 introduces the motivation and outline of the thesis with publication details for each chapter. Chapter 2 provides some background and related work. The main contributions of this thesis are presented in Chapters 3-6. Figure 1.3 shows the overview of these chapters.

Chapters 3 and 4 mainly discuss user modeling strategies in OSNs for inferring user interest profiles based on implicit feedback from users such as their tweets or follow relationships in OSNs. In order to evaluate user interest profiles inferred by different user modeling strategies, we compare different profiles in the context of URL recommendations on Twitter where these profiles are used as an input to the URL recommendation system. URL represents a common “unit” of information on the Web, and has been used for evaluating different user modeling strategies in OSNs (Chen et al., 2010).

In Chapters 5 and 6, we investigate semantics-aware recommendation approaches based on explicit feedback from users. For example, users on Facebook like Facebook pages with respect to many domains such as movies (see Figure 1.2), musics, and books. Chapters 5 and 6 focus on item recommendations in the music, movie, and book domains based on the items have been liked by users (explicit feedback). In each chapter, we first present the motivation and contributions which will be discussed in that chapter.
Then we provide details of our conducted studies, and a summary of main findings based on these studies.

In Chapter 2, we provide an overview of related work on user modeling and recommender systems in OSNs. On top of that, we list the research gaps in previous studies which we aim to address within this thesis in Section 2.5.

We address the first research challenge presented in Section 1.1 in Chapters 3-4. In Chapter 3, we investigate various user modeling strategies across different dimensions for inferring user interest profiles, with the main focus on active users who consistently generate content on microblogging social networks. Section 3.2 describes how different user modeling strategies are evaluated in this thesis, and gives details of a Twitter dataset which we will use in many experiments throughout this thesis. Section 3.3 provides an overview of entity- and category-based user modeling strategies, and Section 3.4 introduces a weighting scheme for these strategies. In Section 3.5, we discuss interest propagation strategies using the DBpedia knowledge graph. Section 3.6 provides a comparative study of different approaches for incorporating the temporal dynamics of user interests, and Section 3.7 investigates representation strategies for user interest profiles. In Section 3.8, we provide a study of comprehensive user modeling strategies in order to investigate the synergistic effect of considering different user modeling dimensions altogether, and we then summarize the main findings in Section 3.9.
In **Chapter 4**, we investigate user modeling strategies for *passive users* who use OSNs for receiving information they need but who do not generate any content on OSNs. Section 4.2 proposes exploring the *biographies* of followees for inferring user interest profiles, and Section 4.3 investigates user modeling strategies which leverage the *list memberships* of followees for inferring user interests for passive users. In Section 4.4, we investigate the synergistic effect of combining two different views of followees based on their biographies and list memberships when inferring user interests for passive users. Finally, we summarize Chapter 4 in Section 4.5.

In **Chapter 5**, we introduce a semantic similarity measure, named *mLDSD*, for tackling the second research challenge mentioned in Section 1.1 when there is a limited number of explicit feedback instances from users. *mLDSD* measures the similarity between entities in a linked open dataset such as DBpedia, and those semantic similarity scores can be used for recommending similar items for an item that a user has liked in the past. In Section 5.2, we first introduce the Linked Data Semantic Distance (*LDSD*) measure (Passant, 2010b), and then present the components of *mLDSD*. Section 5.3 provides a preliminary evaluation of *mLDSD*. In Section 5.4, we present two refined Linked Data Semantic Distance measures for *mLDSD*, and evaluate them in Section 5.5 using a Facebook dataset in the context of a LOD-enabled recommender system (LODRecSys). In Section 5.6, we investigate the “Linked Data sparsity problem” in LOD-enabled recommender systems which are based on semantic similarity/distance measures, and Section 5.7 summarizes Chapter 5.

Regarding the third research challenge for building an accurate model based on users’ explicit feedback, **Chapter 6** provides some semantics-aware machine learning approaches for recommending items in OSNs such as movies a user might like on Facebook. In Section 6.2, we propose *LODFM* which leverages factorization machines with lightweight LOD-enabled features from DBpedia for providing item recommendations for items such as movies. In Section 6.3, we propose a co-factorization approach for transfer learning between the two tasks: (1) item recommendations, and (2) knowledge graph completion in order to take into account the incompleteness of KGs.

Finally, **Chapter 7** summarizes our main findings and contributions by addressing the research challenges raised at the end of **Chapter 2**, and provides some possible directions for future work on top of the main findings in this thesis, particularly in the areas of user modeling and recommender systems in the domain of OSNs.
1.4 Overview of Datasets and Entity Recognition

To study and evaluate different user modeling strategies in Chapter 3 and Chapter 4, we use a Twitter dataset which we describe in Section 1.4.1. In addition, we discuss different entity recognition APIs for extracting DBpedia entities from tweets in Section 1.4.2. Finally, we provide the details of datasets used for LODRecSys in Section 1.4.3.

1.4.1 Twitter Dataset for Chapters 3-4

We built a Twitter dataset based on an about.me\textsuperscript{16} dataset crawled in our previous work (Piao and Breslin, 2016a). About.me is a personal web hosting service which allows users to link multiple OSN identities such as Facebook, LinkedIn, and Twitter. The about.me dataset consists of 247,630 public profile pages retrieved from the service during December 2014.

We randomly selected 480 active users on Twitter, and further crawled all tweets from those active users via the Twitter API\textsuperscript{17}. Due to the limit of the Twitter API, we are able to crawl up to the last 3,200 tweets posted by each user. The main details of the dataset are presented in Table 1.1. As we can see from the table, the 480 users posted 348,544 tweets in total in their timelines, and each user posted 726 tweets on average.

<table>
<thead>
<tr>
<th># of users</th>
<th>480</th>
</tr>
</thead>
<tbody>
<tr>
<td>total # of tweets</td>
<td>348,544</td>
</tr>
<tr>
<td>average time span of tweets per user (days)</td>
<td>471</td>
</tr>
<tr>
<td>average # of tweets per user</td>
<td>726</td>
</tr>
<tr>
<td>average # of tweets per user per day</td>
<td>7.2</td>
</tr>
</tbody>
</table>

This dataset is used for studying different user modeling strategies in Chapters 3 and 4. However, we will sample a subset of this dataset or crawl additional information which is missing in this dataset for different experiments. For the reader’s convenience, we will describe the subset used in each experiment in Section 3.3.1, Section 3.4.1, Section 4.2.3, and Section 4.3.3, respectively.

\textsuperscript{16}https://about.me/
\textsuperscript{17}https://dev.twitter.com/rest/public
To evaluate inferred user interest profiles based on different user modeling strategies, we use these profiles as an input to an URL recommender system on Twitter (other evaluation strategies for user modeling can be found in Section 2.3.4). For a target user, the ground truth URLs (the positive set) are the ones shared by this user in his/her tweets. In addition, those URLs shared by other users in the dataset but not by the target user are used as the negative set of URLs. Therefore, a user interest profile should be able to rank the URLs in the positive set higher than those in the negative set.

### 1.4.2 Entity Recognition APIs

Here we investigate different entity recognition APIs for extracting DBpedia entities from tweets. Those extracted DBpedia entities play an important role in retrieving user interests in semantics-aware user modeling strategies introduced in this thesis, which can be used for propagating user interests by leveraging background knowledge in DBpedia.

Entity recognition in tweets is a challenging task due to the informal nature of and ungrammatical language in tweets. Since our focus in this thesis is on user modeling and not on entity recognition, we use an existing solution for entity recognition (as does related literature on user modeling).

Different NLP APIs have been used for DBpedia/Wikipedia entity recognition in the literature. For example, Kapanipathi et al., 2014 used the Zemanta API (which is no longer available at the time of writing.) after comparing it to other APIs such as DBpedia Spotlight\(^{18}\), while Zarrinkalam and Kani, 2015 used tag.me\(^{19}\). To better investigate the performance of different APIs, we used a Twitter dataset from Locke, 2009 which contains 1,603 annotated tweets in total where 1,233 of them contain Wikipedia entities. We tested three different NLP APIs: Aylien API\(^{20}\), tag.me and Alchemy API\(^{21}\), which all provide the functionality for extracting entities from a given text and representing these with corresponding DBpedia/Wikipedia URIs. A comparative performance of these three APIs on entity (with DBpedia URI) recognition is displayed in Table 1.2.

We opted to use the Aylien API since (1) it extracts DBpedia entities identified in a text, and gives their corresponding URIs, (2) it has relatively superior performance to the other APIs as shown in Table 1.2, and (3) it provides 6,900 calls per day, provided on request for research purposes.

\(^{18}\)http://spotlight.dbpedia.org/rest/annotate, the web service was not accessible at the time of writing this thesis.

\(^{19}\)https://tagme.d4science.org/tagme/

\(^{20}\)https://aylien.com/

\(^{21}\)http://www.alchemyapi.com/
Table 1.2: Evaluation of several NLP APIs for DBpedia/Wikipedia entity recognition.

<table>
<thead>
<tr>
<th>API</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aylien</td>
<td>0.27</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>Alchemy</td>
<td>0.21</td>
<td>0.17</td>
<td>0.19</td>
</tr>
<tr>
<td>tag.me</td>
<td>0.12</td>
<td>0.15</td>
<td>0.14</td>
</tr>
</tbody>
</table>

The Aylien API is used for extracting DBpedia entities identified in *tweets* in Chapter 3 as well as those entities identified in the *biographies* of a user’s followees in Chapter 4. In addition, this API is also used for extracting DBpedia entities for URLs in Chapters 3 and 4. The Aylien API provides the functionality of DBpedia entities for a given URL based on its content.

1.4.3 Datasets for Chapters 5-6

As discussed in Section 1.3, Chapters 5-6 deal with the scenarios when we have explicit feedback from users, e.g., which Facebook pages should we recommend based on the pages liked by users with respect to musical artists. The list of datasets used in Chapters 5-6 is presented in Figure 1.3. The items available in these datasets have been mapped to their corresponding DBpedia URIs.

The mapped Facebook dataset\(^{22}\) consists of 52,072 users and 6,375 items where each user has liked 21 items on average. This dataset was collected from Facebook profiles about personal preferences (“likes”) with respect to musical artists. This dataset is used in the experiments in Section 5.5.1 and Section 6.2.3.

The mapped Movielens dataset consists of users and their ratings about movie items, and we consider ratings higher than 3 as positive feedback in the same way as Noia et al., 2016. As we can see from Table 1.3, this dataset consists of 3,997 users and 3,082 items where each user has rated 206 movies. This dataset is used in the experiments in Section 6.2.3 and Section 6.3.2.

The mapped DBbook dataset\(^{23}\) consists of users and their binary feedback (1 for likes, and 0 otherwise) with respect to book items. DBbook dataset consists of 6,181 users and 6,733 items where each user has rated 12 books. This dataset is used in the experiments in Section 6.3.2.

\(^{22}\)https://2015.eswc-conferences.org/important-dates/call-RecSys.html

\(^{23}\)http://challenges.2014.eswc-conferences.org
1.5 Origin of Chapters

We evaluate semantics-aware recommendation approaches such as the semantic similarity measure proposed in Chapter 5 and machine learning approaches proposed in Chapter 6 in terms of item recommendation using aforementioned datasets in different domains. For a target user, the ground truth items (the positive set) are the ones with positive feedback from this user. In addition, those items in the dataset but not rated by the target user are used as the negative set of items. Therefore, the proposed recommendation approaches should be able to rank the items in the positive set higher than those in the negative set.

### Table 1.3: Statistics of Facebook, Movielens and DBbook datasets.

<table>
<thead>
<tr>
<th></th>
<th>Facebook</th>
<th>Movielens</th>
<th>DBbook</th>
</tr>
</thead>
<tbody>
<tr>
<td># of users</td>
<td>52,072</td>
<td>3,997</td>
<td>6,181</td>
</tr>
<tr>
<td># of items</td>
<td>6,375</td>
<td>3,082</td>
<td>6,733</td>
</tr>
<tr>
<td># of ratings</td>
<td>1,093,512</td>
<td>827,042</td>
<td>72,372</td>
</tr>
<tr>
<td>avg. # of ratings</td>
<td>21</td>
<td>206</td>
<td>12</td>
</tr>
<tr>
<td>sparsity</td>
<td>99.67%</td>
<td>93.27%</td>
<td>99.38%</td>
</tr>
<tr>
<td>% of positive ratings</td>
<td>100%</td>
<td>56%</td>
<td>45.85%</td>
</tr>
</tbody>
</table>

1.5 Origin of Chapters

In this section, we introduce the publications associated with each chapter for the five core chapters (Chapters 2-6). Every publication has been published in peer-reviewed conferences related to the research topics in this thesis. Some passages in each chapter have been quoted verbatim from the these sources.

#### Chapter 2


- **G. Piao.** Exploiting the Semantic Similarity of Interests in A Semantic Interest Graph for Social Recommendations: Student Research Abstract. The Student Research Competition at the 31st Annual ACM
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Symposium on Applied Computing (SAC 2016), [Finalist], Pisa, Italy, 2016 - (Piao, 2016a)

• **G. Piao, J. G. Breslin.** Inferring User Interests in Microblogging Social Networks: A Survey (accepted in User Modeling and User-Adapted Interaction) - (Piao and Breslin, 2018e)

Chapter 3


Chapter 4


1.5. Origin of Chapters

Chapter 5


Chapter 6


Chapter 2

Background

In this chapter, we introduce some background with respect to semantics-aware user modeling and recommender systems (Section 2.3-2.4) in the context of online social networks. We start by giving a brief overview of online social networks and recommender systems (Section 2.1-2.2). Next, we will present related work on semantics-aware user modeling and recommender systems with a focus on the OSN domain. Finally, we summarize the research challenges that we aim to address in Section 2.5.

2.1 Online Social Networks

Online Social Networks (OSNs, also social networking sites or services, SNS or social media) are online platforms that people use to build their social networks or social relations with other people who share similar personal or career interests, activities, backgrounds or real-life connections\(^1\). Although it is challenging to give a unanimous definition of OSNs due to the variety of these services, there are some commonalities among them (Obar and Wildman, 2015):

- Social media services are (currently) Web 2.0 Internet-based applications.
- User-Generated Content (UGC) is the lifeblood of social media.
- Individuals and groups create user-specific profiles for a site or app designed and maintained by a social media service.
- Social media services facilitate the development of social networks online by connecting a profile with those of other individuals and/or groups.

\(^1\)https://en.wikipedia.org/wiki/Social_networking_service
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On the one hand, online social networks such as Facebook or Twitter have been embedded into our daily lives. Facebook, launched in 2004, has 2.01 billion monthly active users all over the world; Twitter, launched in 2006, currently has 328 million monthly active users posting over 500 million tweets every day\(^2\). Figure 2.1 shows the increasing number of social media users worldwide from 2010, which is provided by statista\(^3\). The identities and content generated by users in these OSNs provides a great opportunity for various valuable applications, such as event detection from Twitter streams for early warning (Sakaki et al., 2010), discovery of fresh Web sites (Dong et al., 2010), analyzing crisis information (Burel et al., 2017), and inferring user interests for personalized recommendations. Online social networks have also become important platforms for users to consume different types of information such as news or medical information. One in three Web users seeks medical information in OSNs, and over 50% of users consume news in OSNs\(^4\) (Sheth and Kapanipathi, 2016).

![Figure 2.1: Number of social media users worldwide from 2010 to 2021 (in billions).](https://www.omnicoreagency.com/twitter-statistics/)

On the other hand, the tremendous popularity of these services has led to an increase of user-generated content, which in turn has caused information overload for users, and made it difficult for them to consume information that they might be interested in. For example, users are often overwhelmed by the large number of tweets from their followees on Twitter. Therefore, recommending content matching users’ interests is crucial for them when consuming information on these services.

\(^2\)https://www.omnicoreagency.com/twitter-statistics/
\(^3\)https://goo.gl/PdZthX, statista is a statistics, market research and business intelligence portal.
\(^4\)https://goo.gl/t7hmPQ
2.2 Recommender Systems

A recommender system or a recommendation system (sometimes replacing “system” with a synonym such as platform or engine) is a subclass of the information filtering system that aims at predicting the “rating” or “preference” of an item for a user, and recommends items according to their “ratings” or “preference” scores\(^5\). In other words, it is trained based on explicit feedback (i.e., item ratings or preference history from users) for predicting the “rating” or “preference” of an item, and then retrieves items that users would like in the future based on the “ratings” or “preference” scores of those items.

Recommender systems (RSs) have been used in a variety of applications such as product recommendations in Amazon\(^6\), and post or friend recommendations in OSNs such as Twitter. There are three major approaches for recommender systems: (1) content-based recommender systems (CBRSs), (2) collaborative filtering recommender systems (CFRSs), and (3) hybrid recommender systems.

A CBRS recommends items which are similar to the ones that a user has liked in the past. This type of RS aims to match the attributes of a user and an item, where these attributes can be extracted from the content (e.g., descriptions) of items. To this end, a user profile is constructed based on the content of the items that the user has liked in the past. For example, a movie genre might be an important attribute with respect to movie recommendations, and a user profile might contain the movie genres that the user has liked. Classic CBRSs extract keywords from items’ descriptions and use these keywords as attributes.

More recently, semantics-aware techniques have arisen to cope with the main problems of classical keyword-based approaches (Ricci et al., 2011, p. 12). As we described in Section 1.1, there are two main categories of semantics-aware techniques. The first one is top-down approaches, which integrate external knowledge sources such as an encyclopedia (e.g., Wikipedia\(^7\)) or an open knowledge graph (e.g., DBpedia). The second category is bottom-up approaches, which learn the representation of words based on their usage in a large corpus of textual documents.

In contrast to CBRSs, a CFRS makes recommendations based on the assumption that if a user A has the same preference as a user B on an item \(i\), A tends to have the same preference as B on a different item \(j\) than a

---

\(^5\)https://en.wikipedia.org/wiki/Recommender_system
\(^6\)https://www.amazon.com/
\(^7\)https://www.wikipedia.org/
randomly chosen item. There are two types of approaches in CFRSs: (1) memory-based and (2) model-based approaches. Memory-based approaches leverage user preference data to compute the similarities between users or items, and provide recommendations based on these similarity scores. In contrast, model-based approaches predict the preference score of a candidate item based on building a model using different data mining and machine learning algorithms, e.g., latent factor models such as matrix factorization.

Hybrid recommender systems combine several techniques used in different RSs such as CBRSs or CFRSs for providing recommendations in order to overcome the disadvantages in a RS with the advantages from another RS. For example, a common cold-start problem in CFRSs is predicting the preference scores of new items as there is no preference data from other users for these items. In contrast, CBRSs do not suffer from this new-item problem as they rely on features of items for providing recommendations. More details on various approaches for combining several techniques from different RSs can be found in Brusilovsky et al., 2007, p. 377-408.

Another cold-start scenario occurs when recommending items to new users who have not provided any feedback about items yet, which is common for the initial stage of many websites or mobile applications. Inferring user interest profiles from user-generated content in OSNs can provide much information about users, and this information can resolve the new-user problem for those websites or applications using social login functionality. Social login is a single sign-on functionality that allows users to use their existing OSN identities for signing in to a third-party website/application instead of creating a new account for that website/application. According to a Web Hosting Buzz survey, 86% of users reported that creating new accounts on different websites bothers them, and some of them responded that they would choose to leave a website because of it. 77% of respondents of the survey said that “Social login is a good solution that should be in any site”. A study from Gigya in 2015 revealed the continued high growth use of social login functionality, and shows that 88% of US consumers have logged in to a website or application using their social network identities, which is an increase of 11% compared to a study from the previous year.

The popularity of OSNs and the increased adoption of social login functionality create a new opportunity for those third-party websites or applications to provide personalized services based on user interests inferred from their OSN actives. Therefore, user modeling in OSNs for inferring user interests is important for those third-party applications as well as OSNs in order to

---

8https://auth0.com/learn/social-login/
9https://www.webhostingbuzz.com/
10https://goo.gl/BBGtdg
provide good recommendations in a cold start situation. We define user modeling in this thesis in the following section before reviewing related work on user modeling in OSNs.

### 2.2.1 User Modeling

A *user model* profiles the user with respect to his/her preferences and needs, and plays an important role in recommender systems. In a certain sense, a recommender system can be viewed as a tool that generates recommendations by building and exploring user models (Berkovsky et al., 2008; Berkovsky et al., 2009; Ricci et al., 2011).

Recommender systems can construct a user model/profile based on either *explicit* or *implicit* feedback. For example, in a tweet recommender system which aims at recommending tweets that could be retweeted by a user, the retweet histories of users can be used as their explicit feedback for constructing user models. For cold-start users that do not have any retweet history, we can still infer their interest profiles based on implicit feedback from them such as their tweets or social networks. As we already mentioned, user modeling in OSNs is not only important for providing recommendations in OSNs themselves but also plays an important role in making recommendations in third-party applications connected to these OSNs, e.g., via the social login functionality.

Rich, 1979 along with Cohen and Perrault, 1979 and Perrault et al., 1978, where the terms *user model* and *user modeling* can be traced back to, provide three major dimensions for classifying user models (Rich, 1979):

- Are they models of a canonical user or are they models of individual users?
- Are they constructed explicitly by the user themselves or are they abstracted by the system on the basis of the user’s behavior?
- Do they contain short-term or long-term information?

Based on these three dimensions, we define *user model* in this thesis as below.

---

**Definition 2.2.1 (User Model).** A *user model* is a representation of user interests about an individual user constructed either explicitly or implicitly based on long-term or short-term knowledge, and the process of obtaining the user model is called *user modeling*. 

---
The terms “user model” and “user (interest) profiles” are used interchangeably throughout this thesis.

2.3 Inferring User Interest Profiles in Microblogging Social Networks

Here we provide background related to the first research challenge described in Section 1.1. In this thesis, we focus on microblogging social networks such as Twitter or Facebook. Although the character limit for a Facebook post is more than 60k, the average length of posts generated by users is smaller than 140 characters\(^\text{11}\). User modeling approaches for other OSNs such as Delicious\(^\text{12}\) and Flickr\(^\text{13}\) which are mainly based on folksonomies (folks taxonomies) (e.g., Hung et al., 2008; Szomszor et al., 2008; Abel, 2011; Cantador et al., 2008; Mezghani et al., 2012; Carmagnola et al., 2008, to name a few) are out of the scope of this thesis.

Although there are many choices of microblogging OSNs for investigating user modeling strategies, Twitter has been widely used in the literature due to its popularity and the higher degree of openness (in terms of data access). Table 2.1 provides a summary of OSNs used for inferring user interest profiles in previous studies. Other OSNs such as Facebook or LinkedIn requires the permissions of users to access their data. Therefore, users have to be recruited for conducting an experiment, which results in less studies using these OSNs.

Given the definition of a user model (Definition 2.2.1), Figure 2.2 presents an overview of the modified user profile-based personalization process from Abdel-Hafez and Xu, 2013 and Gauch et al., 2007a, which consists of three main phases. The first step is collecting data which will be used for inferring user interests. Subsequently, user interest profiles are constructed based on the data collected. We use primitive interests (Kapanipathi et al., 2014) to denote the interests directly extracted from the collected data. Those primitive interests can be used as the final output of a profile constructor or be further enhanced, e.g., based on background knowledge from Knowledge Bases (KBs) such as Wikipedia. We use propagated interests to denote the interests propagated by exploring the background knowledge based on the extracted primitive interests. The output of the profile constructor is user interest profiles represented based on a predefined representation of interest.

\(^{11}\)https://web.archive.org/web/20151204114826/https://www.quintly.com/blog/2013/12/short-posts-on-facebook-twitter-google-more-interactions

\(^{12}\)https://del.icio.us/

\(^{13}\)https://www.flickr.com/
2.3. Inferring User Interest Profiles in Microblogging Social Networks

<table>
<thead>
<tr>
<th>OSNs</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter</td>
<td>Chen et al., 2010, Lu et al., 2012, Kapanipathi et al., 2014,</td>
</tr>
<tr>
<td></td>
<td>Kapanipathi et al., 2011, Weng et al., 2010,</td>
</tr>
<tr>
<td></td>
<td>Besel et al., 2016a; Besel et al., 2016b, Abel et al., 2011b</td>
</tr>
<tr>
<td></td>
<td>Abel et al., 2011c; Abel et al., 2012; Abel et al., 2011a,</td>
</tr>
<tr>
<td></td>
<td>Abel et al., 2013b, Siehndel and Kawase, 2012,</td>
</tr>
<tr>
<td></td>
<td>Michelson and Macskassy, 2010, Bhattacharya et al., 2014,</td>
</tr>
<tr>
<td></td>
<td>Orlandi et al., 2012, Hannon et al., 2012,</td>
</tr>
<tr>
<td></td>
<td>Budak et al., 2014, Faralli et al., 2015b; Faralli et al., 2017,</td>
</tr>
<tr>
<td></td>
<td>Zarrinkalam and Kahani, 2015; Zarrinkalam et al., 2016,</td>
</tr>
<tr>
<td></td>
<td>Narducci et al., 2013, Xu et al., 2011, Jiang and Sha, 2015,</td>
</tr>
<tr>
<td></td>
<td>Garcia Esparza et al., 2013, Gao et al., 2011,</td>
</tr>
<tr>
<td></td>
<td>Nishioka and Scherp, 2016; Nishioka et al., 2015,</td>
</tr>
<tr>
<td></td>
<td>Vu and Perez, 2013, Phelan et al., 2009, Peñas et al., 2013,</td>
</tr>
<tr>
<td></td>
<td>Sang et al., 2015, Karatay and Karagoz, 2015,</td>
</tr>
<tr>
<td></td>
<td>Kanta et al., 2012, O’Banion et al., 2012,</td>
</tr>
<tr>
<td></td>
<td>Lim and Datta, 2013, Große-Böltling et al., 2015</td>
</tr>
<tr>
<td>Facebook</td>
<td>Kang and Lee, 2016, Orlandi et al., 2012,</td>
</tr>
<tr>
<td></td>
<td>Kapanipathi et al., 2011, Narducci et al., 2013,</td>
</tr>
<tr>
<td></td>
<td>Bhargava et al., 2015, Ahn et al., 2012</td>
</tr>
<tr>
<td>Google+14</td>
<td>Piao and Breslin, 2016a</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>Kapanipathi et al., 2011</td>
</tr>
</tbody>
</table>

profiles, e.g., word-based user interest profiles. Finally, the constructed user profiles are evaluated, and can be used in specific applications such as recommender systems for personalized recommendations.

In the following, we discuss four dimensions of the user modeling process: (1) data collection, (2) representation of user interest profiles, (3) profile construction and enhancement, and (4) evaluation of the constructed user profiles.

\[14\] https://plus.google.com/
2.3.1 Data Collection

What information is used for user modeling is important as it might directly affect later stages such as the representation and construction of user interest profiles, and the quality of final profiles. In the literature, the source of data collected for inferring user interest profiles is either from (1) inside of the target microblogging platform (where the target users come from) or (2) outside of the platform.

Using information inside the platform

For a target platform, various types of information from users and their social networks have been explored for inferring user interest profiles. Either by collecting data from a target user or the social networks of that user, there are three types of information sources for inferring user interest profiles:

- activities (e.g., tweets);
- profile information (e.g., biographies, account names);
- communities or groups (e.g., list memberships in Twitter).

A straightforward way of inferring user interests for a target user is leveraging information about the user. For instance, this could be analyzing data from the user’s posts or profile, or topical groups such as list memberships in Twitter which the user belongs to. In contrast, for a passive user who has little activity but who keeps following other users to receive information, data from the user’s social networks can be useful for indirectly inferring his/her interests. For instance, we can assume that a user is interested in Microsoft if a user is following the Twitter account @Microsoft, or is following an account with a biography such as “updates about Microsoft products”. Also, user interests can be inferred indirectly by aggregating and analyzing posts or topical groups of a user’s followees.
The posts generated by users are the most common source of information which has been used for inferring user interests. Take Twitter as an example, the tweets or retweets of users provide a great amount of data that might implicitly indicate what kinds of topics a user might be interested in. Therefore, using the post streams of target users to infer their interest profiles has been widely studied in the literature regardless of the different manners through which user interests are represented. For instance, Kapanipathi et al., 2014 extracted Wikipedia entities from the tweet streams of users while Chen et al., 2010 extracted keywords from them.

Inferring user interests based on users’ posts requires users to be active, i.e., continuously generating content. On the one hand, there is an increasing number of users leveraging OSNs to seek information they need, e.g., one in three Web users look for medical information, and over half of surveyed users consume news in OSNs\(^{15}\) (Sheth and Kapanipathi, 2016). On the other hand, there is also a rise of passive users in OSNs, e.g., two out of five Facebook users only browse information without interaction with the platform\(^{16}\) (Besel et al., 2016a). Therefore, it is also important to infer user interest profiles for those passive users who consume information in OSNs without generating any content.

With the special characteristics of social networks, information from social networks such as tweets from followees or followers and posts from Facebook friends can be utilized for inferring user interests for passive users as well as active users. For instance, Chen et al., 2010 and Budak et al., 2014 explored the tweets of target users and their followees to infer user interests. Although using posts generated by users is of great potential for mining user interests, it also faces some challenges due to the short and noisy nature of microblogs. Some studies (Besel et al., 2016b; Faralli et al., 2015b; Faralli et al., 2017; Besel et al., 2016a) pointed out that exploring posts for inferring user interests is computationally ineffective and unstable due to the changing interests of users.

Instead of analyzing posts to infer user interests, these studies proposed using followeeship information of users, which can infer more stable user interest profiles as the relationships of common users tend to be stable (Myers and Leskovec, 2014). In this line of work, topical followees that can be mapped to Wikipedia entities often need to be identified, e.g., identifying the followee account @messi10stats on Twitter as wiki\(^{17}\) :Lionel_Messi. Lim and Datta, 2013 also identified topical followees first, and then classified these followees into 15 predefined interest categories based on their “occupation”

\(^{15}\)http://bit.ly/pewsnsnews


\(^{17}\)The prefix wiki denotes https://en.wikipedia.org/wiki/
fields and abstracts in Wikipedia. One of the problems in this approach is that only a small portion of users’ followees are topical ones. For example, the authors from Faralli et al., 2015b showed that, on average, only 12.7% of followees of users in their datasets can be linked to Wikipedia entities. Similarly, in the Twitter dataset which we use for the experiment in Section 4.2.3, we observe that only 10% of followees’ accounts can be mapped to Wikipedia entities.

List membership, which is a kind of “tagging” feature on Twitter, has been explored as well. A list membership is a topical list/group which can be generated by any user on Twitter, and the creator of the list can freely add other users to that topical list. For instance, a user @Bob might create a topical list named “Java” and add his followees or other users who have been frequently tweeting about news on this topic. Therefore, if a user @Alice is following users who have been added into many topical lists related to the topic Java, it might suggest that @Alice is also interested in this topic.

Kim et al., 2010 studied the usage of Twitter lists and confirmed that lists can serve as good groupings of Twitter users with respect to their characteristics based on a user study. Based on the study, the authors also suggested that the Twitter list can be a valuable information source in many application domains including recommender systems. In this regard, several studies have exploited list memberships of followees to infer user interest profiles (Hannon et al., 2012; Bhattacharya et al., 2014).

User interests might follow global trends in some trends-aware applications such as news recommendations. To investigate it, Gao et al., 2011 proposed interweaving global trends and personal user interests for user modeling. In addition to leveraging the tweets of a target user for constructing user interest profiles, the authors constructed a trend profile based on all tweets in the dataset in a certain time period. Afterwards, the final user interest profile was built by combining the two profiles. The results showed that combined user interest profiles can improve the performance of news recommendations while the first user profile based on personal tweets plays a more significant role in the combination.

Using information outside the platform

The ideal length of a post on any OSN ranges between 60 to 140 characters for better user engagement\textsuperscript{18}. Therefore, analyzing microblogging services such as Twitter is challenging due to their nature of generating short and noisy texts. Better understanding those short messages plays a key role in user modeling in microblogging services. To this end, previous

\textsuperscript{18}https://goo.gl/j97H1R
studies have investigated leveraging external sources such as the content of embedded links/URLs in a tweet, in order to enrich the short text for a better understanding of it.

Haewoon et al., 2010 showed that most of the topics on Twitter are about news which could also be found in mainstream news sites. In this regard, some researchers have proposed linking microblogs to news articles and exploring the content of news articles in order to understand short texts in microblogging services. For instance, Abel et al., 2011b; Abel et al., 2011c; Abel et al., 2013b proposed linking tweets to news articles and extract the primitive interests of users based on tweets as well as the content of related news articles. Several strategies were proposed in Abel et al., 2011c, which were developed later on as a Twitter-based User Modeling Service (TUMS) (Tao et al., 2012). However, this type of approaches requires the maintenance of up-to-date news streams from mainstream news providers such as CNN\textsuperscript{19} in order to link tweets to news articles. Instead, Abel et al., 2011a leveraged the content of the embedded URLs in tweets, and Hannon et al., 2012 used a third-party service Listorious\textsuperscript{20}, which is a service providing annotated tags of list memberships on Twitter, for inferring user interest profiles. Given a target user $u$, the authors construct $u$’s interest profile based on the tags of list memberships with respect to the user.

With the popularity of different OSNs, users nowadays tend to have multiple OSN accounts across various platforms (Liu et al., 2013). In this context, some of the previous studies have investigated exploiting user interest profiles from other social networking platforms for cross-system user modeling. For instance, Orlandi et al., 2012 and Kapanipathi et al., 2011 presented user modeling applications that can aggregate different user interest profiles from various OSNs. However, the evaluation of aggregated user interest profiles has not been provided. Abel et al., 2012 investigated cross-system user modeling with respect to Points Of Interest (POI), and showed that the aggregation of Twitter and Flickr user data yields the best performance in terms of POI recommendations compared to modeling users separately based on a single platform. The result is in line with another study by them which aggregated user interest profiles on social tagging systems such as Delicious\textsuperscript{21}, StumbleUpon\textsuperscript{22} (Abel et al., 2013a). Similar observations can be found in Piao and Breslin, 2016a, which investigated the aggregated user interest profiles from microblogging OSNs such as Twitter and Google+.

Different from Abel et al., 2012 which aggregated different user interest profiles from different OSNs with the same weights, Piao and Breslin, 2016a

\textsuperscript{19}http://edition.cnn.com/
\textsuperscript{20}http://listorious.com, not available at the time of writing.
\textsuperscript{21}https://www.delicious.com
\textsuperscript{22}https://www.stumbleupon.com
showed that giving a higher weight to the target platform (with the aim of providing personalized services) is needed in order to provide the best performance in the context of URL recommendations.

2.3.2 Representation of User Interest Profiles

Here we provide an overview of how user interest profiles have been represented in the different approaches. The overview of user profile representation is carried out based on two criteria: (1) a unit for representing user interests, and (2) polyrepresentation of user interest profiles.

Unit for representing user interests

A user interest unit denotes the unit for representing user interests. For example, a single word is the interest unit for user interest profiles being represented as word vectors, and a topic in topic modeling approaches is the unit for those profiles being represented as topic vectors. In Gauch et al., 2007b, the authors defined three types of user representations for personalized information access:

- keyword profiles;
- concept profiles;
- semantic network profiles.

Keyword profiles. In keyword-based representation of user interest profiles, each keyword or a group of keywords can be used for representing a topic of interest. This approach was predominant in every adaptive information retrieval and filtering system and is still popular in these areas (Brusilovsky et al., 2007). When using each keyword for representing user interests, the importance of each word with respect to users can be measured using a defined weighting scheme such as TF-IDF (Term Frequency \cdot Inverse Document Frequency) from information retrieval (Salton and McGill, 1986). In the case of using groups of keywords for representing user interests, the user interest profiles can be represented as a probability distribution over some topics, and each topic is represented as a probability distribution over a number of words. The topics can be distilled using topic modeling approaches such as Latent Dirichlet Allocation (LDA) (Blei et al., 2003), which is an unsupervised machine learning method to learn topics from a large set of documents. One of the drawbacks of keyword-based user profiles is polysemy, i.e., a word may have multiple meanings which cannot be distinguished by using keyword-based representation.
Similar to other adaptive information retrieval and filtering systems, representing user interests using *keywords* or *groups of keywords* is popular in OSNs as well despite its simplicity. For instance, Chen et al., 2010 and Bhattacharya et al., 2014 represented user interest profiles by using vectors of weighted keywords extracted from users’ tweets and the descriptions of list memberships of them, respectively. Another special type of keyword is *tags* (including *hashtags*). Hannon et al., 2012 pointed out that the user profiles constructed using keywords from microblogs can be large but noisy due to the challenges of understanding microblogging messages (Liao et al., 2012). As an alternative, instead of extracting keywords from the microblogs of users, Abel et al., 2011b; Abel et al., 2011a and Hannon et al., 2012 leveraged keywords from tags or hashtags for representing user interests. They suggest that keywords from tags/hashtags might be more informative and categorical in nature compared to the words mined from the short texts of microblogs.

Topics distilled from topic modeling approaches such as LDA are also popular for representing user interest profiles. A topic has associated words with their probabilities with respect to the topic. For example, an IT-related topic can have some top associated words such as “google, twitter, apple, web”. Weng et al., 2010 used LDA to distill 50 topics and represented each user as a probability distribution over these topics. In Abel et al., 2011c; Abel et al., 2011b; Abel et al., 2013b, the authors also used topics for representing user interests where those topics were extracted by ready-to-use NLP (Natural Language Processing) APIs such as OpenCalais23. These keyword-based approaches lack semantic information and cannot capture relationships among these words, and the assumption of topic modeling approaches that a document has rich information is not the case for microblogs (Zarrinkalam, 2015; Piao, 2016b).

*Concept profiles.* Concept-based user profiles are represented as conceptual nodes (concepts) and their relationships, and the concepts usually come from a pre-existing knowledge base (Gauch et al., 2007b). They can be useful for dealing with the problems that keyword profiles have. For example, WordNet (Miller, 1995) groups related words together in concepts called *synsets*, which has been proved useful for dealing with *polysemy* in other domains. For example, Stefani, 1998 used WordNet synsets for representing user interests in order to provide personalized website access instead of using keywords as they are often not enough for describing someone’s interests. Another type of concept is *entities with URIs*. For instance, this involves using *wiki:Apple_Inc.* to denote the company *Apple*, which is disambiguated based on the context of the word *apple* in a text such as a

23http://www.opencalais.com/
tweet and linked to the corresponding entity in knowledge bases such as Wikipedia or DBpedia.

One of the advantages of leveraging Wikipedia/DBpedia entities is that we can exploit the background knowledge of these entities to infer user interests which might not be captured when using keyword-based approaches. For instance, a big fan of the Apple company would be interested in any brand-new products from Apple even if the names of these products have never been mentioned in the user’s profiles (Lu et al., 2012). With the potential of inferring user interests using KBs, a large number of previous studies have used Wikipedia/DBpedia entities for building user interest profiles (Lu et al., 2012; Faralli et al., 2015b; Abel et al., 2011b; Abel et al., 2011a; Abel et al., 2011c). Similar to using Wikipedia/DBpedia entities, Ahn et al., 2012 leveraged Facebook entities (pages) for representing user interests.

Instead of using specific entities as mentioned above, category-based representation of user interests aims at using categories covering these entities for representing user interests. Take the following real-world tweet as an example (Michelson and Macskassy, 2010):

“#Arsenal winger Walcott: Becks is my England inspiration: http://tinyurl.com/37zyjsc”,

there are four entities such as wiki:Arsenal_F.C., and wiki:Theo_Walcott within the tweet, and the intersection categories of these entities such as wiki:Category:English_Football_League (see Figure 2.3) can be used for representing the topic of interests instead of the four entities.

![Figure 2.3: Example of an intersection category of two entities in Wikipedia.](image-url)
Michelson and Macskassy, 2010 was one of the first studies using 23 top-level Wikipedia categories to represent user interest profiles. To build category-based user interest profiles, the first step is extracting entities from an information source (e.g., posts of users), which is similar to building entity-based user interest profiles. Subsequently, these entities have been used for obtaining their categories based on different proposed approaches. Kapanipathi et al., 2014 proposed representing user interest profiles as Wikipedia categories based on a hierarchical knowledge base. The knowledge base is a refined Wikipedia category system which is obtained by their proposed approach. Similar representations of user interests were proposed in Faralli et al., 2015b using WiBi (Wikipedia Bitaxonomy) (Flati et al., 2014) as the hierarchical knowledge base, and Faralli et al., 2017 with pruning approaches on Wikipedia categories. However, Budak et al., 2014 argued that Wikipedia categories tend to get out-of-date, and cannot keep up with the evolving topics on Twitter. Instead, the authors in Budak et al., 2014 leveraged categories in a taxonomy derived from the Open Directory Project (ODP24) to construct user interest profiles. For the comparison of entity- and category-based representations of user interests, Orlandi et al., 2012 investigated entity- and category-based user interest profiles aggregated from Twitter and Facebook, and evaluated those profiles based on a user study. The results suggested that profiles using DBpedia entities for representing user interests are more accurate than the profiles represented by DBpedia categories.

Entities and categories of Wikipedia/DBpedia can be seen as low and high level concepts. Some KBs in the form of a concept taxonomy, e.g., ACM Computer Classification System (CCS), may not distinguish entities and categories. The user model using concepts of KBs for representing user interests can be seen as an adapted overlay model in Intelligent Tutoring Systems, which aims to represent an individual user’s knowledge as a subset of a domain model and reflects the expert-level knowledge of the subject (Brusilovsky and Millán, 2007). Different from the traditional overlay model, the adapted overlay model using concepts in KBs aims to represent an individual user’s interests as a subset of the cross-domain background knowledge from a knowledge base.

Semantic network profiles. Semantic network-based profiles aim to address the polysemy problem of keyword-based profiles by using a weighted semantic network in which each node represents a specific word or a set of related words. This type of profile is similar to concept profiles in the sense of the representation of conceptual nodes and the relationships between them, despite the fact that the concepts in semantic network profiles are learned (modeled) as part of user profiles by collecting positive/negative feedback.

24http://www.dmoz.org/, closed as of March 17, 2017
from users (Gauch et al., 2007b). As most previous works have focused on implicitly constructing user interest profiles in microblogging services, this type of profile has not been used in the domain of user modeling in microblogging services.

Although leveraging KG concepts for representing user interest profiles has the advantage of enhancing those profiles by using the background knowledge in a KG, it has some limitations as well. For example, KGs such as DBpedia do not cover all existing and emerging concepts in OSNs. Furthermore, most KGs lack full coverage for the lexicographic senses of lemmas, which can be provided by WordNet instead. In this regard, we propose a rich representation of user interest profiles which leverages both DBpedia concepts and WordNet synsets in Section 3.7.

**Polyrepresentation of User Interest Profiles**

Although it is common to use a single representation with respect to a user interest profile, the polyrepresentation theory (Ingwersen, 1994) based on a cognitive approach indicates that the overlaps between a variety of aspects or contexts with respect to a user within the information retrieval process can decrease the uncertainty and improve the performance of information retrieval. Based on this theory, White et al., 2009 studied polyrepresentation of user interests in the context of a search engine. The authors combined five different views/contexts of a user for inferring user interests, and showed that polyrepresentation is viable for user interest modeling.

Several studies have proposed constructing multiple user interest profiles in OSNs as well. For instance, the authors in Lu et al., 2012 and Chen et al., 2010 both constructed two user interest profiles for each user. In Chen et al., 2010, two keyword-based user interest profiles were built based on the tweets of a user and the tweets of the user’s followees for recommending URLs on Twitter. Lu et al., 2012 proposed using Wikipedia entities and the affinity of other users to construct two user interest profiles. For a given user, the first user profile was represented as a vector of Wikipedia entities (articles), which were extracted from the user’s tweets. Similar to Chen et al., 2010, the authors in Lu et al., 2012 also exploited the followees of target users to construct the second user profile. However, differing from Chen et al., 2010, the second interest profile is a vector with weights depending on the type of interaction between the user and their followees (retweet, reply or mention) with respect to the user.

User interest profiles can also include multiple views/aspects of a user. For example, Hannon et al., 2012 proposed a multi-faceted user profile which
includes user interests from target users, their followees, and followers. Figure 2.4 shows an example from Hannon et al., 2012 for representing user interests, where user interests are represented based on the tags associated with the list memberships of users, followees, or followers provided by a third-party service.

![Figure 2.4](image)

**Figure 2.4:** (a) Intensional and extensional profile regions. (b) Barack Obama’s profile showing the tags associated with Obama and his followees (friends in the figure) and followers (Hannon et al., 2012).

In this thesis (Section 4.4), we also investigate the polyrepresentation of user interest profiles when the target users are passive users who do not generate content on OSNs but who keep following other people for consuming information. To infer user interests for passive users, we exploit the biographies and the list memberships of followees to construct two user interest profiles for them. The biographies of followees provide self-descriptions of themselves while the list memberships provide others-descriptions about them. We aim to investigate whether the polyrepresentation of user interest profiles based on those two different views with respect to users’ followees improves user modeling performance or not.

### 2.3.3 Profile Construction and Enhancement

So far we have focused our discussion on collecting data from various sources for inferring user interests, and different representations for interest profiles. In the following, we provide details on how user interest profiles for a certain representation have been constructed based on the collected data. The overview of the construction and enhancement of user interest profiles is carried out based on three criteria: (1) profile construction, (2) profile enhancement, and (3) temporal dynamics of user interests.
**Profile construction**

Based on a defined representation of user interest profiles, a profile constructor aims to determine the weights of user interest units such as words or concepts in user profiles using a certain **weighting scheme**. A **weighting scheme** is a function or process to determine the weights of interest units where the weights denote the importance of these interests with respect to a user. For example, a common weighting scheme is using the frequency of an interest unit \( w_i \) (e.g., keyword) to denote the importance of \( w_i \) with respect to a user \( u \), which can be formulated as below, when the data source is \( u \)'s posts:

\[
TF_u(w_i) = \text{frequency of } w_i \text{ in } u \text{'s posts.}
\] (2.1)

Despite its simplicity, this approach has been widely used in the literature, particularly in entity-based user interest representations (Kapanipathi et al., 2014; Abel et al., 2011c; Tao et al., 2012).

Information units such as entities extracted from tweets might come with their confidence scores (TC), which can be incorporated into a weighting scheme. In Jiang and Sha, 2015, the authors used TF with the confidence scores of information units extracted from tweets as their weighting scheme. Garcia Esparza et al., 2013 leveraged a classifier to obtain a set of ranked categories \( C = \{ c_1, \ldots, c_m \} \) with respect to each tweet including a URL by analyzing the content of the URL, and used a positional weighting scheme to measure the weight of each category as a TC with respect to a tweet. Peñas et al., 2013 also exploited the URLs mentioned in tweets to infer user interests. However, they leveraged the categories of URLs from OpenDNS and DBpedia instead of exploring the content of these URLs, and the weights of categories were simply represented as 1 or 0 (interested or not).

TF-IDF is another common weighting scheme for weighting an interest unit from a user’s posts. The IDF score of \( w_i \) with respect to a user \( u \) based on \( u \)'s tweets can be measured as below (Chen et al., 2010):

\[
IDF_u(w_i) = \log \left[ \frac{\# \text{ all users}}{\# \text{ users using } w_i \text{ at least once}} \right].
\] (2.2)

It is worth noting that IDF can also be applied after the **profile enhancement** process (e.g., Nishioka and Scherp, 2016). We use TF-IDF as the default

---

weighting scheme for our concept-based user interest profiles after comparing it against with concept frequency (Section 3.4).

In Vu and Perez, 2013, the authors compared different weighting schemes such as TF-IDF, TextRank (Mihalcea and Tarau, 2004), and TI-TextRank which was proposed by the authors by combining TF-IDF and TextRank. The evaluation based on a user study showed that TI-TextRank performs best for ranking keywords from the tweets of users.

Instead of weighting interest units appearing in users’ posts, some approaches extracted interest units such as entities by measuring the similarity between a post and an interest unit. For instance, Lu et al., 2012 and Narducci et al., 2013 used the Explicit Semantic Analysis (ESA) (Gabrilovich and Markovitch, 2007) algorithm, which is designed to compute the similarity between texts, for obtaining the weights of entities for each tweet of a user. Those weights of entities were then aggregated for constructing entity-based primitive interests of users. Ahn et al., 2012 quantified the degree of an interest unit, i.e., a Facebook entity, based on two factors: (1) the familiarity with each social neighbor, and (2) the similarity between the topic distributions of a piece of social content and an interest unit. Social content is the combined text of a post and the user comments associated with it.

The weights of user interests have also been learned in unsupervised ways in the literature. For instance, Weng et al., 2010 treated tweet histories of each user as a big document, and used LDA to learn topic distributions for each user. In Xu et al., 2011, the authors proposed a modified author-topic model (Rosen-Zvi et al., 2004) for distinguishing interest-related and unrelated tweets for learning topic distributions of users. Budak et al., 2014 proposed a probabilistic generative model to infer user interest profiles which are represented as an interest probability distribution over ODP categories. In their proposed approach, the authors considered three aspects such as (1) the posts of a target user, (2) the activeness of the user, and (3) the influence of friends. They assumed that time is divided into fixed time steps, and transformed the problem into inferring the probability of a user being interested in each of the interests, given a social network that evolves over time, including posts and social network information. Sang et al., 2015 also proposed a probabilistic framework for inferring user interest profiles. Different from Budak et al., 2014, Sang et al., 2015 assumed users have long- and short-term interest (topic) distributions. Long-term interests denote the stable preferences of users while short-term interests denote user preferences over short-term topics during some events in OSNs. However, they did not consider the social networks of users.

In Zarrinkalam and Kahani, 2015, user interest profiles were represented as
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Topic vectors where each topic is a set of temporally correlated entities on Twitter. To this end, an entity graph based on their temporal correlation as defined by the authors was constructed, and the topics in a time interval were extracted using some existing community detection algorithms such as the Louvain method (Rotta and Noack, 2011). Subsequently, each topic was transformed into a set of weighted entities using the degree centrality of an entity in the topic (community).

For user interest profiles exploiting social networks such as followees, there have been various methods proposed in previous studies (Chen et al., 2010; Lu et al., 2012). For example, Lu et al., 2012 constructed a user interest profile based on a user affinity vector consisting of weights with respect to other accounts the user has interacted with. The weights were calculated by considering explicit interactions between users based on follower/followee information, and explicit interactions such as the number of tweets that are a reply, retweet, or mention between two users.

Chen et al., 2010 built two keyword-based user profiles for a user \(u\); one is based on \(u\)’s tweets, and the other is based on the tweets of \(u\)’s followees. The TF-IDF weighting scheme was used for constructing keyword-based user profiles based on \(u\)’s tweets, which are called self-profiles. To build a user profile based on followees’ tweets, the authors first retrieved a set of high-interest words for followees as follows: For each self-profile for followees of \(u\), they picked all words that have been mentioned at least once, and selected the top 20% of words based on their occurrences. In addition, the words that are not in other followees’ profiles were removed. Subsequently, the weight of each word in the set of high-interest words was measured as below:

\[
FTF_u(w_i) = \# u's followees who have w_i \\
as one of their high - interest words.
\]  

A similar approach to \(FTF_u(w_i)\) was adopted in Bhattacharya et al., 2014. The authors in Bhattacharya et al., 2014 explored the list memberships of followees to extract topics of interests for a target user, where the weight of a keyword is measured by the number of followees who have that keyword in their list memberships. Motivated by \(FTF_u(w_i)\), we propose and evaluate a similar weighting scheme for weighting the entities extracted from the list memberships of users’ followees (Section 4.3.1).

Profile enhancement
The constructed primitive user interest profiles such as the ones represented by entities, can be further enhanced using external knowledge to deliver the final interest profiles. The approaches used in the literature for enhancing primitive user interests have mainly leveraged *hierarchical* or *graph-based* knowledge.

**Leveraging hierarchical knowledge.** Knowledge bases such as Wikipedia have been widely used for enhancing user interest profiles. For example, Kapanipathi et al., 2014 proposed representing user interest profiles as Wikipedia categories based on a hierarchical knowledge base, which is a refined Wikipedia category system built by the authors. The user interest profiles were constructed using the hierarchical knowledge base with the following two steps. First, Wikipedia entities in users’ tweets were extracted as their primitive interests. Second, these entities were used as activated nodes to apply an adapted spreading activation (Collins and Loftus, 1975) function on the hierarchical knowledge base.

The spreading activation function proposed by Kapanipathi et al., 2014 can be applied to any case where a set of entities and a hierarchical knowledge base are available. Therefore, many studies that followed have adopted this spreading activation function but with different approaches for extracting entities or with different hierarchical knowledge bases (Besel et al., 2016b; Besel et al., 2016a; Piao and Breslin, 2017b; Nishioka and Scherp, 2016; Große-Böltling et al., 2015). For instance, Nishioka and Scherp, 2016 extracted entities and applied the spreading activation function on STW, which is a hierarchical knowledge base from the economics domain. Große-Böltling et al., 2015 investigated several spreading activation functions ranging from a basic one (see Equation 2.4 where $D$ denotes the decay factor) to the one proposed in Kapanipathi et al., 2014, applied on the ACM CCS concept taxonomy in the computer science domain.

$$a_t(j) ← a_{t-1}(j) + D × a_{t-1}(i)$$ (2.4)

The results showed that using the basic spreading activation function provided the best user interest profiles compared to using other ones in the context of research article recommendations.

In Besel et al., 2016b and Besel et al., 2016a, the authors extracted entities by mapping followees’ Twitter accounts to Wikipedia entities, and used WiBi (Flati et al., 2014) as their hierarchical knowledge base for applying the spreading activation function proposed in Kapanipathi et al., 2014. Similarly, Faralli et al., 2015b also mapped followees’ Twitter accounts to Wikipedia entities, and used them as users’ primitive interests for propagation with
WiBi. However, a simpler propagation strategy was adopted in Faralli et al., 2015b. In Faralli et al., 2017, the authors extended their previous work (Faralli et al., 2015a) and proposed a methodology to build Twixonomy, which is a Wikipedia category taxonomy. Twixonomy is built by using a graph pruning approach based on a variant of Edmonds optimal branching (Edmonds, 1968). The authors showed that the proposed approach can generate a more accurate taxonomy compared to the approach proposed in Kapanipathi et al., 2014. One issue with these approaches mapping followees’ accounts to Wikipedia entities is that only a limited percentage of followees’ accounts can be mapped to corresponding entities. For example, only 12.7% of followees’ accounts can be mapped to Wikipedia entities as described in Faralli et al., 2015b.

Instead of using refined hierarchical knowledge from Wikipedia/DBpedia, some studies have explored other types of hierarchical knowledge bases as well. Kang and Lee, 2016 proposed mapping news categories to tweets for constructing user interest profiles. The authors leveraged news categories from two popular news portals in South Korea (Naver News and Nate News) to build their category taxonomy. This taxonomy consists of 8 main categories and 58 sub-categories, and each category consists of all news articles in the two news corpuses. To assign categories to a tweet, each tweet and news category are represented as a term vector where the weights of terms are calculated using TF-IDF first. As there might be a semantic gap between terms in social media and news portals, the authors leveraged Wikipedia to resolve the problem. Three different approaches such as entity-, category-, and category cluster-based methods were proposed in order to transform the term vectors of tweets and news categories into the same vector space. The results showed that the category-based approach for assigning news categories to a given tweet provides the best performance compared to entity-, and category cluster-based methods. The category-based approach transforms the term vectors of tweets and news categories into Wikipedia category vectors, and assigns the top two news categories to each tweet based on the cosine similarity between their two Wikipedia category vectors. These news categories of a user’s tweets are then aggregated to construct the final user interest profiles. In addition, the author also showed that combining these three approaches to measure the similarity between a news category and a tweet can further improve the accuracy.

Jiang and Sha, 2015 leveraged external knowledge sources such as DBpedia, Freebase (Bollacker et al., 2008), and Yago (Suchanek et al., 2007) for constructing a Topic Hierarchy Tree (THT), which is a hierarchical knowledge
base that consists of over 1,000 topics distributed in 5 levels. However, the details for obtaining the THT were not discussed in their study. In Bhargava et al., 2015, the authors manually built a category taxonomy based on Facebook Page categories and the Yelp\textsuperscript{28} category list. The category taxonomy in Bhargava et al., 2015 consists of three levels with 8, 58, and 137 categories in each level, respectively. The authors used features such as entities, hashtags, and document categories which can be extracted from Facebook likes and UGC as users’ primitive interests, and then measured the confidence of each concept in the category taxonomy based on these features using a Semantic Textual Similarity system (Han et al., 2013).

\textit{Leveraging graph-based knowledge.} Instead of leveraging hierarchical knowledge, many studies have leveraged graph-based knowledge for enhancing user profiles. For example, Michelson and Macskassy, 2010 exploited Wikipedia categories directly for propagating a user’s primitive interests. The authors summed the scores of a category which appeared at multiple depths in the category graph. Differing from exploring the categories of a specified depth (Michelson and Macskassy, 2010), Siehndel and Kawase, 2012 represented user interest profiles using 23 top-level categories of the root node \texttt{Category:Main Topic Classifications} in Wikipedia. The Wikipedia entities in users’ tweets were extracted as their primitive interests, and these entities were then propagated up to the 23 top-level categories with a discounting strategy for the propagation.

With the advent of large, cross-domain KGs such as DBpedia, different approaches leveraging background knowledge from KGs have been investigated. A knowledge graph is a knowledge base which consists of an ontology and instances of the classes in the ontology (Färber et al., 2015). The difference between a hierarchical category taxonomy such as WiBi and a knowledge graph such as DBpedia is that DBpedia goes beyond just categories to related entities via the entity’s predicates. Depending on the propagation strategies for those entities in a user’s primitive interests, different aspects, e.g., related entities, categories or classes of the entities can be leveraged for the propagation. For example, Peñas et al., 2013 enriched categories in users’ primitive interests using similar categories defined by the \texttt{categorySameAs} relationship in DBpedia. Abel et al., 2012 proposed using background knowledge from DBpedia for propagating user interest profiles with respect to Points Of Interest (POI). The authors considered entities that were two hops away from a user’s primitive interests and that were related to places. However, this approach did not consider any discounting strategy for the weights of propagated user interests. In Orlandi et al., 2012, the authors leveraged DBpedia categories one hop away from the entities in a

\textsuperscript{28}https://www.yelp.com/
user’s primitive interests using a discounting strategy for propagating user interests.

Lu et al., 2012 exploited a Wikipedia entity graph to enhance the entity-based primitive interests. Compared to the DBpedia graph, where the edges between two entities are predefined predicates in an ontology, the edges in the Wikipedia entity graph denote the mentions of other entities in a Wikipedia entity/article. In contrast to exploiting Wikipedia categories, the intuition behind this approach is that if a user is interested in iPhone, the user might be interested in other products of Apple, instead of being interested in other mobile phones in the same category such as Smartphones. To this end, the authors used the ESA algorithm to extract entities from the tweets of users as their primitive interests, and then expanded these entities using a random walk on the Wikipedia entity graph.

Although some of the previous studies in the literature have explored DBpedia for enhancing the primitive interests of users, they have focused mainly on leveraging the categories of entities. In contrast, we investigate user modeling strategies leveraging several aspects of DBpedia, e.g., related entities, categories or classes of the entities for enhancing user interest profiles in Section 3.5.1.

**Temporal dynamics of user interests**

User interests in OSNs can change over time, and many studies have been conducted in order to investigate the temporal dynamics of user interests in OSNs. For example, Jiang and Sha, 2015 showed that, the similarity of current user interest profiles with the profiles at the beginning of the observation period of their dataset is the lowest while the similarity of current profiles with the ones built last month is the highest. Similarly, Abel et al., 2011b showed that a user interest profile built in an earlier week differs more from the current profile compared to the one built recently. The authors also showed that the weekday and weekend profiles have bigger differences compared to day and night profiles for each user based on their historical tweets.

In order to incorporate temporal dynamics of user interests into user modeling strategies, there are mainly two types of approaches: (1) constraint-based approaches, and (2) interest decay functions. The former one extracts user interest profiles based on specified constraints, e.g., using a temporal constraint to build user interest profiles based on their tweets posted in the last two weeks or using an item constraint to construct user profiles based on the last 100 tweets of the users. Compared to constraint-based approaches, interest
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Decay functions build user profiles with lower weights for older interests and higher weights for recent ones.

*Constraint-based approaches.* Abel et al., 2011b investigated several temporal constraints in their user modeling strategies on Twitter for a news recommender system. For instance, they considered long- and short-term profiles, and weekend profiles in the design space of user modeling. However, based on different user profile representations, e.g., using topic- or entity-based profiles, different results were observed. For example, long-term profiles outperform short-term profiles in terms of entity-based profiles while short-term profiles outperform long-term profiles in terms of topic-based user profiles. Similarly, although weekend profiles constructed based on the tweets posted on weekends only in a user’s history outperform long-term profiles in the case of entity-based user profiles, the opposite result was observed for topic-based user profiles. Overall, entity-based user profiles considering the temporal dynamics perform best compared to topic-based user profiles. Nishioka and Scherp, 2016 compared both constraint-based approaches and interest decay functions for constructing user interest profiles on Twitter in the context of publication recommendations. Differing from the results in the domain of news, the results from Nishioka and Scherp, 2016 showed that a constraint-based approach constructing user interest profiles within a certain period performs better than using an interest decay function in the context of publication recommendations.

*Interest decay functions.* Instead of constructing user interest profiles in a certain period (e.g., short-term), or based on temporal patterns (e.g., weekends), many studies applied interest decay functions to long-term profiles. The intuition behind those interest decay functions is that a higher weight should be given to recent interests than old ones. Different types of interest decay functions have been proposed in previous studies such as a time-sensitive interest decay function proposed by Abel et al., 2011a or an exponential decay function proposed by Orlandi et al., 2012. For example, a popular interest decay function from Orlandi et al., 2012 is defined as follows:

\[
(x(t)) = x_0e^{-t/\beta}.
\] (2.5)

Here, \(x(t)\) is the decayed weight at time \(t\), and \(x_0\) denotes the initial weight (at time \(t = 0\)). \(\beta\) is a parameter which controls the speed of exponential decay. This interest decay function also has an initial time window (7 days), and the interests in the time window are not discounted. The authors in Orlandi et al., 2012 set \(\beta = 360 days\) and \(\beta = 120 days\) for their experiment, and showed that using \(\beta = 360 days\) performs better than using \(\beta = 120 days\)
in terms of an evaluation based on a user study. A similar decay function was used in Bhargava et al., 2015 and Nishioka and Scherp, 2016, where the weight of the last update was used instead of initial weight (Bhargava et al., 2015). In O’Banion et al., 2012, the authors also used an exponential decay function: $x(t) = x_00.9^d$ where $d$ is the difference in days between the current date and the date that a concept was mentioned.

Despite those approaches that have been proposed for incorporating the temporal dynamics of user interests, their comparative performance in user modeling is not investigated. Hence, we provide a comparative study on the performance of different approaches for incorporating the temporal dynamics of user interests in Section 3.6.

### 2.3.4 Evaluation of the Constructed User Profiles

The final step for user modeling in OSNs is how to evaluate the constructed user interest profiles. Overall, there are three different approaches for evaluating the constructed user interest profiles: (1) evaluation based on a user study, (2) evaluation in terms of application performance, and (3) manual analysis of the constructed profiles.

**Evaluation based on a user study**

The first evaluation approach is based on a user study. This approach requires recruiting users for the experiment of building user interest profiles with their OSN accounts. Finally, these users provide feedback on the user interest profiles constructed by different user modeling strategies. For example, Narducci et al., 2013 evaluated user interest profiles built for 51 users from Facebook and Twitter based on their feedback on a 6-point discrete rating scale. Kapanipathi et al., 2014 recruited 37 users and built category-based user interest profiles based on their tweets on Twitter. Afterwards, the 37 users provided explicit feedback, e.g., Yes/Maybe/No with respect to the categories in those profiles. Similar approaches have been used in Bhattacharya et al., 2014, Besel et al., 2016a; Besel et al., 2016b, Budak et al., 2014, and Orlandi et al., 2012. However, instead of recruiting volunteers for an experiment, the authors in Budak et al., 2014 first inferred user interest profiles for 500 randomly chosen users with email addresses on Twitter, and emailed them using the email addresses in their profiles to get feedback about their inferred interests.

In Chen et al., 2010 and Nishioka and Scherp, 2016, the authors also conducted a user study but with respect to a specific application, i.e., a URL
recommender system on Twitter. Therefore, instead of directly giving feedback on the constructed user interest profiles, the users that participated in the study were given URL recommendations, and marked each URL as one of their interests or not. Instead of using the feedback of target users for the evaluation of inferred user interest profiles, Kang and Lee, 2016 and Michelson and Macskassy, 2010 labeled user interests by themselves or used other recruited annotators. Garcia Esparza et al., 2013 implemented a stream filtering system where users are represented based on 18 defined categories such as Music and Sports. For evaluation, the authors asked each participant to give explicit feedback on their profiles by deleting or adding categories that they felt were incorrect or missing.

Evaluation approaches based on the explicit feedback of profiled users would arguably be the most direct and accurate way for evaluating the inferred user interests of these users. However, they also require the recruitment of volunteers and impose an extra burden for users, and therefore limits the number of participants for evaluation (e.g., 37 users for evaluation in Kapanipathi et al., 2014).

**Evaluation in terms of application performance**

To evaluate the quality of inferred user interest profiles without imposing an extra burden to users, offline evaluation in terms of the performance of specific applications has been used. In this case, user interest profiles are used as an input to an application, such as a news recommender system where these profiles play an important role. Afterwards, different profiles created by different user modeling strategies are compared in terms of the application performance using each profile. For instance, when we evaluate different user modeling strategies in terms of a recommender system, we can adopt well-established evaluation metrics for RSs such as Normalized Discounted Cumulative Gain (nDCG) and Mean Reciprocal Rank (MRR).

Abel et al., 2011b evaluated three different user modeling strategies in the context of news recommendations. Sang et al., 2015 also evaluated user interest profiles in terms of news recommendations in addition to tweet recommendations. In Faralli et al., 2015b, the authors evaluated user interest profiles in terms of user classifications and recommendations. For the classification task, the user interest profiles were used for classifying each user to the appropriate label, e.g., Starbucks fan. For the recommendation task, the authors evaluated the performance of leveraging different hierarchical levels of interests with respect to interest recommendations using itemset mining.
Manual analysis of constructed profiles

There are other evaluation approaches used in some studies besides the aforementioned two methods. For example, Abel et al., 2011c compared the number of distinct entities and topics in user interest profiles in order to evaluate news-based enrichment of their tweets. In Faralli et al., 2017, the authors ran two experiments to evaluate their approach of building interest taxonomies. First, they compared their approach against other approaches proposed for constructing user interest taxonomies using other gold standard taxonomies. Second, they provided some samples of generated user interest profiles, and analyzed the final interests with respect to those users. Similarly, Xu et al., 2011 evaluated their topic modeling approach by comparing against other topic modeling methods in terms of perplexity, and then discussed some user interest profiles produced by different approaches.

In this thesis, we adopt the offline evaluation strategy which evaluates different user modeling strategies in terms of the performance of specific applications.

2.4 LOD-enabled Recommender Systems

In this section, we discuss LOD-enabled recommender systems which are useful for addressing the second and third research challenges identified in Section 1.1.

The term Web of Data, often referred to as the Semantic Web, Web 3.0 or Linked Data, indicates a new generation of technologies responsible for the evolution of the current Web from a Web of interlinked documents to a Web of interlinked data (Heath and Bizer, 2011). The goal is to discover new knowledge and value from data, by publishing them using Web standards (primarily RDF\textsuperscript{29}) and by enabling connections between heterogeneous datasets. In particular, the term Linked Open Data denotes a set of best practices for publishing and linking structured data on the Web. The project includes dozens of RDF datasets interlinked with each other to form a giant global graph, the so called Linked Open Data cloud\textsuperscript{30} (see Figure 2.5).

DBpedia is a first citizen in this cloud since it represents the nucleus of the entire LOD initiative (Auer et al., 2007). It is the semantic representation of Wikipedia and it has become one of the most important and interlinked

\textsuperscript{29}Resource Description Framework (RDF), \url{https://www.w3.org/RDF/}

\textsuperscript{30}\url{http://lod-cloud.net/}
datasets on the Web of Data. Compared to traditional taxonomies or lexical databases (e.g. WordNet) it provides a larger and “fresher” set of terms, continuously updated by the Wikipedia community and integrated into the Web of Data. The latest version of DBpedia describes 4.58 million things, including 1,445,000 persons, 735,000 places, 411,000 creative works such as music albums, films and video games, 241,000 organizations, 251,000 species and 6,000 diseases\textsuperscript{31}.

This cross-domain background knowledge about entities is freely accessible via its SPARQL endpoint\textsuperscript{32}. For example, Figure 2.6 shows pieces of background knowledge about the movie \texttt{dbr: The_Godfather} in RDF triples, which can be obtained from DBpedia. A RDF triple consists of a subject, a predicate and an object. As we can see from the figure, there can be incoming knowledge, e.g., \texttt{dbr:Carlo_Savina} → \texttt{dbo:knownFor} → \texttt{dbr: The_Godfather} where \texttt{dbr: The_Godfather} is used as an object, as well as outgoing knowledge such as \texttt{dbr: The_Godfather} → \texttt{dbo:director} → \texttt{dbr: Francis_Ford_Coppola} where \texttt{dbr: The_Godfather} is a subject.

\textsuperscript{31}http://wiki.dbpedia.org/about
\textsuperscript{32}http://dbpedia.org/sparql
In the context of the great amount of freely accessible information, many studies have been conducted in order to consume the knowledge provided by LOD for adaptive systems such as recommender systems (Di Noia et al., 2014; Gemmis et al., 2015a). In the following, we review related work on LOD-enabled recommender systems.

### 2.4.1 Semantic Similarity/Distance Measures

Maedche and Zacharias, 2002 defined a set of similarity measures for comparing ontology-based metadata by considering different aspects of an ontology separately. They propose differentiating across three dimensions for comparing two resources: taxonomic, relational and attribute similarities. However, the similarity measures depend on some strong assumptions about the model such as “Ontologies are strictly hierarchical such that each concept is subsumed by only one concept”, which is not the case in terms of many KGs such as DBpedia.

The first attempts to leverage LOD for recommender systems were by Heitmann and Hayes, 2010 and Passant, 2010b. Heitmann and Hayes, 2010 proposed a framework using LOD for open collaborative recommender systems. Passant, 2010b proposed a measure named LDSD (Linked Data Semantic Distance) to calculate semantic distance on Linked Data. The distance measure considers direct links from entity A to entity B and vice versa. In addition, it also considers the same incoming and outgoing nodes via the same predicates of entities A and B in a graph. The distance measure has a scale from 0 to 1, where a larger value denotes less similarity between two entities. In later work, the author used the LDSD similarity measure in a recommender system based on DBpedia entities which recommends similar music artists based on the artists in a user’s preference profile (Passant, 2010a).
2.4. LOD-enabled Recommender Systems

Leal et al., 2012 proposed a similarity measure for computing the semantic relatedness of entities in DBpedia. The proposed similarity measure is based on a notion of \textit{proximity}, which measures how connected two entities are, rather than how distant they are. This means that the similarity measure considers both distance and the number of paths between two nodes. This similarity measure extends each step to find longer paths between two entities, and penalizes proximity by steps, i.e., a longer path contributes less to the proximity. The extension is terminated by a defined value of maximum steps (max step). The similarity measure is implemented in a tool named \textit{“Shakti”}, which extracts an ontology for a given domain from DBpedia and uses it to compute the semantic relatedness of entities. However, the authors did not consider incoming nodes (entities) and the predicates of these entities as \textit{LDSD} did. In addition, the weights assigned to predicates are defined manually and the authors pointed out the need for an automated approach as future work. We use \textit{Shakti} to refer to this measure in the rest of the thesis.

Based on the \textit{Shakti} measure, Strobin and Niewiadomski, 2013 propose a method to find the weights automatically by using a genetic optimization algorithm based on a training dataset from Last.fm\(^{33}\). This method is quite efficient at learning the weights automatically. However, it needs a gold standard dataset (e.g., the Last.fm dataset for the music domain) to learn the weights of predicates which is not always available in other domains.

More recently, Alfarhood et al., 2017a proposed a semantic distance measure which considers the connected entities beyond the ones one or two hops away in \textit{LDSD}. In a later work, Alfarhood et al., 2017b proposed another distance measure which applies link differentiation strategies for measuring the linked data semantic distance between two entities in a linked dataset such as DBpedia. In contrast to distance-based approaches, Meymandpour and Davis, 2016 proposed \textit{PICSS} (Partitioned Information Content-based Semantic Similarity), which is an information content-based semantic similarity measure for measuring the similarity between two entities. \textit{PICSS} is a feature-based similarity measure since it derives the feature vectors of entities, and then applies a weighted Jaccard similarity to the feature vectors for measuring the similarity between two entities.

For evaluation, every work proposed its own evaluation method for its measure, and none of these studies have compared their proposed similarity measures to others. For example, some have evaluated the similarity measures in terms of specific domains of recommender systems (Passant, 2010a; Passant, 2010b; Groues et al., 2012; Leal et al., 2012) while others have evaluated them in terms of clustering problems (Maedche and Zacharias, 2002). In Chapter 5, we propose a semantic similarity measure, and evaluate it by

\(^{33}\)http://last.fm
comparing it against *LDSD* and *Shakti*. These semantic similarity/distance measures have been designed to work directly on LOD without considering the collaborative view of users, and therefore can be used for the initial state of a recommender system when there exists only a few liked items for each user.

### 2.4.2 Using Graph-based Algorithms

Based on the nature of the graph structure of DBpedia, *graph-based* approaches have been proposed for LOD-enabled recommender systems. For example, Ostuni et al., 2014 proposed a neighborhood-based graph kernel to measure the semantic similarity between two entities. The item/entity similarities were computed based on their neighbor entities in the local neighborhood graph of each entity. However, this approach considered the DBpedia graph as an undirected and homogeneous graph. In Nguyen et al., 2015, the authors investigated two existing similarity metrics, *SimRank* (Jeh and Widom, 2002) and a *personalized PageRank* algorithm (Haveliwala, 2003), in order to compute the similarity between entities in RDF graphs, and their usage to feed a content-based recommender system. Similar to Ostuni et al., 2014, both *SimRank* and *PageRank* were designed for measuring similarity in homogeneous graphs, which is not the case of DBpedia.

Musto et al., 2016b proposed combining the background knowledge about items and user-item interactions into a single graph, and then applying graph-based algorithms such as personalized PageRank. Figure 2.7 (Musto et al., 2016b) shows a portion of a combined graph, which consists of user-item interactions (i.e., item preferences of users) and the background knowledge with respect to items in DBpedia. As the computational complexity of the personalized PageRank algorithm grows by incorporating the background knowledge about items from DBpedia, the authors further investigated several LOD feature selection strategies. Their experimental results showed that most LOD-based predicates in the movie domain are relevant, i.e., most of the feature selection strategies provide their best performance with higher number of features. In contrast, the best-performing configurations in the book domain leverage 10 features, which shows that the knowledge of book entities from DBpedia is noisy. In a later work (Musto et al., 2017), the authors further showed that a proper tuning of personalized PageRank parameters with a better weighting distribution strategy for the enriched information of items can improve the recommendation performance. Similar to other graph-based approaches, they have to treat the combined graph as a homogeneous one in order to apply the personalized PageRank algorithm.
2.4.3 Machine Learning Approaches

Peska and Vojtas, 2013 used a content boosted matrix factorization approach (Forbes and Zhu, 2011) with background knowledge of books from DBpedia for providing book recommendations. The authors treated each item as a subject in DBpedia and extracted all predicate-object pairs with respect to items as boolean features. Di Noia et al., 2012a adapted the Vector Space Model (VSM) to a LOD-based setting, and represented the whole RDF graph as a matrix. On top of the VSM representation, they used the Support Vector Machine (SVM) as a classifier to predict if a user would like an item or not. Using the same representation, they also proposed assigning a weight to each predicate that represents its worth with respect to the user profile (Di Noia et al., 2012b). In this regard, they used a Genetic Algorithm (GA) to learn the weights of predicates that minimize the misclassification errors.

More recently, Noia et al., 2016; Ostuni et al., 2013 proposed SPRank, which is a semantic path-based approach using learning-to-rank algorithms. This approach first constructed a graph based on user-item interactions and the background knowledge of items from LOD. Afterwards, features, called semantic paths, were extracted based on the number of paths between a user and an item with min-max normalization. The extracted features were then...
fed into existing learning-to-rank algorithms such as LMART (Wu et al., 2010) provided by RankLib\(^{34}\). This approach is also a graph-based approach, and the common requirement for graph-based approaches including SPRank is that a combined graph such as the one in Figure 2.7 has to be built based on user-item interactions and background knowledge from LOD.

There have also been some other interesting directions related to LOD-enabled recommender systems such as the practical LODRecSys (Oliveira et al., 2017), explaining recommendations using LOD (Musto et al., 2016a), rating predictions based on matrix factorization with semantic categories (Rowe, 2014), and cross-domain recommendations (Heitmann and Hayes, 2014; Heitmann, 2012). For example, Oliveira et al., 2017 presented a recommender system in the movie domain that consumes LOD (not restricted to DBpedia), which was evaluated by comparing it to seevl (ISWC challenge winner at 2011). Different types of evaluation metrics have been used such as accuracy, novelty etc. The authors from Musto et al., 2016a presented ExpLOD - a framework which can generate explanations in natural language based on the LOD cloud. Musto et al., 2016b investigated various feature (predicate) selection strategies and their influences on recommendation performance in terms of accuracy and diversity in the movie and book domains. Lalithsena et al., 2016 proposed a novel approach using type- and path-based methods to extract a subgraph for domain specific recommendation systems. They presented that their approach can decrease 80% of the graph size without losing accuracy in the context of recommendation systems in the movie and book domains. Figueroa et al., 2015, Figueroa et al., 2017 and Gemmis et al., 2015b also provide detailed reviews for LOD-enabled recommender systems.

Although various types of approaches have been explored for LOD-enabled recommender systems, factorization machines (Rendle, 2010), which is a state-of-the-art factorization model framework has not been investigated with LOD-enabled features. In Section 6.2, we propose LODFM which leverages different sets of lightweight LOD-enabled features for factorization machines, and evaluate it with a comparison of other baseline recommendation approaches including SPRank.

Despite the fact that KGs provide billions of machine-readable facts about entities, they are far from complete (Galárraga et al., 2017), and a dedicated line of research has focused on the task of KG completion (Franz et al., 2009; Drumond et al., 2012). Most previous studies as well as LODFM do not incorporate the incompleteness of KGs as they leverage the existing knowledge about items. In Section 6.3, we leverage a co-factorization model

\(^{34}\)https://sourceforge.net/p/lemur/wiki/RankLib/
to investigate transfer learning (Pan and Yang, 2010) between these two tasks: (1) item recommendations, and (2) KG completion with respect to the domain of items. In contrast to multitask learning, which aims to optimize objective functions in several tasks, transfer learning aims to optimize the objective function of a “target” task by transferring knowledge from a “source” task.

2.5 Research Challenges Tackled in This Thesis

In the previous sections of this chapter, we discussed the background work related to user modeling and recommender systems in OSNs. The rest of the thesis will propose semantics-aware user modeling and recommendation approaches in the context of OSNs in order to tackle our research questions which can be summarized as follows.

Semantics-aware user modeling on microblogging social networks

Although there have been many inspiring works related to semantics-aware user modeling strategies (Orlandi et al., 2012; Abel et al., 2012; Kapanipathi et al., 2014; Besel et al., 2016a), different aspects of KGs and various types of user activities in OSNs were not fully explored for inferring user interest profiles in the literature. In addition, those dimensions of user modeling discussed in Section 2.3 have been studied separately, and there is a lack of research on the synergistic effect of those dimensions for user modeling.

- (How) can we leverage different aspects of knowledge graphs to infer and represent user interest profiles from different types of user activities on microblogging social networks?
- (How) can we incorporate different user modeling dimensions such as the temporal dynamics of user interests in order to construct better user interest profiles?

In Chapters 3 and 4 we will address these research questions, and propose several user modeling strategies for inferring user interest profiles with respect to active and passive users. To this end, we first investigate each user modeling dimension separately (Section 3.3-3.6), and then provide a study on comprehensive user modeling strategies by combining various dimensions together (Section 3.8), which has not been studied in the literature. Furthermore, we propose user modeling strategies for passive users by investigating different types of user activities (beyond the creation of posts) to infer their interest profiles in Chapter 4.
Semantic similarity measures for recommending items in cold-start scenarios

There exists several semantic similarity/distance measures with the aim of providing item recommendations, such as “If you like X, you should like Y”, based on direct and indirect links that exist between two items/entities in KGs (Passant, 2010b; Leal et al., 2012; Groues et al., 2012; Strobin and Niewiadomski, 2013). However, each study applied its own evaluation strategy, and lacks comparison with other similarity measures. Also, there exists little research on the effect of the knowledge sparsity with respect to items in KGs for recommendations based on those similarity/distance measures.

- How can we improve the performance of LDSD by resolving some limitations of it?

- Do different sparsities of background knowledge from KGs with respect to items affect the performance of recommendations based on semantic similarity/distance measures?

We will answer these research questions in Chapter 5, and propose a semantic distance measure which measures the similarity between two items/entities and resolves some limitations of LDSD. In addition, we study “linked data sparsity” and its effect on recommendations made by semantic distance measures.

Semantics-aware machine learning approaches for item recommendations

Most previous studies require increased effort to maintain an additional graph based on user-item interactions and background knowledge about items from LOD in their approaches (Musto et al., 2016b; Noia et al., 2016; Ostuni et al., 2013). Moreover, there exists little research on leveraging lightweight LOD-enabled features which can be directly queried from a SPARQL endpoint for state-of-the-art factorization approaches such as factorization machines. Our objective here is to make LOD-enabled recommendations straightforward, and reduce the additional effort when combining the background knowledge of items from a KG and user item interactions for extracting semantic features.

- (How) can we ease the process of leveraging background knowledge from KGs for item recommendations while having competitive performance compared to previous semantics-aware approaches?
In Section 6.2, we will tackle this problem by investigating different sets of lightweight LOD-enabled features such as *Predicate-Object lists*, *Subject-Predicate lists*, *PageRank scores* etc., in the context of factorization machines.

Most previous studies as well as *LODFM* exploit the existing knowledge about items in a KG for item recommendations, and therefore, do not incorporate the *incompleteness* of KGs. In addition, these studies have focused on leveraging knowledge in one direction, i.e., from KGS to the task of item recommendations. Therefore, it is not clear that whether the knowledge from item recommendations, *user-item interaction histories*, can be transferred to the KG completion task with respect to the domain of items. To answer these questions, we investigate transfer learning between the two tasks with a co-factorization model in Section 6.3.

- Does transfer learning between the two tasks improve the performance compared to the approaches without transfer learning for each task?

First, with item recommendations as the target task and KG completion as the source task, we are interested in whether incorporating the incompleteness of a KG performs better when compared to a state-of-the-art approach using a factorization machine which exploits existing knowledge from the KG, and outperforms other baselines. Second, we aim to investigate whether the knowledge can be transferred from item recommendations to KG completion and improves the performance when KG completion is the target task.
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Semantics-Aware User Modeling: Inferring User Interests for Active Users

Given the background knowledge on semantics-aware user modeling and recommender systems in the previous chapter, we investigate user modeling strategies for active users in OSNs in this chapter. The main contributions of this chapter have been published in Piao and Breslin, 2016a; Piao and Breslin, 2016d; Piao and Breslin, 2016b; Piao and Breslin, 2016c.

3.1 Introduction

With the growing popularity of OSNs, user interest profiles inferred from OSNs can be used beyond those OSNs for facilitating personalization in third-party applications. For example, the inferred user interest profiles from Twitter can be used for providing personalized recommendations in a third-party application that allows social login for users. With the continued widespread development of the social login functionality, inferring user interest profiles from their OSN activities plays a central role in many applications for providing personalized recommendations with the permission of those users, especially for cold-start users who have joined those services recently.

In this chapter, we focus on inferring user interest profiles for active users who continuously generate content in OSNs. A user is defined as active user if the user published at least 100 posts (Jain et al., 2013; Lu et al., 2012; Piao and Breslin, 2016a) in the dataset which we crawled for our experiment (some limitations of the definition of active users such as the lack of consideration for the posting distribution can be found in Section 7.2). In the next chapter, we will investigate how to infer user interest profiles for passive users who
have a limited number of posts but who keep following other people for receiving the information they need. We investigate four dimensions of user modeling for active users: (1) representation of user interest profiles, (2) temporal dynamics of user interests, (3) interest propagation, and (4) content enrichment. Figure 3.1 provides an overview of these four user modeling dimensions.

In addition, we study whether these different design dimensions can be combined together to improve the quality of user interest profiles. The contributions of this chapter are summarized as follows.

- We propose various representation strategies for representing user interest profiles.

- We investigate several interest propagation strategies for entity-based user interest profiles using different aspects of DBpedia such as classes, related entities via different predicates, and categories.

- We compare different interest decay functions proposed in the literature, and show their comparative performance against each other, which has not been studied before.

- Finally, based on the findings through the study in each dimension, we further investigate the synergistic effect of combining those dimensions for inferring user interest profiles.

In the rest of this thesis, entities, classes and categories denote DBpedia entities, classes and categories unless otherwise noted. In addition, we use concepts to denote DBpedia entities, categories or classes. Therefore, concept-based user interest profiles can be used to denote profiles with a hybrid representation strategy leveraging DBpedia entities, categories or classes.
The rest of this chapter is organized as follows. In Section 3.2, we define user interest profiles in this thesis, and describe the evaluation strategy for inferred user interest profiles based on different user modeling strategies. In Section 3.3, we review some category-based user modeling strategies, and evaluate combined user interest profiles using entities and categories together. Section 3.4 investigates a weighting scheme for weighting user interests, and Section 3.5 investigates interest propagation strategies using different aspects of DBpedia beyond using categories only. Section 3.6 provides the comparison between different approaches for incorporating the temporal dynamics of user interests in the literature. Section 3.7 proposes a rich representation of user interest profiles which leverages DBpedia concepts as well as WordNet synsets. In Section 3.8, we study the synergistic effect of considering different user modeling dimensions together for inferring user interest profiles. Finally, Section 3.9 summarizes this chapter.

### 3.2 Evaluation Methodology of User Interest Profiles

In this section, we first provide the definition of user interest profiles in our approach in this thesis (Section 3.2.1), and then discuss the evaluation methodology for evaluating different user modeling strategies (Section 3.2.2). In Section 1.4.1, we give the details of a Twitter dataset which we will use for our experiments throughout this thesis.

#### 3.2.1 User Interest Profiles

In this thesis, a user interest profile is a set of interest units (e.g., words) with their corresponding weights which denote the importance of each information unit. Formally, the generic model for representing user interest profiles is specified as follows (Piao and Breslin, 2016a).

\[
P_u = \{(i, ws(u, i)) \mid i \in I, u \in U\}
\] (3.1)
Here, $I$ and $U$ denote the set of interest units and users, respectively. The importance of each information unit with respect to a user is determined by a weighting scheme $w_s(\cdot)$.

Figure 3.2 shows a simple process for inferring user interest profiles. For example, if we use DBpedia entities for representing user interests, and use Concept Frequency (CF) as the weighting scheme $w_s(u, e)$, then the weight of an entity (interest) is determined by the number of OSN activities in which user $u$ refers to the entity $e$. For instance, in a Twitter profile of user $u$, $w_s(u, \text{dbr:Google}) = 7$ means that $u$ the entity dbr:Google has been mentioned in $u$’s tweets seven times. We further normalize user profiles so that the sum of all weights in a profile is equal to 1: $\sum_{i \in I} w_s(u, i) = 1$.

![Figure 3.2: A simple UM process for building user interest profiles.](image)

### 3.2.2 Evaluation Methodology

User modeling strategies and different user interest profiles inferred using these strategies can be evaluated in terms of an application where the inferred user interest profiles play an important role (Zarrinkalam, 2015; Abel et al., 2013b; Abel et al., 2011a) as we reviewed in Section 2.3.4. In the same way as previous studies, we evaluate different user modeling strategies in the context of a URL recommender system on Twitter where the inferred user interest profiles are used as an input.

Our main goal here is to analyze and compare the different user modeling strategies in the context of URL recommendations. We do not aim to optimize the recommendation quality, but are interested in comparing the quality achieved by the same recommendation algorithm when inputting user interest profiles based on different user modeling strategies. Therefore, we adopt a lightweight content-based algorithm as the recommendation algorithm that recommends URLs according to their cosine similarity with a
given user profile in the same way as previous studies (Abel et al., 2013b; Abel et al., 2011a).

**Definition 3.2.2** (Recommendation algorithm). Given $P_u$ and a set of candidate URLs $L = \{P_1, ..., P_n\}$, which are represented via profiles using the same vector representation, the recommendation algorithm ranks the candidate URLs according to their cosine similarity to the user profile (Equation 3.2).

$$\cos(P_u, P_i) = \frac{P_u \cdot P_i}{\|P_u\| \|P_i\|}$$ (3.2)

A URL profile can be constructed by applying the same UM strategy which has been applied for building user interest profiles. Figure 3.3 shows the process of building URL profiles based on its content with the same UM strategy described in Figure 3.2.

![Figure 3.3: The process of building URL profiles with the same UM strategy described in Figure 3.2.](image)

The ground truth of URLs, which we consider as relevant for a specific user, was given by the URLs shared via the user’s tweets. Figure 3.4 shows an example of a ground truth URL shared by a user in a tweet.

We adopt four evaluation metrics of recommender systems, which have been used in the literature (Abel et al., 2011a; Abel et al., 2012), for evaluating the quality of URL recommendations. The four evaluation metrics are defined as follows where item denotes URL in Chapters 3-4.

- **MRR** The MRR (Mean Reciprocal Rank) indicates at which rank the first item relevant to the user occurs on average.
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**Figure 3.4:** Example of a ground truth URL shared by a user.

\[
MRR = \frac{1}{|U|} \sum_{k=1}^{|U|} \frac{1}{\text{rank}_k} \tag{3.3}
\]

where \(U\) denotes the set of users, and \(\text{rank}_k\) refers to the rank position where the first relevant item with respect to a user occurs.

- **S@N** The Success at rank N (S@N) stands for the mean probability that a relevant item occurs within the top-N ranked.

\[
S@N = \begin{cases} 
1, & \text{if a relevant item in retrieved items at } N \\
0, & \text{otherwise} 
\end{cases} \tag{3.4}
\]

- **R@N** The Recall at rank N (R@N) represents the mean probability that relevant items are successfully retrieved within the top-N recommendations.

\[
R@N = \frac{|\{\text{relevant items}\} \cap \{\text{retrieved items at } N\}|}{|\{\text{relevant items}\}|} \tag{3.5}
\]

- **P@N** The Precision at rank N (P@N) represents the mean probability that retrieved items within the top-N recommendations are relevant to the user.

\[
P@N = \frac{|\{\text{relevant items}\} \cap \{\text{retrieved items at } N\}|}{|\{\text{retrieved items}\}|} \tag{3.6}
\]

The [bootstrapped paired t-test](http://www.sussex.ac.uk/its/pdfs/SPSS_Bootstrapping_22.pdf), which is an alternative to the paired t-test when the assumption of normality of the method is in doubt, is used for testing the significance and where the significance level is set to 0.05 unless otherwise noted.
3.3 Using DBpedia Entities and Categories for Representing User Interests

Orlandi et al., 2012 proposed category-based user modeling strategies based on the category information for entities from DBpedia. Besides a straightforward propagation that gives equal weight to each propagated category with respect to an entity (Abel et al., 2012), Orlandi et al., 2012 also proposed a discounting strategy for those extended categories. Although category-based and entity-based user profiles showed similar performance in their user study, the authors (Orlandi et al., 2012) claimed that category-based user profiles produced almost seven times more user interests and these inferred interests might be helpful in the context of recommender systems. However, they did not further evaluate those user modeling strategies in the context of recommendations and left it as future work.

In this section, we discuss and evaluate two category-based user modeling strategies from Orlandi et al., 2012 compared to a entity-based one in the context of a recommender system on Twitter. We use Tonly to denote entity-based user interest profiles. In addition, we investigate the combined user profiles of entity- and category-based profiles, which are denoted as Tonly+T(x), and evaluate them in the context of link recommendations.

3.3.1 Twitter Dataset for the Experiment

To compare and evaluate different user modeling approaches in terms of URL recommendations on Twitter, we further selected users who shared at least 10 URLs via their tweets to construct ground truth URLs from the Twitter dataset (Section 1.4.1). After all, there were 429 active users in the dataset for the experiment (41 users did not have 10 URLs in their recent posts). We used 10 URLs for each user from 429 users, as well as the URLs shared by other users but not shared by the 429 users in the dataset, for constructing candidate URLs. As a result, the set of candidate URLs consists of 5,165 distinct URLs. The rest of the tweets before the recommendation time were all used for constructing user profiles. We then adopt the evaluation strategy introduced in Section 3.2.2, which ranks URLs according to their cosine similarity scores with respect to the interest profile of a user.

3.3.2 Entity- and Category-based User Interest Profiles

Here we describe the two category-based user modeling methods proposed in Orlandi et al., 2012, and the combined ones of entity- and category-based
profiles for comparison. The primitive interests, i.e., DBpedia entities, are extracted using the Aylien API. Let us suppose that we have an entity-based user interest profile $T_{\text{only}} = \{\ldots, (\text{dbr:Google}, 0.5), \ldots\}$.

- $T(Cat)$ (Orlandi et al., 2012): A straightforward way of replacing $T_{\text{only}}$ with the categories from DBpedia, applying the same weights for the corresponding entities in the entity-based profiles. Given the aforementioned entity-based user interest profile, we have $T(Cat) = \{\ldots, (\text{dbc:Alphabet_Inc.}, 0.5), \ldots\}$.

- $T(CatDiscount)$ (Orlandi et al., 2012): Instead of the previous straightforward extension, this method applies a discounting strategy (Equation 3.7) to $T(Cat)$ which discounts the weights of the propagated categories (propagated interests) from DBpedia. Therefore, given $T_{\text{only}}, T(Cat) = \{\ldots, (\text{dbc:Alphabet_Inc.}, 0.25), \ldots\}$ where the weights of propagated categories are discounted.

\[
\text{CategoryDiscount} = \frac{1}{\alpha} \times \frac{1}{\log(SP + 10)} \times \frac{1}{\log(SC + 10)} \tag{3.7}
\]

where: $SP = \text{Set of Pages belonging to the Category}$, $SC = \text{Set of Sub-Categories}$. $SP$ and $SC$ discount the category in the context of DBpedia. Thus, a propagated category is discounted more heavily if it is a general one (i.e., the category has a great number of pages or sub-categories). In addition, we add the parameter $\alpha$ which denotes a discount for the propagated category-based user profiles when combining the entity-based and category-based user profiles. Thus, this parameter only has an effect on the combined user modeling strategies with the discounting strategy for propagated categories, i.e., $T_{\text{only}} + T(CatDiscount)$. We set $\alpha = 2$ for this experiment.

- $T_{\text{only}} + T(x)$: This strategy combines the entity-based method (i.e., $T_{\text{only}}$) as well as one of the category-based methods mentioned above. For example, given $T_{\text{only}}, T_{\text{only}} + T(Cat) = \{\ldots, (\text{dbr:Google}, 0.5), (\text{dbc:Alphabet_Inc.}, 0.5), \ldots\}$ when $T(Cat)$ is used together with $T_{\text{only}}$. Similarly, $T_{\text{only}} + T(CatDiscount) = \{\ldots, (\text{dbr:Google}, 0.5), (\text{dbc:Alphabet_Inc.}, 0.25), \ldots\}$

In the same way as Orlandi et al., 2012, a CF weighting scheme was used for the following experiment.
3.3.3 Results

Figure 3.5 and Figure 3.6 illustrate the recommendation performance of using different user modeling strategies based on category information from DBpedia as well as the performance of using *Tonly* in terms of MRR, S@N, P@N and recall.

As depicted in Figure 3.5 and Figure 3.6, *Tonly+T(CatDiscount)* achieves the best performance in the context of link recommendations and significantly outperforms *Tonly* in terms of all evaluation methods. In contrast, other strategies do not perform as well as *Tonly*. For instance, *category-based* user profiles (*T(Cat)* and *T(CatDiscount)*) and the combined user profiles with the straightforward extension of categories (*Tonly+T(Cat)*) do not outperform *Tonly* but decrease the performance of link recommendations.

Different from the hypothesis from Orlandi et al., 2012, these results show that *category-based* user profiles do not perform better than *entity-based* user profiles in the context of recommender systems. However, the results indicate that the combined user profiles of *entity- and category-based* profiles with the discounting strategy (*Tonly+T(CatDiscount)*), improve the *entity-based* user profiles significantly, and allow the best performance in terms of link recommendations compared to other user modeling strategies.

3.4 CF-IDF Weighting Scheme

In previous sections, we provided an overview of semantic user interest profiles using DBpedia entities or categories. In the following sections, we will investigate three dimensions of user modeling such as the (1) representation of user interest profiles, (2) temporal dynamics of user interests, and (3) profile enhancement. Before studying these dimensions, we introduce a CF-IDF weighting scheme, which we will use as our default weighting scheme afterwards instead of the CF weighting scheme.

The weighting scheme $ws(u, c)$ measures the importance of a concept with respect to a user in his/her concept-based profile. Here we use concept-based user profiles to refer to profiles represented by DBpedia entities, propagated categories, or both entities and categories. Previous studies have applied CF as the weighting scheme $w_{\text{CF}}(u, c)$ for concept-based user profiles (Abel et al., 2011a; Orlandi et al., 2012). The weight of a concept is determined by the number of OSN activities in which a user $u$ refers to the concept $c$. In contrast, we make use of CF and Inverse Document Frequency (IDF) for our weighting scheme $w_{\text{CF-IDF}}(u, c)$, which was proposed and evaluated in the
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context of news recommender systems, based on a user study by Goossen et al., 2011. Similar to the TF-IDF weighting scheme used in word-based user modeling approaches (Abdel-Hafez and Xu, 2013), the rationale behind CF-IDF is that concepts appearing in many users’ interest profiles can be discounted while concepts appearing in a specific user’s profile can obtain a higher weight. More formally, it is defined as follows.

- \( w_{CF}(u, c) = \text{the frequency of } c \text{ in a user’s tweets} \),
3.4. **CF-IDF Weighting Scheme**

### CF-IDF Weighting Scheme

The CF-IDF weighting scheme is defined as:

\[
w_{CF-IDF}(u, c) = w_{CF}(u, c) \times \log \frac{M}{m_c}
\]

where \(M\) is the total number of users and \(m_c\) is the number of users interested in a concept \(c\). Figure 3.7 shows the UM process of building user interest profiles with the CF-IDF weighting scheme on top of the one described in Figure 3.2.
3.4.1 Twitter Dataset for the Experiment

We again used the Twitter dataset introduced in Section 1.4.1 for our experiment. However, in order to use the same dataset for investigating different dimensions such as the temporal dynamics of user interests in the following sections (Section 3.5-3.8), we further selected users who shared at least one URL in their tweets during the last two weeks. Also we only consider links having at least four topics (concepts) to filter out non-topical URLs (e.g., URLs sharing a person’s current location via Swarm\(^2\)). Some discussions about URLs on Twitter can be found in Section 7.2. 322 out of 480 users met the criteria who published 247,676 tweets in total.

The ground truth of links, which we consider as relevant for a specific user, was given by links shared via the user’s tweets within the last two weeks. We used the ground truth links from 322 users, as well as the links shared by other users but not shared by the 322 users in the dataset, for constructing candidate links. In total, the ground truth of links consists of 3,959 links and the candidate set of links consists of 15,440 distinct links. The rest of the tweets before the recommendation time were all used for constructing user profiles. We adopt the evaluation strategy introduced in Section 3.2.2. For each user \(u\), we calculate the cosine similarity between \(u\)'s interest profile and each candidate URL profile, and recommend ranked URLs according to their scores.

3.4.2 Comparison of CF and CF-IDF

As there was no comparison of CF and CF-IDF weighting schemes for user modeling on Twitter, we evaluated our choice of the weighting scheme in the context of link recommendations on Twitter. Figure 3.8 illustrates the recommendation performance of using CF and CF-IDF weighting schemes.

\(^2\)https://www.swarmapp.com
3.5. Interest Propagation using DBpedia Graph

As we can see from the figure, the weighting scheme \( w_{\text{CF-IDF}}(u, c) \) clearly outperforms the \( w_{\text{CF}}(u, c) \) one in terms of all metrics and improves the recommendation performance significantly. Hence, we continue our experiments with \( w_{\text{CF-IDF}}(u, c) \) as the default weighting scheme for user interest profiles.

![Figure 3.8: The quality of recommendations using CF and CF-IDF as the weighting schemes for user modeling](image)

3.5 Interest Propagation using DBpedia Graph

Previous works, either using categories only or combining entities and categories, mainly focused on a category-based propagation strategy using DBpedia. However, other types of information from DBpedia, i.e., classes (Figure 3.10 (b)) and connected entities via various predicates for entities from DBpedia (Figure 3.10 (c)) and the combination of them for propagating user interest profiles have not been explored.

In this section, we investigate three different types of core propagation strategies for primitive interests, and the combination of these core strategies. Figure 3.9 shows the UM process with interest propagation strategies. Propagated interests denote the interests propagated by exploring the background knowledge of DBpedia based on the extracted primitive interests.

3.5.1 Compared Core Interest Propagation Strategies

The three core interest propagation strategies based on different types of information from DBpedia are defined as follows.
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**Figure 3.9:** The UM process for building user interest profiles with interest propagation strategies.

- **Category-based:** The strategy extends *primitive interests* using their category information (Figure 3.10 (a)), which relies on the category system of Wikipedia\(^3\) to capture the idea of a “theme”, i.e., a subject of the entity (Lehmann et al., 2013).

- **Class-based:** The strategy extends *primitive interests* using their class information (Figure 3.10 (b)), which is provided via rdf\(^4\):type statements for all DBpedia entities using their classification from YAGO (Suchanek et al., 2007).

- **Predicate-based:** The method extends *primitive interests* with connected entities via various predicates defined in the DBpedia Ontology (Figure 3.10(c)).

As both results from Orlandi et al., 2012 in Section 3.3.3 showed that a discounting strategy is required for the propagated concepts based on primitive interests, we adopt the same discounting strategy used in Section 3.3.2 for categories (see Equation 3.7).

In the same way as discounting the weights for propagated categories, the propagated classes using a class-based extension strategy can be discounted as follows:

\[
\text{ClassDiscount} = \frac{1}{\alpha} \times \frac{1}{\log(SP' + 10)} \times \frac{1}{\log(SC' + 10)} \quad (3.8)
\]

where: \(SP' = \text{Set of Pages belonging to the Class}, \ SC' = \text{Set of Sub-Classes}\). The parameter \(\alpha\) which discounts the propagation is set to 2 here as well as other core propagation strategies.

\(^3\)https://en.wikipedia.org/wiki/Main_Page

\(^4\)The prefix rdf denotes http://www.w3.org/1999/02/22-rdf-syntax-ns#
3.5. Interest Propagation using DBpedia Graph

In terms of the predicate-based extension strategy, propagated entities via different predicates are discounted based on the occurrence frequency of a specific predicate in DBpedia.

\[
\text{PredicateDiscount} = \frac{1}{\alpha} \times \frac{1}{\log(P + 10)}
\]  

(3.9)

where: \( P = \text{the number of occurrences of a predicate in the whole DBpedia graph.} \)

The intuition behind \( \text{PredicateDiscount} \) is that entities propagated via a predicate appearing rarely in the DBpedia graph should be given a higher weight than ones propagated via a predicate appearing frequently (Piao and Breslin, 2016f).

One of the benefits of the predicate-based extension strategy is that this
strategy strengthens the IDF value of a concept in the CF-IDF weighting scheme as the indirect mentions of the concept by users could be counted. For example, the concept dbpedia: Montana has appeared 36 times (which is the Document Frequency of the concept) before applying the predicate-based extension strategy. However, we observe that this number has increased to 48 after applying the extension strategy as some users indirectly mentioned the topic (e.g., dbr: Virginia City, Montana → dbo: isPartOf → dbr: Montana).

Figure 3.11 presents the number of distinct concepts in user profiles after applying the three different extension strategies. As we can see from the figure, the category-based extension strategy reveals more information (i.e., a greater number of concepts) in comparison to class- and predicate-based extension strategies. On average, entity-based user profiles have 224 concepts before any extension. After applying category-, class- and predicate-based extension strategies, the numbers of concepts in user interest profiles are increased to 1,865, 1,317 and 1,152, respectively. In the following, we discuss whether those user interest profiles enriched by different strategies provide better recommendation performance or not.

![Figure 3.11: The number of concepts after extending user interest profiles with different core strategies](image)

### 3.5.2 Results

Table 3.1 summarizes the performance of link recommendations based on user interest profiles with different extension strategies. Although there
is no significant difference between the core strategies, the *category-based* extension strategy achieves the best performance in terms of MRR while the *predicate-based* extension strategy achieves the best performance in terms of S@10, R@10 and P@10.

<table>
<thead>
<tr>
<th>extension strategy</th>
<th>MRR</th>
<th>S@10</th>
<th>R@10</th>
<th>P@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>core strategies:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>category-based</td>
<td>0.2044</td>
<td>0.3447</td>
<td>0.0928</td>
<td>0.0798</td>
</tr>
<tr>
<td>class-based</td>
<td>0.1939</td>
<td>0.3261</td>
<td>0.0861</td>
<td>0.0752</td>
</tr>
<tr>
<td>predicate-based</td>
<td>0.2017</td>
<td>0.3478</td>
<td>0.0956</td>
<td>0.0804</td>
</tr>
<tr>
<td>combined strategies:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>category &amp; class-based</td>
<td>0.2065</td>
<td>0.3416</td>
<td>0.0914</td>
<td>0.0780</td>
</tr>
<tr>
<td>category &amp; predicate-based</td>
<td>0.2083</td>
<td>0.3540</td>
<td>0.0993</td>
<td>0.0820</td>
</tr>
<tr>
<td>class &amp; predicate-based</td>
<td>0.2063</td>
<td>0.3478</td>
<td>0.0896</td>
<td>0.0786</td>
</tr>
<tr>
<td>category &amp; class &amp; predicate-based</td>
<td>0.2103</td>
<td>0.3478</td>
<td>0.0947</td>
<td>0.0811</td>
</tr>
</tbody>
</table>

The results presented in Table 3.1 also reveal that the combination of different extension strategies for inferring user interests further enhances the quality of user modeling in the context of link recommendations. The *category & class & predicate-based* extension strategy provides the best performance in terms of MRR, and improves the performance of recommendations significantly compared to the *class-based* extension strategy. Regarding other evaluation metrics, we observe that the *category & predicate-based* extension strategy provides the best performance compared to other core extension strategies as well as other combined strategies. The results imply that extension strategies based on different types of information from DBpedia complement each other and the combination of these types of information can improve the quality of user modeling further.

### 3.6 Temporal Dynamics of User Interests

In this section, we investigate the temporal dynamics of user interests and provide a comparative study on different methods for incorporating the dynamics of user interests. To this end, we implemented various methods mentioned in Section 2.3. In the rest of this section, we describe each method in the literature in detail, and provide the evaluation results for them in
the context of link recommendations on Twitter. Figure 3.12 shows the UM process which incorporates a strategy for considering the temporal dynamics of user interests.

![Diagram of the UM process](image)

**Figure 3.12:** The UM process for building user interest profiles with a strategy for incorporating the temporal dynamics of user interests.

### 3.6.1 Compared Approaches

We compare the following constraint-based approaches and interest decay functions which incorporate the temporal dynamics of user interests.

- **Long-term**: Long-term denotes entity-based user interest profiles that are generated based on all of the historical user-generated content (UGC) of users.

- **Short-term**: Short-term indicates interest profiles that are generated based on the last two weeks of users’ UGC before the recommendation time (Abel et al., 2011b).

- **Long-term(Orlandi)**: Orlandi et al., 2012 proposed an exponential decay function for ranking user interests as follows:

\[
x(t) = e^{-t/\beta}
\]  

(3.10)

where \( t \) denotes the number of days between current time and the time of an entity mentioned in a tweet, and \( \beta \) is a parameter which controls the speed of the decay. In addition, they defined an initial time window (seven days) where the interests are not discounted by the decay function. We set the value of \( \beta = 360 \text{ days} \) in our experiment as in Orlandi et al., 2012. From a practical point of view, the interest decay function indicates that an interest value is discounted to 37% of its initial value (which is 1 by default) after 360 days.
3.6. Temporal Dynamics of User Interests

• **Long-term(Ahmed):** Ahmed et al., 2011 proposed getting the expected weight in terms of an interest $k$ for user $i$ at time $t$ by combining three levels of abstractions using a weighted sum as below:

$$w_{i,k}^t = \mu_{\text{week}} w_{i,k}^{t,\text{week}} + \mu_{\text{month}} w_{i,k}^{t,\text{month}} + \mu_{\text{all}} w_{i,k}^{t,\text{all}}$$  (3.11)

where $\mu_{\text{week}} = \mu$, $\mu_{\text{month}} = \mu^2$ and $\mu_{\text{all}} = \mu^3$ for $\mu \in [0, 1]$. We set $\mu$ as $e^{-1}$ in the same way as Ahmed et al., 2011 for our experiment. As this method was proposed and evaluated in terms of advertisement recommendations on web portals (i.e., Yahoo!\(^5\)), we modify $\mu_{\text{week}}$ and $\mu_{\text{month}}$ to $\mu_{2\text{week}}$ and $\mu_{2\text{month}}$ respectively to enable the method to be adapted to link recommendations on Twitter. The underlying assumption of the modification is that user interests decay slowly on Twitter as proved in a user study (Orlandi et al., 2012). We use $\text{Long-term(Ahmed)}$ to denote the modified version of $\text{Long-term(Ahmed)}$. This interest decay function combines three levels of abstractions where the decay of user interests in each abstraction is $\mu$ times the previous abstraction. In contrast, user interests in Equation 3.10 ($\text{Long-term(Orlandi)}$) decay smoothly over time.

• **Long-term(Abel):** Abel et al., 2011a proposed a time-sensitive interest decay function, which dampens the occurrence frequency of an entity $e$ according to the temporal distance between the entity occurrence time and the given timestamp.

$$w_t(e, \text{time}, u) = \sum_{t \in T_{\text{tweets},u,e}} (1 - \frac{|\text{time} - \text{time}(t)|}{\max_{\text{time}} - \min_{\text{time}}})^d$$  (3.12)

where $T_{\text{tweets},u,e}$ denotes the set of tweets that have been published by a user $u$ and refer to an entity $e$. $\text{time}(t)$ returns the timestamp of a given tweet $t$ and $\max_{\text{time}}$ and $\min_{\text{time}}$ denote the highest (youngest) and lowest (oldest) timestamp of a tweet in $T_{\text{tweets},u,e}$. The parameter $d$ is used to adjust the influence of the temporal distance. We set the parameter $d = 4$ as in Abel et al., 2011a. As we can see from Equation 3.12, this approach not only considers how old an entity $e$ is compared to the recommendation time but also incorporates the time span of the entity in the user’s historical UGC.

\(^5\text{https://yahoo.com/}\)
3.6.2 Results

The results of the link recommendations on Twitter using the entity-based user modeling strategy with different interest decay functions are summarized in Figure 3.13. In line with the result from Abel et al., 2011b, Short-term profiles do not outperform Long-term profiles.

In terms of Long-term(X) user interest profiles, Long-term(Ahmed), Long-term(Ahmeda) as well as Long-term(Orlandi) have comparative performance in terms of all evaluation metrics and perform significantly better than the user profiles without considering any decay of user interests (Long-term). Long-term(Abel) has slightly better performance in comparison to Long-term but the difference is not statistically significant ($p > 0.05$). There is a problem regarding Long-term(Abel) in the case of $|\text{time} - \text{time}(t)| > \max_{\text{time}} - \min_{\text{time}}$, i.e., $\frac{|\text{time} - \text{time}(t)|}{\max_{\text{time}} - \min_{\text{time}}} > 1$. In this case, we can observe that the weight is increasing with a higher value of $\text{time}$, which should be decreased instead since a higher value of $\text{time}$ denotes that $t$ is becoming older than it was before.

We also observe that Long-term(Ahmeda), which slows down the decay of user interests, outperforms Long-term(Ahmed) consistently in terms of all evaluation methods, which shows the slow decay of user interests on Twitter. Similar conclusions were reached in Orlandi et al., 2012 based on a user study. Orlandi et al., 2012 showed in their experiment that, by setting $\beta = 360\text{days}$ in Equation 3.10 leads to better performance compared to setting $\beta = 120\text{days}$. Note that, by setting $\beta$ to a larger constant in Equation 3.10 (Long-term(Orlandi)) as well as defining a longer period for each abstraction in Equation 3.14 ($\mu_{\text{week}}, \mu_{\text{month}}$), we are slowing down the decay of the older interests of users. The results based on different parameters of Equation 3.10 and 3.14 indicate that the quality of user modeling increases by giving a higher weight to the recent interests of users but decreases when the weight of recent interests is too high. In other words, we still need to include an older history for building user interest profiles.

3.7 Rich Representation of User Interest Profiles

Although KGs such as DBpedia provide rich semantics from background knowledge for representing and propagating user interests, they cannot cover all existing and emerging topics in OSNs. In addition, KGs lack full coverage for the lexicographic senses of lemmas, which can be provided by WordNet instead. A lemma is a word (e.g., run) which stands at the head of a definition in a dictionary while the word can have different forms (e.g.,
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Figure 3.13: The quality of recommendations with different methods considering dynamics of user interests

rans, running, and runs)\(^6\) Table 3.2 provides two real-word tweets posted by a user @Bob on Twitter. In the case of the second tweet posted by @Bob, we cannot extract any DBpedia entity from the tweet using the majority of NLP APIs mentioned in Section 1.4.2.

<table>
<thead>
<tr>
<th>#</th>
<th>Tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>My Top 3 #lastfm Artists: Eagles of Death Metal(14), The Black Keys(6) &amp; The Wombats(6)</td>
</tr>
<tr>
<td>#2</td>
<td>Just completed a 3.89 km ride. We’re gonna need more...</td>
</tr>
</tbody>
</table>

\(\text{https://simple.wikipedia.org/wiki/Lemma\_\text{(linguistics)}}\)
To circumvent this drawback, we propose using WordNet synsets and DBpedia concepts (i.e., entities or categories) together for representing user interests. Synsets in WordNet are unordered sets of synonyms - words that denote the same concept and are interchangeable in many contexts. By doing so, from the second tweet, we can extract synsets such as:

\[ s_1 = \{\text{kilometer, kilometre, km, klick (a metric unit of length equal to 1000 meters (or 0.621371 miles))}\} \] and

\[ s_2 = \{\text{drive, ride (a journey in a vehicle (usually an automobile))}\} \]

which denote the user interests that would be missed if a concepts-alone approach was used. Figure 3.14 shows the UM process for building user interest profiles which are represented by DBpedia concepts and WordNet synsets.

![Figure 3.14: The UM process for building user interest profiles which are represented by DBpedia concepts and WordNet synsets.](image)

### 3.7.1 Interest Extraction

As we use WordNet synsets and DBpedia concepts for representing user interests, the first step is to extract synsets and entities from the tweets of users. In the same way as in previous sections, DBpedia entities are extracted from users’ tweets using the Aylien API.

To extract WordNet synsets, a WordNet-based Word Sense Disambiguation (WSD) algorithm by Degemmis et al., 2007 (see Algorithm 1), which was developed in the context of movie recommendations, has been adapted. This method extracts the WordNet synset for a word in terms of a context. In our scenario, the context of a word \( w \) is the set of words appearing in the same tweet with \( w \) (line 1) and having the same Part-Of-Speech (POS) as \( w \). For a given tweet, our user modeling framework preprocesses with tokenization, POS tagging and lemmatization, and then uses Algorithm 1 for extracting all synsets for words based on their context. The similarity between any two synsets in Algorithm 1 (line 12) is measured as follows (Leacock and Chodorow, 1998):
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\[ \text{SIMSIM}(s_a, s_b) = -\log \left( \frac{N_p}{2D} \right) \]  (3.13)

where \( N_p \) is the number of nodes in the shortest path \( p \) from \( s_a \) and \( s_b \), and \( D \) is the maximum depth of the taxonomy.

**Algorithm 1:** The WordNet-based WSD algorithm for tweets

- **input:** a polysemous word \( w \) in a tweet \( t \)
- **output:** the proper synset of \( w \)

1. \( C \leftarrow \{w_1, \ldots, w_n\}; \) // \( C \) is the context of \( w \), i.e., other words in \( t \) with \( w \)
2. \( X \leftarrow \{s_1, \ldots, s_k\}; \) // \( X \) is the set of candidate synsets for \( w \) returned by WordNet
3. \( s \leftarrow \text{null}; \) // \( s \) is the synset to be returned
4. \( \text{score} \leftarrow 0; \) // \( \text{score} \) is the similarity score assigned to \( s \) regarding the context \( C \)
5. \( T \leftarrow \emptyset; \) // \( T \) is the set of all candidate synsets for all words in \( C \)
6. for \( w_j \in C \) do
    7.     if \( \text{POS}(w_j) = \text{POS}(w) \) then
        8.         \( X_j \leftarrow \{s_{j1}, \ldots, s_{jm}\}; \)
        9.         \( T \leftarrow T \cup X_j; \)
    10. for \( s_i \in X \) do
        11.         for \( s_h \in T \) do
            12.             \( \text{score}_{ih} \leftarrow \text{SINSIM}(s_i, s_h); \) // computing similarity scores between \( s_i \) and every synset \( s_h \in T \)
            13.             if \( \text{score}_{ih} \geq \text{score} \) then
                14.                 \( \text{score} \leftarrow \text{score}_{ih}; \)
                15.                 \( s \leftarrow s_i; \) // \( s \) is the synset \( s_i \in X \) having the highest similarity score regarding the synsets \( T \)
        16. return \( s \)

3.7.2 Results

To evaluate whether our new synset & concept-based user interest profiles outperform concept-based profiles, we use the entity-based user interest
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profiles ($P(entity)$) (Abel et al., 2011b) and propagated $P(entity)$ using background knowledge from DBpedia ($P(entity+category)$), which is the same as $Tonly+T(CatDiscount)$ in Section 3.3.2) as two baselines. The proposed approach is represented as $P(synset\&entity)$, which uses synset and entities for representing user interests. In addition, the synset & entity-based user interest profiles propagated with background knowledge are denoted as $P(synset\&entity+category)$.

The results of link recommendations based on different user modeling strategies in terms of the aforementioned four different evaluation metrics are presented in Figure 3.15. As we can see from the figure, there is a significant improvement for $P(synset\&entity)$ and $P(synset\&entity+category)$ compared to the concept-based approaches ($P(entity)$ and $P(entity+category)$, $p < 0.05$). For example, the quality of recommendations is improved by $P(synset\&entity)$ by 56% and 61% in terms of S@10 and MRR, and by 77% and 87% in terms of P@10 and R@10, compared to using $P(entity)$. Similarly, using $P(synset\&entity+category)$ improves the recommendation performance by 11% and 15% in terms of S@10 and MRR, and by 20% and 19% in terms of P@10 and R@10 compared to using $P(entity+category)$. This indicates that using WordNet synsets and DBpedia concepts together is beneficial for user modeling on Twitter instead of using DBpedia concepts alone.

It is also interesting to observe that $P(synset\&entity)$, which uses synsets and entities together without any interest propagation, has competitive performance compared to the one using the same interest representation and propagating interests with background knowledge ($P(synset\&entity+category)$). This suggests that there might be little improvement by enhancing user interest profiles with a rich representation of user interest profiles. Also, it shows the importance of studying different user modeling dimensions such as interest representation and the temporal dynamics of user interests together, which has not been fully explored in the literature. Therefore, we investigate the synergistic effect of considering multiple user modeling dimensions in the next section.

3.8 A Study of Comprehensive User Modeling

In previous sections, we investigated the three dimensions: (1) representation of user interest profiles, (2) temporal dynamics of user interests, and (3) profile enhancement of user modeling separately. As those dimensions are not necessarily exclusive of each other, this has in turn motivated us to implement a user modeling framework which can exploit different dimensions at the same time for generating user interest profiles.
In this section, we study the synergistic effect of four dimensions of user modeling including the three dimensions we discussed in previous sections. The fourth dimension is content enrichment of short microblogs. Content Enrichment. The ideal length of a post on any OSN ranges between 60 and 140 characters for better user engagement\(^7\). Therefore, there is a need to enrich this short content to better understand the context of it. Embedded URLs in a tweet can be used to enrich the short content, and provide additional information about the tweet. For example, we can follow the link in the

\(^7\)https://goo.gl/3BoV4S
sample tweet to retrieve more information about Bob’s musical interests. Many sources have shown that a large portion of tweets and retweets contain links.\textsuperscript{8,9} We use the content in the embedded URLs of tweets to enrich short microblogs. Therefore, the entities extracted from a tweet and the content of the URL embedded in that tweet are used together for inferring user interest profiles. The Aylien API also provides the functionality for extracting entities from a given URL based on its content, which we used for our experiment for enriching short messages.

3.8.1 The Process of Generating User Interest Profiles

Figure 3.16 presents the process of generating user interest profiles for Twitter considering the aforementioned four different user modeling dimensions. The components with dotted lines are options that can be either “enabled” or “disabled” for this user modeling.

As we can see from the figure, the process has three major steps:

1. \textit{Primitive interests extraction}. For a given user, we extract all primitive interests (DBpedia entities or WordNet synsets) within the UGC of a user. If the enrichment component is enabled, the content of links embedded in the UGC will also be used for extracting primitive interests.

   - DBpedia entities are extracted using the Aylien API. For instance, the API extracts two entities \texttt{dbr:Microsoft} and \texttt{dbr:LinkedIn} from the phrase: “Microsoft to Buy LinkedIn for $26B; LinkedIn to continue as separate brand”. Concept frequency is applied to denote the importance

---

\textsuperscript{8}http://marketingrelevance.com/news/04/tweet-interesting-information/
\textsuperscript{9}http://goo.gl/RGC16n
of a concept with respect to a user. In addition, it might adhere to strategies for incorporating the temporal dynamics of user interests. Stop entities like RT_ (Network) for RT in tweets are removed.

- WordNet synsets can be extracted by using Algorithm 1 at the same time as extracting entities. The rationale behinds this is that syntactic information can complement semantic information for generating user interest profiles as we have shown in Section 3.7.

(2) *Interest propagation.* This component can apply interest propagation strategies to the primitive interests of users based on background knowledge from DBpedia. The output here is a user interest profile consisting of the entities or synsets extracted from the user’s tweets or the content of URLs embedded in those tweets (primitive interests) as well as propagated interests consisting of propagated categories or entities using DBpedia based on the primitive interests.

(3) *Weighting and normalization.* Finally, the user modeling framework applies Inverse Document Frequency (IDF) to the user interest profile, and further normalizes the profile so that the sum of all weights in the profile is equal to 1: \( \sum_{i \in I} ws(u, i) = 1. \)

Based on the optional components for user modeling (shown with dotted lines in Figure 3.16), there are 16 possible strategies which are displayed in Table 3.3. In the following subsection, we provide details of the methods for each dimension.

**Table 3.3**: The design space of user modeling, spanning 2x2x2x2=16 possible user modeling strategies.

<table>
<thead>
<tr>
<th>Options</th>
<th>Interest Representation</th>
<th>Content Enrichment</th>
<th>Temporal Dynamics</th>
<th>Interest Propagation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBpedia entity</td>
<td>enabled</td>
<td>enabled</td>
<td>enabled</td>
<td>enabled</td>
</tr>
<tr>
<td>synset &amp; entity</td>
<td>disabled</td>
<td>disabled</td>
<td>disabled</td>
<td>disabled</td>
</tr>
</tbody>
</table>

### 3.8.2 Methods for Each Dimension

Based on the studies in each dimension in previous sections, we adopt the best strategy in each dimension for investigating their synergistic effect on user modeling.

*Interest Representation:* (1) DBpedia entity, or (2) WordNet synset & DBpedia entity. Entity recognition and synsets extraction are performed in the first step.
to extract *primitive interests* from a user’s tweets. We use the Aylien API for extracting DBpedia entities, and use the WSD algorithm (Algorithm 1 in Section 3.7.1) for extracting WordNet synsets.

**Content Enrichment:** (1) *enabled*, or (2) *disabled*. We leverage the content of links embedded in a tweet to enrich the original post content. Based on the selected option for the dimension *Interest Representation*, we apply the same extraction method for the content of embedded links. Therefore, in the case of DBpedia entities being used for *Interest Representation*, the entities extracted from the content of links embedded in tweets will also be considered as user interests if the *Content Enrichment* dimension option is enabled.

**Temporal Dynamics:** (1) *enabled*, or (2) *disabled*. Based on the results from the comparative study on different interest decay functions (Ahmed et al., 2011; Orlandi et al., 2012; Abel et al., 2011a) in Section 3.6, we choose a variant of the interest decay function from Ahmed et al., 2011, which performed best overall in that study. This decay function measures the expected weight in terms of an interest $i$ for user $k$ at time $t$ by combining three levels of abstractions using a weighted sum as below:

$$w_{ki}^t = \mu_{2\text{week}} w_{ki}^{1,2\text{week}} + \mu_{2\text{month}} w_{ki}^{1,2\text{month}} + \mu_{\text{all}} w_{ki}^{1,\text{all}}$$  \hspace{1cm} (3.14)

where $\mu_{2\text{week}} = \mu$, $\mu_{2\text{month}} = \mu^2$ and $\mu_{\text{all}} = \mu^3$ with $\mu \in [0, 1]$. We set $\mu$ as $e^{-1}$ in the same manner as previous studies (Ahmed et al., 2011; Piao and Breslin, 2016b) for our experiment.

**Interest Propagation:** (1) *enabled*, or (2) *disabled*. In Section 3.5, we investigated different interest propagation strategies exploiting different types of background knowledge from DBpedia. Overall, the propagation strategy which propagates *primitive interests* with their categories (Equation 3.7) and the related entities via different predicates (Equation 3.8) in DBpedia provided the best performance compared to other state-of-the-art propagation strategies. Therefore, we use this propagation strategy for interest propagation.

### 3.8.3 Results

Here we present the results of experiments using different user modeling strategies in the context of link recommendations on Twitter based on the Twitter dataset (see Section 3.4.1).

In the following, let $um(\text{representation, enrichment, dynamics, semantics})$ denote a user modeling strategy where four parameters: *representation, enrichment, dynamics and semantics* represent the four dimensions *Interest*...
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Representation, Content Enrichment, Temporal Dynamics and Interest Propagation, respectively. We use “disabled” to denote that a certain dimension is disabled. For instance, um(entity, disabled, disabled, disabled) denotes a user modeling strategy which uses DBpedia entities for Interest Representation without considering any other dimensions.

um(synset & entity, enrichment, disabled, disabled) denotes a user modeling strategy using synsets and entities for Interest Representation, and tweets are enriched by the content of embedded links when extracting user interests (i.e., the dimension Content Enrichment is enabled).

Table 3.4 summarizes the recommendation performance using the 16 user modeling strategies in terms of different evaluation metrics. The results are sorted in descending order in terms of MRR. Overall, the best performing strategy is um(synset & entity, enrichment, dynamics, disabled), which uses DBpedia entities and WordNet synsets for Interest Representation, and considers all other dimensions except Interest Propagation.

Another observation from Table 3.4 is the importance of (1) Content Enrichment, and (2) Interest Representation in user modeling. For instance, strategies enriching tweets with embedded links (1-8 in Table 3.4) have better performance than the ones without any enrichment (9-16), using the same option for Interest Representation. In terms of Interest Representation with or without Content Enrichment, we observe that using DBpedia entities with WordNet synsets (1-4 and 9-12) always provides better performance than using entities alone (5-8 and 13-16). In line with the results in Section 3.7, exploiting semantic and lexical knowledge from DBpedia as well as WordNet for Interest Representation improves the quality of user modeling.

Table 3.5 further illustrates statistical differences between the 16 user modeling strategies in terms of MRR. Overall, the results of other evaluation metrics are similar in terms of the MRR and thus omitted for reasons of brevity. The vertical and horizontal dimensions of the table show the comparison between the 16 strategies. As we can see from the table, there are various significant differences between the strategies ($p < 0.05$, marked in bold font). For example, strategies using entities and synsets for the dimension Interest Representation always significantly outperform strategies using entities, when other dimensions are kept the same (e.g., 1 and 5). The dimension Interest Propagation plays an important role when we use entities for Interest Representation without Content Enrichment (13-16). However, when we have a rich interest representation (i.e., using entities and synsets together) or rich content by enrichment, Interest Propagation has little effect on the quality of user modeling, i.e., there is no statistical difference between a user modeling strategy with Interest Propagation and one without any propagation (1-12). One of the possible reasons might be the rich interest
representation, and content is giving sufficient knowledge of user interests. Additionally, the “insufficient quality” of extracted DBpedia entities from tweets using APIs, could result in inaccurate interest propagation based on the incorrect entities. This might limit the contribution of propagated interests towards user modeling.

Similar results can be found for temporal dynamics. Although considering...
### Table 3.5: Results of p-values over the 16 user modeling strategies in terms of link recommendations on Twitter (marked in bold font if \( p < .05 \)). Strategies are sorted by MRR results as shown in Table 3.4. User modeling options are abbreviated as follows in the table: s: synset, e: entity, en: enrichment, d: dynamics, and p: propagation.

<table>
<thead>
<tr>
<th></th>
<th>s</th>
<th>e</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>se en</td>
<td>.14</td>
<td>.17</td>
<td>.11</td>
<td>.01</td>
<td>.02</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>se en</td>
<td>.35</td>
<td>.21</td>
<td>.04</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>se en</td>
<td>.24</td>
<td>.10</td>
<td>.05</td>
<td>.03</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>se en</td>
<td>.18</td>
<td>.10</td>
<td>.03</td>
<td>.02</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>e en</td>
<td>.31</td>
<td>.05</td>
<td>.03</td>
<td>.02</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>e en</td>
<td>.26</td>
<td>.05</td>
<td>.03</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>e en</td>
<td>.26</td>
<td>.10</td>
<td>.08</td>
<td>.05</td>
<td>.03</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>e en</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>se d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>se d</td>
<td>.42</td>
<td>.20</td>
<td>.08</td>
<td>.01</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
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**Temporal Dynamics** increases the performance significantly when we use entities for Interest Representation without Content Enrichment (13-16), there is no significant difference between strategies with a rich interest representation and rich content (1-12). Nevertheless, we observe that in all of the cases using entities and synsets for Interest Representation, considering the dimension Temporal Dynamics provides the best performance (see 1, 9 in Table 3.4).

To sum up, the two dimensions Interest Representation and Content Enrichment play significant roles for user modeling, followed by Temporal Dynamics. Although the contribution of content enrichment via embedded links might
depend on the percentage of embedded links, it is an important and valuable source for enrichment as a large number of tweets are posted with links. The results also show that the Interest Propagation dimension has little effect on user modeling when considering different dimensions together, which is different from previous studies considering one or two dimensions (Orlandi et al., 2012; Abel et al., 2011a; Piao and Breslin, 2016b; Piao and Breslin, 2016a).

3.9 Summary

In this chapter, we investigated various user modeling dimensions for inferring user interest profiles for active users. We proposed interest propagation strategies based on different aspects of DBpedia beyond category-based propagation strategies. The experimental results show that the propagation strategy which explores the categories and related entities of the primitive interests of users provides the best performance (Section 3.5).

To better understand the comparative performance of different approaches for incorporating the temporal dynamics of user interests, we provided a comparative study using various approaches from the literature in the context of link recommendations on Twitter (Section 3.6). We also proposed a rich representation of user interest profiles that uses WordNet synsets and DBpedia concepts together in order to address the limitations of using DBpedia concepts alone (Section 3.7).

Finally, we provided a study on the synergistic effect of considering four dimensions together for user modeling, and showed that Interest Representation and Content Enrichment are the most important dimensions, followed by Temporal Dynamics, while Interest Propagation dimension has little effect on user modeling when considering all the different dimensions together (Section 3.8). The results also show the importance of studying different dimensions together when aiming towards comprehensive user modeling on microblogging services.

\(^{10}\)70\% of one million tweets from the U.S. West Coast included links. http://tnw.to/s3R2i
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Semantics-Aware User Modeling: Inferring User Interests for Passive Users

In this chapter, we focus on user modeling strategies for passive users who do not have enough UGC for inferring their interest profiles as is the case for active users in the previous chapter. The main contributions of this chapter have been published in Piao and Breslin, 2017b; Piao and Breslin, 2017c.

4.1 Introduction

So far, we have focused on inferring user interests for active users who actively generate content in OSNs based on their UGC. However, the percentage of passive users in social networks is increasing, e.g., 44% of Twitter users have never sent a tweet according to a research done by Twopcharts.

Passive users are not inactive accounts, but rather users that only consume information on social networks without generating any content. Therefore, it is important to infer the user interests of those passive users in order to provide content that they might be interested in. Firstly, recommending information that is useful for them can keep them using OSNs or may possibly make them become active again. Secondly, third-party applications can also utilize the inferred user interest profiles to provide personalized services for those users using social login functionality with their OSN accounts. This chapter mainly focuses on how we can infer user interest profiles for passive users on Twitter.

2http://guardianlv.com/2014/04/twitter-users-are-not-tweeting/
3http://twopcharts.com/
Due to the fact that passive users lack of user-generated content (UGC), it is difficult to derive ground truth based on URLs shared by their UGC for evaluating the inferred user interest profiles. In this regard, we still use the Twitter users in the previous experiments but blind out all the tweets of them and use the URLs shared by the users as our ground truth. Given this setting, we use the information of their followees for inferring user interest profiles and evaluate these profiles with the ground truth. We will discuss some limitations about simulating passive user with this setting in Section 7.2.

In order to infer user interest profiles for passive users, some researchers have proposed linking the names of followees (those whom a user is following) to Wikipedia/DBpedia entities, and then utilizing these entities to derive abstract category-based user interests (Besel et al., 2016a). For example, if a user is following famous football players such as @Cristiano, they find the Wikipedia entity for Cristiano_Ronaldo, and then utilize the categories of the corresponding Wikipedia entity to infer user interests. Although this topical-followees approach can extract highly accurate Wikipedia entities to boost a user’s interest profile, it can only link popular Twitter accounts (e.g., the accounts of celebrities) to their corresponding Wikipedia entities. As a result, the information for a large percentage of a user’s followees is often ignored.

In this chapter, we investigate two types of information about followees to infer user interest profiles. First, we investigate the biographies (bios) of followees, which form an important part of followees’ profiles. A bio on Twitter is a short personal description that appears in a user’s profile and that serves to characterize the user’s persona. The length of a bio is limited to 160 characters. For example, Figure 4.1 shows a Twitter user @bob who has filled his bio with “Android developer, educator.”, which describes the user’s identity. The biographies of followees can be a useful information source for inferring user interest profiles for passive users compared to the topical-followees approach. For example, the Twitter account of @UMAPconf has a biography of “The Conference on User Modeling, Adaptation and Personalization #umap2017”. Based on the topical-followees approach, we cannot infer any interests for a user who is following @UMAPconf, which has no Wikipedia entity that can be mapped to. In contrast, we can infer that the user might be

---

4https://support.twitter.com/articles/166337
interested in wiki:User_modeling or wiki:Personalization based on the biography of @UMAPconf.

Second, we investigate a user modeling strategy that infers user interests based on the list memberships of their followees. List memberships for a user on Twitter denote topical lists which the user has been added into by the list owners. Figure 4.2 shows an example of some list memberships that a Twitter user @alice has been added to by other users on Twitter. Differing from bios (self-descriptions), list memberships can be seen as others-descriptions about @alice, which provide some third-party indications about what kind of topics @alice has been tweeting about on Twitter.

![Figure 4.2: An example of list memberships for a Twitter user.](image_url)

Finally, we explore whether the two different views (self-descriptions and others-descriptions) of followees can complement each other to improve the quality of inferred user interest profiles for passive users in the context of a link recommender system on Twitter.

The contributions of this chapter are summarized as follows.

- We propose user modeling strategies leveraging the bios of followees for inferring a user’s interests by investigating two different interest propagation strategies.
- We investigate whether the list memberships of followees can provide sufficient and qualitative information for inferring user interests for passive users by applying two different weighting schemes and a refined interest propagation strategy.
- We combine the two different views (self-descriptions and others-descriptions) of followees to infer user interest profiles for passive users in order to study the synergistic effect of combining the two views.
The rest of this chapter is organized as follows. In Section 4.2, we investigate a user modeling strategy exploring the biographies of followees to infer interest profiles for passive users. In Section 4.3, we investigate a user modeling strategy leveraging the list memberships of followees to infer user interest profiles. In addition, Section 4.4 investigates whether the two different views (self-descriptions and others-descriptions) of followees complement each other, and provide better performance in the context of link recommendations on Twitter. Finally, Section 4.5 summarizes this chapter.

4.2 Exploring the Biographies of Followees for Inferring User Interests

Before introducing our proposed approach, we first introduce two methods from the literature based on different types of information of followees for inferring user interest profiles. Afterwards, we present our proposed approach, and discuss the results compared to the two methods in the context of link recommendations on Twitter.

4.2.1 Compared Methods

$SA(\text{followees}_\text{name})$: Given a Twitter user $u$, the approach from Besel et al., 2016a leverages the names of $u$’s followees for user modeling. The input of this approach is a Twitter account, and the output is a category-based user interest profile obtained via a spreading activation method. It has three main steps for generating user interest profiles.

1. Fetch a user’s followees.
2. Link these to corresponding Wikipedia entities.
3. Apply a spreading activation method for the linked entities from step 2 to generate category-based profiles based on WiBi (Wikipedia Bitaxonomy$^5$).

For example, if the user account @bob in Figure 4.1 is following @BillGates (the Twitter account for Bill Gates), this approach searches for the name Bill Gates on Wikipedia in order to find the right entity for the Twitter

---

$^5$http://wibitaxonomy.org/
account @BillGates using different heuristics. We used the author’s implementation\(^6\) (Besel et al., 2016a) to link a user’s followees to Wikipedia entities.

Afterwards, Wikipedia entities and categories are used as nodes in a spreading activation function. The linked Wikipedia entities are activated nodes with \(ws(u,i) = 1\) for the next step where \(u\) denotes a user and \(i\) denotes a linked entity referring to one of \(u\)’s followees. This approach further applies a spreading activation function from Kapanipathi et al., 2014 (see Algorithm 4.1) to propagate user interests from the extracted Wikipedia entities to Wikipedia categories, e.g., from Bill_Gates to Category:Directors_of_Microsoft. The spreading activation function is defined as follows:

\[
a_t(j) \leftarrow a_{t-1}(j) + d_{\text{subnodes}} \times b_j \times a_{t-1}(i)
\]

\[
d_{\text{subnodes}} = 1 / \log N_{\text{subnodes}}
\]

\[
b_j = \frac{N_j}{N_{j_{\text{max}}}}
\]

where \(j\) is a node (category) being activated, and \(i\) is a sub-node of \(j\) which is activating \(j\). \(d_{\text{subnodes}}\) is a decay factor based on the number of sub-nodes (sub-entities or categories) in the current category, and \(b_j\) is an Intersect Booster factor introduced in Kapanipathi et al., 2014. \(b_j\) is calculated by Equation 4.3, where \(N_j\) is the total number of entities activating node \(j\), and \(c_{\text{max}}\) is the sub-category node of \(j\) which has been activated with the maximum number of entities (Kapanipathi et al., 2014). The weight of a node is accumulated if there are several sub-nodes activating the node.

As none of the previous studies (Besel et al., 2016a; Faralli et al., 2015b) showed the performance of using followees’ profiles (i.e., the names or bios of followees) compared to using followees’ tweets, we also include a baseline method using the tweets of followees for inferring user interest profiles (Chen et al., 2010) to investigate the comparative performance of the two different approaches.

\(HIW(\text{followees\_tweet})\): This approach (Chen et al., 2010) extracts so-called high-interest words from each followee of a user \(u\). The high-interest words consist of the top 20% of words in the ranked word list from a followee \(f\)’s tweets. The latest 200 tweets from each followee are considered for our study, which results in over 13,940,000 tweets from the followees of 48 users (we will discuss the details of dataset later in Section 4.2.3). To construct the

\(^6\)https://bitbucket.org/beselch/interest_twitter_acmsac16
interest profile of \( u \), high-interest words from all followees are aggregated by excluding the words mentioned only in a single followee’s tweets. Finally, the weight of each word in \( u \)’s profile is measured as \( ws(u, i) \) = the number of \( u \)’s followees who have \( i \) as one of their high-interest words.

### 4.2.2 Proposed Approach

The overview of our proposed user modeling process leveraging the biographies of followees is presented in Figure 4.3, which consists of three main steps.

1. Fetch a user’s followees.

2. Extract the Wikipedia/DBpedia entities referred to in the bios of followees.

3. Apply one of these interest propagation methods:
   
   (a) \( SA(followees\_bio) \)

   (b) \( IP(followees\_bio) \).

**Figure 4.3:** Overview of our proposed approach

\( SA(followees\_bio) \): As one of our goals is investigating whether using the bio information of followees can improve the quality of user modeling compared to using the names of followees, we applied the same spreading activation algorithm (Algorithm 4.1) for the entities extracted from the bios of followees. Therefore, the difference between this approach and \( SA(followees\_name) \) is the set of activated nodes for propagation. For \( SA(followees\_bio) \), the activated nodes are extracted entities from the bios of a user’s followees with \( ws(u, i) = N_i \) which denotes the frequency of an interest \( i \) in their bios. Similar to \( SA(followees\_name) \), the output of this approach is a category-based user interest profile.
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\( IP(followees\_bio) \): Differing from the propagation of user interests using the taxonomy of Wikipedia categories, this approach uses the category & predicate-based interest propagation introduced in Section 3.5. This propagation method extends user interests using related entities as well as corresponding categories from DBpedia. The difference between the WiBi taxonomy (Flati et al., 2014) and the DBpedia graph is presented in Figure 4.4. WiBi taxonomy can be seen as a refined hierarchical knowledge base derived from Wikipedia. As we can see from Figure 4.4 (b), the DBpedia graph provides related entities in addition to the categories of an entity. For example, as well as providing categories for the entity Bill Gates via the predicate \( dc\text{-subject} \), DBpedia also gives related entities such as Microsoft via the predicate \( dbo\text{-board} \). Therefore, as distinct from both \( SA(followees\_name) \) and \( SA(followees\_bio) \), the output here is a user interest profile consisting of propagated categories and entities.

4.2.3 Twitter Dataset for the Experiment

We used the Twitter dataset introduced in Section 1.4.1 for our experiment. As the focus of our study is using the followees of Twitter users for generating user interest profiles, we also crawled information on the followees for those 480 users. It was possible to crawl followees for 461 of the original 480 users via the Twitter API as some users did not exist anymore. As a result, the dataset consists of 461 users, and 902,544 followees of these users. Among these followees, we found that 812,483 users (around 90%) had filled out the bio field in their Twitter profiles. This high usage of biographies shows the potential of leveraging this information of followees for inferring user interest profiles.

As there can be a great number of followees even for a small number of users and the author’s implementation (Besel et al., 2016a) to link a user’s followees to Wikipedia entities requires a long time to execute for a large number of followees, we randomly selected 50 users with a corresponding set of 84,646 followees for our experiment. In the same way as previous experiments, we assumed that links shared via a user’s tweets were links representing a user’s interests (i.e., ground truth links), and considered links that have at least four concepts to filter out non-topical ones which were automatically generated by third-party applications such as Swarm\(^8\). 48 users were left as two of the 50 users had no topical links.

On average, there were 31.46 URLs (standard deviation: 24.5) shared by a user. The candidate set of links consists of 1,377 distinct links shared by these

\(^7\)The prefix dc denotes \href{http://purl.org/dc/terms/}{http://purl.org/dc/terms/}

\(^8\)\url{https://www.swarmapp.com}
48 users. We then blinded the tweets of the 48 users, and used their followees’ information only for building user interest profiles. The descriptive statistics of the dataset are presented in Table 4.1. These 48 users have 77,305 distinct followees in total. 10% of these followees can be linked to Wikipedia entities using the approach from Besel et al., 2016a. In contrast, 71,636 out of 77,305 (over 90%) followees have bios.

Comparison of extracted entities using names and bios. As the entities either linked via the names of followees or extracted from the bios of followees play a fundamental role in propagating user interests, we analyzed the number of entities that can be extracted using the two different sources. Figure 4.5 shows the difference between using the names and bios of followees in terms of the number of extracted entities.
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TABLE 4.1: Descriptive statistics of the dataset.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td># of users</td>
<td>48</td>
</tr>
<tr>
<td># of followees</td>
<td>84,060</td>
</tr>
<tr>
<td># of distinct followees</td>
<td>77,305</td>
</tr>
<tr>
<td># of followees that can be linked to Wikipedia entities</td>
<td>7,694 (10%)</td>
</tr>
<tr>
<td># of followees that have bios</td>
<td>71,636 (92.7%)</td>
</tr>
</tbody>
</table>

From the figure, we can observe that using the bios of followees provides more than twice the number of entities when compared to using the names of followees. On average, 509 entities can be extracted for each user using the bios of followees, and 210 entities can be extracted for each user using the names of followees. This indicates that using the bios of followees can generate more quantified user interest profiles, i.e., with a greater number of entities. We now move on to investigate whether the quantified user interest profiles generated by analyzing followees’ bios have a higher quality as well, compared to those generated by linked entities based on the names of followees.

4.2.4 Results

We adopt the evaluation strategy introduced in Section 3.2.2, which ranks URLs according to their cosine similarity scores with respect to a user.
Section 4.6 and 4.7 present the results of recommendations using different user modeling strategies in terms of the four different evaluation metrics introduced in Section 3.2.2: MRR, S@10, P@10, and R@10. Overall, \textit{IP(followees\_bio)} provides the best performance in terms of all evaluation metrics except S@10.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure_4.6.png}
\caption{Results of the recommender system in terms of MRR and S@10.}
\end{figure}
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Comparison between using the names and bios of followees. From Figure 4.6 and 4.7, we observe that IP(followees_bio) as well as SA(followees_bio) which use the bios of followees for user modeling outperform SA(followees_name) which uses the names of followees. A significant improvement of
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$SA(\text{followees\_bio})$ over $SA(\text{followees\_name})$ in MRR (+63%), S@10 (+30%), P@10 (+78%), and R@10 (+84%) can be noticed ($p < 0.05$). With the same spreading activation method applied to two different sources: the names and bios of followees, the difference in terms of the four evaluation metrics clearly shows that exploring the bios of followees of passive users can infer better quality user interest profiles compared to using the names of followees in the context of link recommendations on Twitter.

**Comparison between using the bios and tweets of followees.** Figure 4.6 and 4.7 also show the performance of the baseline method $HIW(\text{followees\_tweet})$, which analyzes followees’ tweets for inferring word-based user interest profiles. The results show that our user modeling strategies using bios of followees outperform the baseline method in terms of all evaluation metrics. For instance, $IP(\text{followees\_bio})$ outperforms $HIW(\text{followees\_tweet})$ significantly in terms of S@10 as well as P@10 ($p < 0.05$). Considering that $HIW(\text{followees\_tweet})$ needs to analyze over 13,940,000 tweets of followees whereas $IP(\text{followees\_bio})$ analyzes only around 77,000 bios of followees to build interest profiles for 48 users, our approach as well as $SA(\text{followees\_name})$ (Faralli et al., 2015b) both of which use followees’ profiles (i.e., the names or bios) are more scalable in the context of OSNs such as Twitter. In contrast, the performance of $HIW(\text{followees\_tweet})$ suggests that analyzing all the tweets of followees can lead to noisy information as an input for user modeling, which might decrease the quality of the inferred user interest profiles. For instance, a user who is following @bob (see Figure 4.1) might be interested in “Android development”, however, tweets posted by @bob would not only contain those on the topic of “Android development” but also on other diverse topics that @bob might be interested in.

**Comparison between using WiBi taxonomy and DBpedia graph.** Regarding the interest propagation strategies, $IP(\text{followees\_bio})$, which leverages the DBpedia graph for interest propagation, has better performance in terms of MRR, P@10 and R@10 when compared to $SA(\text{followees\_bio})$. On the other hand, $SA(\text{followees\_bio})$ has better performance in terms of S@10 than $IP(\text{followees\_bio})$. The results suggest that $IP(\text{followees\_bio})$ provides a greater number of preferred links to users who have successfully received recommendations, i.e., a higher P@10 value when S@10=1.

To sum up, our proposed user modeling strategy that leverages the biographies of followees provides the best performance compared to other state-of-the-art user modeling strategies, and exploring the DBpedia graph for propagating user interests has better performance compared to using the WiBi taxonomy.
4.3 Leveraging the List Memberships of Followees for Inferring User Interests

The biographies of followees provide self-descriptions about them. In this section, we investigate the list memberships of followees, which can be seen as others-descriptions about them. Figure 4.8 shows the general process of building user interest profiles based on the list memberships of followees. Given a Twitter user, we go through five main steps to construct an interest profile for the user.

1. Fetch all of the user’s followees.
2. Fetch all list memberships of followees.
3. Extract DBpedia entities from the list memberships.
4. Construct primitive interests based on the extracted entities by applying a weighting scheme.
5. Apply an interest propagation strategy to primitive interests.

First, for a given user $u$, the followees of $u$ and their list memberships can be fetched (steps 1 and 2) using the Twitter API. Afterwards, DBpedia entities are extracted using the tag.me API\(^9\) based on the full names of list memberships. For example, entities such as Middle_East and Celebrity can be extracted from list memberships with the full names “Middle East” and “Celebs”. Afterwards, these extracted entities are used to construct $u$’s primitive interests. Although the Aylien API has been used for extracting

\(^9\)https://tagme.d4science.org/tagme/
entities for tweets and news articles in previous sections, we found that the Aylien API is not the optimal choice for extracting entities from the names of list memberships due to the short nature of those names. Therefore, we use the tag.me API instead for extracting entities from list memberships.

### 4.3.1 Constructing Primitive Interests

Those extracted entities from the list memberships of followees have to be aggregated for constructing the primitive interests of a passive user. To this end, we investigate two different weighting schemes for weighting extracted entities in order to construct a user’s primitive interests.

- **Weighting Scheme 1 (WS1).** The intuitive way of weighting extracted entities from the list memberships of followees is based on the number of occurrences of these entities. However, directly summing the number of occurrences might be biased by followees who have a large number of list memberships. Therefore, we use a normalized sum of occurrences of entities from followees as a weighting scheme for constructing the primitive interests of a target user $u$. For example, an interest profile of a followee $f \in F_u$ can be normalized as follows.

$$P_f = \{ (c_i, ws(f, c_i)) \mid c_i \in C \}$$

(4.4)

where $\sum_{c_i \in C} ws(f, c_i) = 1$. Finally, the weight of an entity $c_j$ with respect to $u$ is measured as below:

$$ws(u, c_j) = \sum_{f \in F_u} ws(f, c_j).$$

(4.5)

where $F_u$ denotes all the followees of a user $u$.

- **Weighting Scheme 2 (WS2).** For a target user $u$, Chen et al., 2010 aggregated the weight of each word from followees’ tweets by excluding the words mentioned only in a single followee. Similarly, we aggregate the weight of each entity from followees’ list memberships by excluding entities extracted only in a single followee. The weight of each entity in $u$’s profile $ws(u, c_j)$ is calculated as $ws(u, c_j) = \text{the number of followees who have } c_j \text{ in their list memberships}$. Note that this weighting scheme does not care about the number of occurrences of an entity in a single followee’s list memberships, but only counts the number of followees who have the entity in their profiles. For example, the weight of an entity $c_j$ equals five if there are five followees of $u$ having the entity in their list memberships.
4.3.2 Interest Propagation Strategy

We apply the interest propagation method introduced in Section 3.5, which extends user interests using related entities as well as corresponding categories from DBpedia. However, leveraging all DBpedia categories of entities might be noisy since many Wikipedia categories are created for Wikipedia administration. Therefore, here we also refine the DBpedia graph before applying the interest propagation method.

*Extracting a subset of DBpedia categories.* Similar to the approach from Kapanipathi et al., 2014, we extract a subset of all DBpedia categories which we use for our interest propagation. The subset consists of all inferred subcategories of dbc:\[^10^]:Main_topic_classifications. However, different to Kapanipathi et al., 2014 which requires the Wikipedia dump for extracting a hierarchical category graph, we connect directly to DBpedia to extract the subset of categories by using Algorithm 2. Therefore, it can be directly extracted via the DBpedia SPARQL endpoint, and can be reproduced easily. In addition, we do not remove all administration categories (inferred sub-categories of dbc:\[^10^]:Wikipedia_administration) as in Kapanipathi et al., 2014 since we found that many useful categories are in the inferred sub-categories of the administration category as well as the main topic classification, such as dbc:Drama (see Figure 4.9). This process results in 957,963 categories for our consideration while propagating user interests.

**Algorithm 2: GetSubsetOfDBpediaCategories**

```
procedure: getSubsetOfDBpediaCategories(topCategory)

1 category_dictionary = {topCategory:0}; // 0 denotes unprocessed

2 while size(unprocessed categories in category_dictionary) > 0 do

3     for category in unprocessed categories do

4         if category not in category_dictionary then

5             add category:0 to category_dictionary;

6     return keys of category_dictionary; // return all inferred sub-categories
```

*Merging categories and entities with the same title.* In DBpedia, many entities and categories have the same title (name), e.g., dbr:Apple_Inc. and dbc:Apple_Inc.. Considering these concepts separately as entities and

categories might decrease the quality of propagated user interests or unnecessarily increase the size of user interest profiles. Therefore, we do not treat entities and categories differently in our propagation strategy. For example, if there is a category which has the same name with an entity that has been propagated, the category and entity will be merged into a single concept, and their weights will be accumulated.

Figure 4.10 shows the difference between before merging categories and entities with the same title and after merging them. In Figure 4.10 (a), the propagated category \( \text{dbc:Apple_Inc.} \) has its own weight based on two entities \( \text{dbr:Apple_Inc.} \) and \( \text{dbr:Steve_Jobs} \) by considering categories and entities separately. In contrast, Figure 4.10 (b) shows that \( \text{Apple_Inc.} \) is considered as a single concept and its weight has been accumulated. In Section 4.3.4, we will show how trimming of categories using Algorithm 2, and the strategy merging categories and entities with the same title, positively affects the quality of inferred user interest profiles.

Finally, we apply Inverse Document Frequency (IDF) on the user interest profile \( P_u \), and then normalize \( P_u \) in order to make the sum of all concept weights equal to 1: \( \sum_{c_j \in C} ws(u, c_j) = 1 \).
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(A) Before

(B) After

Figure 4.10: Before and after merging categories and entities with the same title.

4.3.3 Twitter Dataset for the Experiment

We used the Twitter dataset introduced in Section 1.4.1, which consists of 480 randomly chosen users on Twitter with their tweets and followees. We selected 439 users who have topical URLs (URLs which have at least four entities based on their content) in their tweets from last two weeks. All of the URLs shared by each user in the last two weeks of their timelines were used to build the set of candidate URLs for recommendations. On average, each user has 2,771 followees. As the rate limits of the Twitter API for retrieving followees and list memberships are 15 and 75 for a 15-minute window, we only considered up to 200 followees for each user, and crawled all list memberships of those followees for this study. The main details of our dataset are presented in Table 4.2. Finally, the dataset corresponds to 74,488 followees for 439 users with 170 followees on average, and the candidate set of URLs consists of 15,053 distinct URLs.

Table 4.2: Dataset statistics.

<table>
<thead>
<tr>
<th># of passive users</th>
<th>avg. # of considered followees</th>
<th>avg. # of list memberships of followees</th>
</tr>
</thead>
<tbody>
<tr>
<td>439</td>
<td>170</td>
<td>173</td>
</tr>
</tbody>
</table>
Quantitative analysis. Before discussing the performance of URL recommendations achieved using the user modeling strategy which leverages the list memberships of followees, we first look at how many list memberships a followee has been added into. The Cumulative Distribution Function (CDF) of the number of list memberships for 74,488 followees is shown in Figure 4.11.

The figure shows that 90% of followees have less than 492 (\(\ln(492+1)=6.2\)) list memberships. 6,871 (9.2%) out of 74,488 followees have no list membership, i.e., over 90% of followees have at least one list membership. On average, each followee has 173 list memberships, which might be a useful information source of “descriptions” about a followee compared to the followee’s bio. For example, 3,047 entities can be extracted from the list memberships of followees on average when we consider up to 50 followees for each target user in our dataset. In contrast, 23 entities can be extracted from the bios of followees on average. Given this quantified information from the list memberships of followees, we move on to investigate whether it can be leveraged for building qualified user interest profiles in the context of URL recommendations.

![Figure 4.11: Cumulative distribution of the number of list memberships of followees in the dataset.](image-url)
4.3.4  Comparison Between Using the List Memberships and Biographies of Followees

Table 4.3 shows the link recommendation performance using three different user modeling strategies in terms of MRR, R@10, P@10, and S@10 respectively. We also limited the number of followees for a given user from 50 to 200 in steps of 50. We use IP(followees_bio) presented in Section 4.2.2 as our baseline, which is denoted as UM(followees_bios) in Table 4.3.

<table>
<thead>
<tr>
<th># of followees</th>
<th>Evaluation metric</th>
<th>UM(followees_bios) [baseline]</th>
<th>UM(followees_lm, WS1)</th>
<th>UM(followees_lm, WS2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>MRR</td>
<td>0.2243</td>
<td>0.2622 **</td>
<td>0.2584 *</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0473</td>
<td>0.0532</td>
<td>0.0471</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1226</td>
<td>0.1371 *</td>
<td>0.1223</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.3690</td>
<td>0.4191 *</td>
<td>0.4169 *</td>
</tr>
<tr>
<td>100</td>
<td>MRR</td>
<td>0.258</td>
<td>0.2792</td>
<td>0.2613</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0532</td>
<td>0.0584</td>
<td>0.0550</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1428</td>
<td>0.1481</td>
<td>0.1337</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.4146</td>
<td>0.4579 *</td>
<td>0.4442</td>
</tr>
<tr>
<td>150</td>
<td>MRR</td>
<td>0.2871</td>
<td>0.2995</td>
<td>0.2643</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0579</td>
<td>0.0635</td>
<td>0.0609</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1535</td>
<td>0.1508</td>
<td>0.1358</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.4579</td>
<td>0.4852</td>
<td>0.4738</td>
</tr>
<tr>
<td>200</td>
<td>MRR</td>
<td>0.2952</td>
<td>0.3065</td>
<td>0.2638</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0627</td>
<td>0.0653</td>
<td>0.0575</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1615</td>
<td>0.1526</td>
<td>0.1353</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.4715</td>
<td>0.4920</td>
<td>0.4784</td>
</tr>
</tbody>
</table>

Comparison between two weighting schemes in our approach. As we can see from the table, the weighting scheme WS1 always outperforms WS2 in terms of four different evaluation metrics and different numbers of followees. The result indicates that WS1, which applies the normalized sum of occurrences of an entity in the list memberships of followees, reflects the importance of the entity to passive users better when compared to the second weighting scheme which uses the number of followees having the entity in their list memberships (WS2).
Comparison between the baseline and our approach. Results in Table 4.3 also show that the user modeling strategy which exploits the list memberships of followees using weighting scheme 1 ($UM(\text{followees}_\text{lm}, WS1)$) performs better than the baseline method $UM(\text{followees}_\text{bios})$. For example, when a passive user has less than 50 users, a significant improvement of $UM(\text{followees}_\text{lm}, WS1)$ over $UM(\text{followees}_\text{bios})$ in MRR (+17%, $p < 0.01$), P@10 (+12%, $p < 0.05$), and S@10 (+14%, $p < 0.05$) can be noticed. However, we can also observe that with the number of followees of a user increasing, the difference between using $UM(\text{followees}_\text{lm}, WS1)$ and $UM(\text{followees}_\text{bios})$ becomes smaller. This shows that exploiting the list memberships of followees can help with inferring user interest profiles in the case of a user having a small number of followees, which would be typical of “new” passive users.

Effects of DBpedia merging categories and entities with the same title. In Section 4.3.2, we introduced an interest propagation strategy by trimming DBpedia categories as well as merging categories and entities with the same title. Figure 4.12 shows the numbers of concepts (i.e., entities or categories) with and without merging categories and entities with the same title in terms of different numbers of followees. We found that trimming DBpedia categories as well as merging categories and entities with the same title can compress the size of user interest profiles by around 9% compared to the user modeling strategy without the trimming and merging process, while remaining at a similar performance level in the context of link recommendations.

Another observation we noticed is that the recommendation results using the biographies and list memberships of followees might complement each other. For different users, we found that using biographies provides better performance while using list memberships does not and vice versa. To test the hypothesis whether combining the two different views about followees can improve the quality of user modeling or not, we adopt an approach used in the literature for combining the two different user models in the next section.

### 4.4 Polyrepresentation of User Interest Profiles

The bio of a followee $f$ can be seen as a self-description of $f$, while the list memberships of $f$ can be seen as others-descriptions about $f$. The two different views of followees can be seen as a polyrepresentation of them, and the principle of polyrepresentation (Ingwersen, 1994) in information retrieval indicates that the overlaps between a variety of aspects or contexts with respect to a user within the information retrieval process can decrease the uncertainty and improve the performance of information retrieval. In this
section, we investigate whether combining these two different views of followees can complement each other and improves the link recommendation performance.

### 4.4.1 Polyrepresentation Approach

We apply a simple method used in White et al., 2009, which is based on the principle of polyrepresentation (Ingwersen, 1994). The approach (White et al., 2009) combined different views of a user for predicting user interests in the context of a search engine. In our context, the final rank of an item \( i \) is determined by the average rank position of each rank based on \( UM(f_{\text{bios}}) \) and \( UM(f_{\text{listmemberships}}, WS1) \):

\[
final \ rank_i = \frac{1}{x_i + y_i}
\]  

(4.6)

where \( x_i \) denotes the position of \( i \) based on \( UM(f_{\text{bios}}) \), and \( y_i \) denotes the position of \( i \) based on \( UM(f_{\text{listmemberships}}, WS1) \). The higher the value is, the higher the item will be ranked. We also evaluated an alternative
approach for combining the two views which puts them into a single vector for building user interest profiles. However, the simple approach used in White et al., 2009 provides better performance than the alternative. Therefore, we report the results based on White et al., 2009 here.

### 4.4.2 Results

The recommendation performance of the user modeling strategy combining the two different views (self-descriptions and others-descriptions) of followees compared to the baseline user modeling strategy using bios (self-descriptions only) of followees is displayed in Table 4.4.

As we can see from the table, combining the two different views with a simple approach clearly outperforms the baseline method significantly in terms of four different evaluation metrics. Also, while using the list memberships of followees only has a significant difference compared to the baseline when the number of followees is small (i.e., # of followees = 50, 100, see Table 4.3), the combined approach has a higher significant difference (p < 0.01) compared to the baseline method even when the number of followees becomes larger (i.e., # of followees = 100, 150, 200, see Table 4.4).

The aforementioned combination of the two views considers the importance of each view equally (White et al., 2009). In order to investigate which view of followees has higher importance in different situations, we modify the combined score as below:

\[
final\ rank_i = \frac{1}{(\beta \times x_i + (1 - \beta) \times y_i)}
\]  

(4.7)

where \( \beta \) controls the importance of the first view, i.e., bios (self-descriptions) of followees. As one might expect, \( \beta = 0 \) denotes that we only consider list memberships (other-descriptions) of followees, while \( \beta = 1 \) denotes that we only consider bios (self-descriptions) of followees. \( \beta = 0.5 \) denotes that we treat two different views of followees equally as we already discussed earlier in this section (Equation 4.6).

Figure 4.13 shows the link recommendation performance in terms of four evaluation metrics by setting \( \beta \) between 0 and 1 in steps of 0.1. As depicted in Figure 4.13, the recommendation performance is better with smaller values of \( \beta \) for combining the two different views (i.e., self-descriptions and others-descriptions) of followees for inferring user interest profiles in terms of R@10, P@10 and S@10. The best performance is achieved with \( \beta = 0.1 \), and the performance starts decreasing with increasing \( \beta \). This denotes that the
### 4.4. Polyrepresentation of User Interest Profiles

**Table 4.4:** Recommendation performance of combining two views (from the bios and list memberships) of followees compared to the baseline in terms of four different evaluation metrics and numbers of followees. The best performing user modeling strategy is in **bold.** ** denotes \( p < 0.01, \) and * denotes \( p < 0.05. \)

<table>
<thead>
<tr>
<th># of followees</th>
<th>Evaluation metric</th>
<th>( UM(f_{\text{bios}}) ) [baseline]</th>
<th>( UM(f_{\text{bios}}) + UM(f_{\text{lm}}, \text{WS1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>MRR</td>
<td>0.2243</td>
<td>0.2777 **</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0473</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1226</td>
<td>0.1396 **</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.3690</td>
<td>0.4305 **</td>
</tr>
<tr>
<td>100</td>
<td>MRR</td>
<td>0.258</td>
<td>0.2946 **</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0532</td>
<td>0.0584 *</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1428</td>
<td>0.1615 **</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.4146</td>
<td>0.4784 **</td>
</tr>
<tr>
<td>150</td>
<td>MRR</td>
<td>0.2871</td>
<td>0.3303 **</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0579</td>
<td>0.0639 *</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1535</td>
<td>0.1745 **</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.4579</td>
<td>0.5194 **</td>
</tr>
<tr>
<td>200</td>
<td>MRR</td>
<td>0.2952</td>
<td>0.3397 **</td>
</tr>
<tr>
<td></td>
<td>R@10</td>
<td>0.0627</td>
<td>0.0654</td>
</tr>
<tr>
<td></td>
<td>P@10</td>
<td>0.1615</td>
<td>0.1779 **</td>
</tr>
<tr>
<td></td>
<td>S@10</td>
<td>0.4715</td>
<td>0.5125 *</td>
</tr>
</tbody>
</table>

The second view (others-descriptions of followees) plays a more important role for combining the two views. Similar results can be observed in terms of MRR with a small number of followees, i.e., \# of followees = 50 or 100. However, as we can see from Figure 4.13 (a) that, with a big number of followees, i.e., \# of followees = 150 or 200, the differences with different \( \beta \) values are tending towards being stable in terms of MRR.

Based on these results, we conclude that the bios (self-descriptions) and list memberships (others-descriptions) of followees can complement each other and improve the quality of user modeling in terms of link recommendations. Also, the list memberships of followees play a more important role for combining the two different views especially in the case of a small number of followees being available.
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4.5 Summary

In this chapter, we proposed user modeling strategies for inferring user interest profiles for passive users based on the biographies (Section 4.2) and list memberships (Section 4.3) of their followees. The evaluation results compared to other state-of-the-art user modeling approaches indicate that both biographies and list memberships of followees provide qualitative information for inferring user interest profiles, and improve the link recommendation performance.

As bios and list memberships provide two different views about followees of users, we further investigated a polyrepresentation strategy based on these two different views (Section 4.4). Our experimental results indicate that the two different views of followees can lead to two different user interest profiles which can complement each other, and the combination of the two views provides the best performance compared to the user interest profiles.
based on any single view of followees.

Although we leveraged the biographies and list memberships of followees to infer interest profiles for passive users, this information can be used for inferring interest profiles for active users as well. In Section 7.2, we discuss more about some possibilities for inferring user interests of active users leveraging the biographies and list memberships of their followees as well as the tweets of these users.
Chapter 5

Semantic Similarity Measures for LOD-enabled Recommender Systems

We have proposed user modeling strategies for inferring user interest profiles when the target users are active ones (see Chapter 3) or passive ones (see Chapter 4). Those inferred user interest profiles can be used in third-party applications which allow social login with a user’s OSN profile to provide personalized recommendations, even for the first login (cold start) to those applications. Therefore, the focus on previous chapters has been leveraging the implicit feedback from users (based on their activities) in OSNs to infer their interest profiles which can be used for resolving the cold-start problem in third-party applications.

In contrast, this chapter and the next one discuss semantics-aware recommendation approaches based on explicit feedback from users. For example, given a user who has liked one or several Facebook pages with respect to movies, how (can) we recommend other pages matching this user’s preference based on the explicit feedback (i.e., liked movie pages) and the background knowledge about those movie items from DBpedia.

This chapter deals with a cold-start scenario when the system has only a limited number of explicit feedback instances from users. For example, it is common that a new recommender system has a cold-start problem when users just started using the system with a small number of liked items. In this case, it is useful to recommend similar items to the item(s) that a user has liked. To this end, we propose a semantic similarity measure to calculate the similarity between two items (entities) in DBpedia, which can be used for recommending similar items solely based on the background knowledge of items in DBpedia. The main contributions of this chapter have been published in Piao et al., 2015; Piao and Breslin, 2016f.
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5.1 Introduction

Measuring similarity between entities and identifying their relatedness could be used for various applications, such as community detection in social networks or content-based recommender systems using Linked Data (Passant, 2010b). DBpedia, as a knowledge graph and a first citizen in LOD cloud, provides rich cross-domain knowledge of entities/items. In recommender systems, the similarity between items solely based on the background knowledge from a KG such as DBpedia is particularly useful in cold-start scenarios, e.g., providing item recommendations for a new user with limited feedback about items. In this regard, several semantic similarity/distance measures have been proposed for LOD-enabled recommendations (Passant, 2010b; Leal et al., 2012; Groues et al., 2012; Strobin and Niewiadomski, 2013). However, none of these studies evaluated against one or many of other similarity measures. Instead, each study proposed its own evaluation method for its measure. Hence, the performance compared to other similarity measures was not proven.

In this chapter, we propose a semantic similarity/distance measure $mLDSD$ (modified LDSD) (Piao et al., 2015; Piao and Breslin, 2016f), which is built on top of a revised LDSD. The contributions of this chapter are summarized as follows.

- We propose a semantic similarity/distance measure on top of LDSD for measuring the distance between two entities in a KG.

- We evaluate our proposed method against other state-of-the-art similarity/distance measures in terms of the performance of item recommendations in the music domain.

- Finally, we investigate whether the performance of LOD-enabled recommender systems suffers from “Linked Data sparsity”. Here, the “Linked Data sparsity problem” means that a lack of information on entities (e.g., small numbers of incoming/outgoing relationships from/to other entities) can decrease the performance of a recommender system.

The rest of this chapter is organized as follows. Section 5.2 provides an overview of the LDSD measure, and introduces the components of our proposed measure. Section 5.3 provides a preliminary evaluation of $mLDSD$ using a small Last.fm dataset. In Section 5.4, we revise $mLDSD$ by incorporating the number of linked resources via a link, and using a global normalization strategy. Section 5.5 describes a Facebook dataset which is larger than the Last.fm one, introduces the methods to be compared with for our evaluation, and discusses the experimental results. In Section 5.6,
we discuss the Linked Data sparsity problem in LOD-enabled recommender systems. Finally, we conclude this chapter with main findings in Section 5.7.

5.2 Proposed Semantic Similarity Measure

In this section, we present a similarity measure $mLDSD$ (modified LDSD) to calculate the similarity of entities in DBpedia. This method is built on top of the LDSD measure, and resolves some of its limitations. In this regard, we first discuss each component of LDSD in Section 5.2.1, and elaborate upon their limitations. Then we describe the components of $mLDSD$ in Section 5.2.2.

We use the definition of a dataset following the Linked Data principles outlined in Passant, 2010a, and the definition of a path as below:

**Definition 5.2.1 (Path).** A dataset following Linked Data principles is a graph $G$ such as $G = (R, L)$ in which $R = \{r_1, r_2, ... r_n\}$ is a set of entities identified by their URIs, and $L = \{l_1, l_2, ... l_n\}$ is a set of predicates identified by their URIs. A path is a sequence of entities and links between two entities, such as $p_i = [\ldots, l_x, r_m, l_y, \ldots]$.

For example, in the example graph (Figure 5.1), we have paths such as $[\text{associatedMusicArtist}]$ and $[\text{musicalguests} \leftarrow \text{List_of_The_Tonight_Show_with_Jay_Leno_episodes_}(2013-14), \text{musicalguests} \rightarrow \text{Ariana_Grande}]$, from the entity Ariana_Grande to Selena_Gomez.

5.2.1 Linked Data Semantic Distance

Linked Data Semantic Distance (LDSD) (Passant, 2010b) was one of the first approaches for measuring the semantic distance between two entities on LOD datasets such as DBpedia and used for LOD-enabled recommender systems (Passant, 2010b). The distance measure (Equation 5.1) considers direct predicates from an entity $r_a$ to $r_b$ and vice versa. In addition, it also considers the same incoming and outgoing nodes (entities) via the same predicates of entity $r_a$ and $r_b$. The distance measure has a scale from 0 to 1, where a larger value denotes less similarity between two entities. Thus, the similarity measure $LDSD_{sim}$ can be defined as Equation 5.2.
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IGURE 5.1: Example of relationships of two entities in DBpedia

$$LDSD(r_a, r_b) = \frac{1}{1 + \sum_x \frac{C_d(l_x, r_a, r_b)}{1 + \log(C_d(l_x, r_a, r_b))} + \sum_x \frac{C_i(l_x, r_a, r_b)}{1 + \log(C_i(l_x, r_a, r_b))} + \sum_x \frac{C_o(l_x, r_a, r_b)}{1 + \log(C_o(l_x, r_a, r_b))}}$$

(5.1)

$$LDSD_{sim}(r_a, r_b) = 1 - LDSD(r_a, r_b)$$

(5.2)

As we can see from LDSD (Equation 5.1), it consists of $C_d(\cdot)$, $C_i(\cdot)$ and $C_o(\cdot)$ functions. $C_d(\cdot)$ is a function that computes the number of direct and distinct links between entities in a graph $G$. For instance, $C_d(l_x, r_a, r_b)$ equals 1 if there is a link $l_x$ from entity $r_a$ to entity $r_b$. Otherwise, if there is no predicate from $r_a$ to $r_b$, $C_d(l_x, r_a, r_b)$ is equal to 0. By extension $C_d(\cdot)$ can be the total number of nodes via $l_x$ from $r_a$ ($C_d(l_x, r_a)$). For example, in the example graph (Figure 5.1), we have: $C_d$(influences,Ariana_Grande,Selena_Gomez) = 1, $C_d$(influences,Ariana_Grande) = 1, and $C_d$(musicalguests,List_of_The_Tonight_Show_with ...) = 2.

$C_i(\cdot)$ and $C_o(\cdot)$ are functions that compute the number of indirect and distinct predicates, both incoming and outgoing, between entities in a graph $G$. $C_i(l_x, r_a, r_b)$ equals 1 if there is an entity $r_n$ linked to both $r_a$ and $r_b$ via an incoming predicate $l_x$, and 0 if not. Similarly, $C_o(l_x, r_a, r_b)$ equals 1 if there is an entity $r_n$ linked to both $r_a$ and $r_b$ via an outgoing predicate $l_x$, and 0 if not. By
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Extension $C_i(\cdot)$ and $C_o(\cdot)$ can be used to compute the total number of entities linked indirectly to $r_a$ via $I_l(C_i(l_x, r_a)$ and $C_o(l_x, r_a))$. In the example (Figure 5.1), we have $C_i(\text{musicalguests, Ariana_Grande, Selena_Gomez}) = 1$ (via an incoming predicate from List_of_The_Tonight_Show_with...) and $C_o(\text{subject, Ariana_Grande, Selena_Gomez}) = 1$ (via an outgoing predicate to Category:21st-century_American_singers).

5.2.2 mLDSD Components

Equation 5.3 shows the components of our proposed semantic similarity measure for measuring the similarity between two entities in the same domain in a knowledge base.

$$mLDSD_{\text{sim}}(r_a, r_b) = \begin{cases} 1, & \text{if } \text{URI}(r_a) = \text{URI}(r_b) \text{ or } r_a \text{ owl:sameAs } r_b \\ 1 - mLDSD, & \text{otherwise} \end{cases}$$  

(5.3)

Here, $mLDSD$ can be any linked data semantic distance measure which provides symmetric results, i.e., $mLDSD(r_a, r_b) = mLDSD(r_b, r_a)$. For example, Equation 5.4 shows a modified $LDSD$ (Passant, 2010b) which can be used for our $mLDSD$. Satisfying the symmetry property can reduce the calculation time for measuring the similarities between entities. For example, $mLDSD'$ only requires to measure the similarity between each pair of items. In contrast, $LDSD$ has to measure twice for each pair of items $LDSD(r_a, r_b)$ and $LDSD(r_b, r_a)$ as it does not satisfy the symmetry property.

$$mLDSD'(r_a, r_b) = \frac{1}{1 + \sum_x \frac{C_i(l_x, r_a, r_b)}{1+\log(C_i(l_x, r_a))} + \sum_x \frac{C_o(l_x, r_a, r_b)}{1+\log(C_o(l_x, r_b))}}$$

$$+ \sum_x \frac{C_i(l_x, r_a', r_b)}{1+\log(C_i(\text{subject}, l_x, r_a'))} + \sum_x \frac{C_o(l_x, r_a', r_b)}{1+\log(C_o(\text{subject}, l_x, r_b'))}$$  

(5.4)

Table 5.1 shows the properties of $mLDSD_{\text{sim}}$, $LDSD_{\text{sim}}$, and $Shakti$. Equal self-similarity denotes that $\text{sim}(r_a, r_a) = \text{sim}(r_b, r_b)$, for all $r_a$ and $r_b \in R$, and minimality denotes $\text{sim}(r_a, r_a) > \text{sim}(r_a, r_b)$, for all entities $r_a \neq r_b$. As the similarity calculated by $mLDSD_{\text{sim}}$ ranges from 0 to 1 and the similarity between two same items is equal to 1, $mLDSD_{\text{sim}}$ has the properties such as equal self-similarity and minimality.
5.3 Preliminary Evaluation

In Section 5.2.2, we introduced the two components of $mLDSD$, and a modified $LDSD$ with the “symmetry” property. In this section, we describe a preliminary evaluation to evaluate our changes to $LDSD$ so far.

5.3.1 Evaluation Metrics

We evaluate the current version of $mLDSD_{sim}$ compared to $LDSD_{sim}$ and $Shakti$ in terms of recommending similar items in the music domain based on background knowledge about items from DBpedia. The recommender system recommends the top-$N$ similar music artists for a given music artist based on the similarities between all candidates and the music artist.

The performance of the recommendations was measured by means of MRR, P@$N$ and R@$N$ which are defined in Section 3.2.2, and nDCG@$N$ (Normalized Discounted Cumulative Gain). For item recommendations with respect to a set of users $U$, these evaluation metrics can be defined as below:

- **nDCG@$N$**: Precision and recall consider the relevance of items only. In contrast, nDCG takes into account the relevance of items as well as their rank positions.

  \[
  nDCG@N = \frac{1}{IDCG@N} \sum_{k=1}^{N} \frac{2^{r_{uk}} - 1}{\log_2(1+k)}
  \]

  (5.5)

We use $N = 1, 5$ and $10$ in the evaluation, and report the results of averaged nDCG@$N$, P@$N$ and R@$N$ over the 10 randomly selected entities of $\text{dbo:MusicArtist}$ or $\text{dbo:Band}$ based on different semantic similarity/distance methods. For example, if a user is interested in the music artist $\text{dbr:Ariana_Grande}$, the candidate list consists of the top 10 similar music artists recommended by Last.fm (that can be found in DBpedia) and 200 randomly selected entities of type $\text{dbo:MusicArtist}$ or $\text{dbo:Band}$. Then we calculate the similarities between $\text{dbr:Ariana_Grande}$ and the candidate list.
with similarity measures to get the top-N recommendations. Our goal is to see the performance of the top-N recommendations based on different similarity/distance measures.

5.3.2 Last.fm Dataset

In Passant, 2010a, the authors evaluated the LDSD measure in the music domain by comparing against a list of recommendations from Last.fm. Last.fm offers a ranked list of similar artists/bands for each artist/band based on their similarities. They showed that in spite of a slight advantage for Last.fm, LDSD based recommendations achieved a reasonable score, especially considering that it does not use any collaborative filtering approach, and relies only on links between items/entities in the DBpedia graph.

Similarly, we adopt the list of recommendations from Last.fm to evaluate the performance of our recommendations. First of all, all entities of type dbo:MusicArtist or dbo:Band were extracted via the DBpedia SPARQL endpoint. By doing so, 75,682 entities were obtained consisting of 45,104 entities of type dbo:MusicArtist, and 30,578 entities of type dbo:Band. Then we randomly selected 10 entities out of these 75,682 entities. For each entity (a music artist or band in this case), we manually get the top 10 recommendations from Last.fm which can be found in DBpedia. To construct a candidate list for recommendations, we created a candidate list with these top 10 recommendations from Last.fm and 200 randomly selected entities among the 75,682 entities of type dbo:MusicArtist or dbo:Band.

5.3.3 Compared Methods

We evaluate the current version of mLDS© compared to LDSDsim and Shakti in terms of recommending similar items in the music domain based on items’ background knowledge from DBpedia. As DBpedia provides a large set of predicates for each item, it is necessary to select a subset of domain-dependent predicates (Musto et al., 2014; Di Noia et al., 2012b).

For the Shakti similarity measure, we use the weights of predicates manually assigned by the authors in Leal et al., 2012. In Shakti, seven predicates related to the music domain were considered such as dbo:genre, dbo:instrument, dbo:influences, dbo:associatedMusicalArtist, dbo:associatedBand, dbo:currentMember and dbo:pastMember. Since the Shakti similarity measure uses the value of max step for the extension of the paths between two entities, we use 3 and 5 for the value of max step, and denote these variants as Shakti3 (max step set to 3) and Shakti5 (max step set to 5).
For $LDSD_{sim}$ and $mLDSD_{sim}$, we selected 15 predicates related to the music domain (see Table 5.2) for measuring the semantic similarity between entities. \( \text{dct}^\dagger: \text{subject} \) relates an entity to its categories. In addition, we decided to leverage the predicates belonging to the DBpedia Ontology since they represent high-quality, clean and well-structured information (Ostuni et al., 2013).

<table>
<thead>
<tr>
<th>Table 5.2: Predicates selected for the music domain for semantic similarity/distance measures.</th>
</tr>
</thead>
<tbody>
<tr>
<td>dct:subject, dbo:genre, dbo:associatedBand,</td>
</tr>
<tr>
<td>dbo:associatedMusicalArtist, dbo:instrument,</td>
</tr>
<tr>
<td>dbo:formerBandMember, dbo:currentMember,</td>
</tr>
<tr>
<td>dbo:influencedBy, dbo:pastMember, dbo:bandMember</td>
</tr>
<tr>
<td>dbo:associatedAct, dbo:influenced, dbo:hometown</td>
</tr>
<tr>
<td>dbo:recordLabel, dbo:occupation</td>
</tr>
</tbody>
</table>

5.3.4 Results

The results of recommendations for the randomly selected 10 music artists/bands are displayed in Figure 5.2. $LDSD_{sim}$ and current $mLDSD_{sim}$ have similar performance in terms of all evaluation metrics, and perform significantly better than Shakti3 and Shakti5 which have 3 and 5 as their max steps.

To summarize, the current version of $mLDSD_{sim}$ has similar performance for measuring the similarities of entities compared to $LDSD_{sim}$. In the next section, we further investigate some limitations of $mLDSD_{sim}$, and modify and evaluate it in terms of recommender systems.

5.4 Modified Distance Measures for mLDSD

In this section, we propose two semantic distance measures on top of $mLDSD'$ (Equation 5.4). The first one incorporates the number of linked entities via a predicate, and the second one uses a global normalization strategy instead of local normalization based on the local context of two entities.

\^1The prefix dct is used for the namespace http://purl.org/dc/terms/subject
5.4. Modified Distance Measures for mLDSD

5.4.1 Incorporating the Number of Linked Resources via A Link

In \( LDSD \), \( C_i \) (or \( C_o \)) equals 1 if there is an entity \( r_n \) linked to \( r_a \) and \( r_b \) via an incoming (or outgoing) predicate \( l_x \). In contrast, we modify the distance measure based on the intuition that two entities are more similar if there are a greater number of linked entities via a predicate \( l_x \). For instance, if two music artists have 10 \( \text{dbo:MusicalArtist(s)} \) in common via the predicate \( \text{dbo:associatedMusicalArtist} \), then they are more similar than two other music artists that have only one \( \text{dbo:MusicalArtist} \) in common via the same predicate.

**Figure 5.2:** The results of recommendations for 10 random samples in the music domain in terms of different evaluation metrics.
The modified semantic distance measure based on this intuition is defined as follows, which is denoted by $mLDSD'_\beta$ (Equation 5.6).

$$mLDSD'_\beta(r_a, r_b) = \frac{1}{1 + \sum_x \frac{C_d(l_x, r_a r_b)}{1 + \log(C_d(l_x, r_a r_b))} + \sum_i \frac{C_d(l_x, r_b r_a)}{1 + \log(C_d(l_x, r_b r_a))} + \sum_x \sum_j \frac{C_i(l_x, r_a r_b)}{1 + \log(C_i(l_x, r_a r_b))} + \sum_j \sum_x \frac{C_o(l_x, r_b r_a)}{1 + \log(C_o(l_x, r_b r_a))}}$$

(5.6)

where $C'_i$ (or $C'_o$) of $mLDSD'_\beta$ is equal to the number of entities linked to $r_a$ and $r_b$ via an incoming (or outgoing) predicate $l_x$.

The normalizations of $C'_i(\cdot)$ and $C'_o(\cdot)$ are carried out by considering both entities $r_a$ and $r_b$ in $mLDSD'_\beta$, which is the same as $mLDSD'_\beta$ and also satisfies the symmetry property. That is, the normalization of $C'_i(\cdot)$ is carried out by the average of $C_i(l_x, r_a)$ and $C_i(l_x, r_b)$. In contrast, the normalization of $C_i(\cdot)$ in LDSD is carried out by considering the first entity $r_a$ only. Similarly, the normalization of $C'_o(\cdot)$ is carried out using the average of $C_o(l_x, r_a)$ and $C_o(l_x, r_b)$ for $mLDSD'_\beta$.

### 5.4.2 Applying Global Normalizations

Both LDSD, $mLDSD'$ and $mLDSD'_\beta$ use local normalizations, i.e., normalizations are carried out in the local context of $r_a$ and $r_b$. Instead of using local normalizations, here we use global normalizations of a path to investigate the impact on calculating the distance between two entities. The distance measure can be defined as Equation 5.7 and we use $mLDSD'_\gamma$ to refer to the distance measure in the rest of the thesis.

$$mLDSD'_\gamma(r_a, r_b) = \frac{1}{1 + \sum_x \frac{C_d(l_x, r_a r_b)}{1 + \log(C_d(l_x, r_a r_b))} + \sum_i \frac{C_d(l_x, r_b r_a)}{1 + \log(C_d(l_x, r_b r_a))} + \sum_x \sum_j \frac{C_i(l_x, r_a r_b)}{1 + \log(C_i(l_x, r_a r_b))} + \sum_j \sum_x \frac{C_o(l_x, r_b r_a)}{1 + \log(C_o(l_x, r_b r_a))}}$$

(5.7)

In LDSD, the normalizations of $C_d(l_x, r_a r_b)$ and $C_d(l_x, r_b r_a)$ are carried out using $C_d(l_x, r_a)$ that computes the number of entities $r_a$ from $r_b$ via $l_x$ (see Figure 5.3). In contrast, $mLDSD'_\gamma$ penalizes the importance of a path between two entities according to the global appearances of the path in the whole DBpedia graph. For example, in $mLDSD'_\gamma$, the normalizations of $C_d$ functions are carried out using $C_{dp}(l_x)$ that computes the global appearances of the path $[l_x]$ between any two entities in DBpedia (see Figure 5.4).
5.5. Evaluation

In this section, we describe a Facebook dataset used in addition to the Last.fm dataset for our experiment, and the methods compared for evaluating our proposed measures.

Furthermore, for indirect paths between two resources, \( mLDSD' \) normalizes each indirect path by the number of global appearances of such an indirect path. Taking incoming indirect paths for example, \( C_i(l_x, r_j, r_a, r_b) \) equals 1 if there is a path \([l_x, r_j, l_x]\) from \( r_a \) to \( r_b \), and 0 if not. The normalization of \( C_i(l_x, r_j, r_a, r_b) \) is then carried out using \( C_{ip}(l_x, r_j) \) that computes the global appearances of the path \([l_x, r_j, l_x]\) between any two entities in DBpedia (see Figure 5.6).

\[ C_i(l_x, r_j, r_a, r_b) = \frac{1}{C_{ip}(l_x, r_j)} \]

**Figure 5.6:** Global normalization of \( C_i \) function in Equation 5.7: the number of appearances of the path from \( r_p \) to \( r_q \) via the path \([l_x, r_j, l_x]\).
5.5.1 Facebook Dataset

The Facebook dataset\(^2\) was collected from Facebook profiles about personal preferences (“likes”) in the music domain, which consists of 52,072 users and 21 liked items on average. The items available in the dataset have been mapped to their corresponding DBpedia URIs. We randomly select 500 users with 10,590 preference records for the experiment. The main details of the dataset and its subset for our experiment are presented in Table 5.3.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of users</th>
<th># of items</th>
<th># of liked items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min.</td>
<td>max.</td>
<td>avg.</td>
</tr>
<tr>
<td>Total</td>
<td>52,072</td>
<td>6,375</td>
<td>15</td>
</tr>
<tr>
<td>Subset</td>
<td>500</td>
<td>2,566</td>
<td>15</td>
</tr>
</tbody>
</table>

As we are interested in to what extent different distance measures perform on cold-start situations in recommender systems, we randomly selected one item that a user has liked for constructing our training set, and the rest of the liked items from users were used for constructing the test set. The candidate set consists of all items in the test set, which results in 2,566 distinct items in total.

Therefore, the task is providing the top-N recommendations from items in the candidate set based on an item that each user has liked. The preference score of each candidate item with respect to a user was measured by similarity/distance measures based on background knowledge about a candidate item and the one item that the user has liked.

5.5.2 Compared Methods

We compare the aforementioned semantic similarity/distance measures for calculating the similarity between two entities \(r_a\) and \(r_b\) in the context of recommender systems. We exclude Shakti in this experiment as we have shown it performed worst compared to LDSD and \(mLDSD'\) in the preliminary evaluation (see Figure 5.2).

- \(mLDSD\) (Equation 5.1). This is the Linked Data Semantic Distance Measure proposed in Passant, 2010a.
- \(mLDSD'\) (Equation 5.4). The modified LDSD introduced in Section 5.2.2 in order to satisfy the symmetry property.

\(^2\)https://2015.eswc-conferences.org/important-dates/call-RecSys.html
5.5. Evaluation

- \( mLDSD'_{\beta} \) (Equation 5.6). The modified LDSD introduced in Section 5.4 with a normalization strategy considering both \( r_a \) and \( r_b \), and that also considers the number of entities linked to \( r_a \) and \( r_b \) via each predicate for measuring the similarity between them.

- \( mLDSD'_{\gamma} \) (Equation 5.7). The modified LDSD introduced in Section 5.4 with a global normalization strategy, which considers the number of entities linked to \( r_a \) and \( r_b \) for measuring the similarity between them.

5.5.3 Results

Table 5.4 and Table 5.5 show the recommendation performance on the Last.fm and Facebook datasets, respectively, using the four compared methods in terms of the same evaluation metrics used in the preliminary evaluation.

<table>
<thead>
<tr>
<th></th>
<th>LDSD</th>
<th>( mLDSD' )</th>
<th>( mLDSD'_{\beta} )</th>
<th>( mLDSD'_{\gamma} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.5241</td>
<td>0.5157</td>
<td>0.6251</td>
<td><strong>0.6355</strong></td>
</tr>
<tr>
<td>nDCG@1</td>
<td>0.4000</td>
<td>0.4000</td>
<td>0.5000</td>
<td><strong>0.5000</strong></td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.4199</td>
<td>0.4146</td>
<td><strong>0.5319</strong></td>
<td>0.5294</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.5042</td>
<td>0.5069</td>
<td>0.5884</td>
<td><strong>0.6257</strong></td>
</tr>
<tr>
<td>P@1</td>
<td>0.4000</td>
<td>0.4000</td>
<td>0.5000</td>
<td><strong>0.5000</strong></td>
</tr>
<tr>
<td>P@5</td>
<td>0.4000</td>
<td>0.4000</td>
<td>0.4400</td>
<td><strong>0.4400</strong></td>
</tr>
<tr>
<td>P@10</td>
<td>0.3400</td>
<td>0.3500</td>
<td>0.3500</td>
<td><strong>0.4100</strong></td>
</tr>
<tr>
<td>R@1</td>
<td>0.0400</td>
<td>0.0400</td>
<td>0.0500</td>
<td><strong>0.0500</strong></td>
</tr>
<tr>
<td>R@5</td>
<td>0.2000</td>
<td>0.2000</td>
<td>0.2200</td>
<td><strong>0.2200</strong></td>
</tr>
<tr>
<td>R@10</td>
<td>0.3400</td>
<td>0.3500</td>
<td>0.3500</td>
<td><strong>0.4100</strong></td>
</tr>
</tbody>
</table>

On the Last.fm dataset, overall, \( mLDSD'_{\gamma} \) provides the best performance (Table 5.4). However, due to the small size of the manually constructed dataset, it is difficult to recognize any statistical significance between different measures. In this regard, we focus on the results of item recommendations on the Facebook dataset (Table 5.5) using different semantic similarity/distance measures.

As we can see from Table 5.5, \( mLDSD'_{\gamma} \) provides the best performance followed by \( mLDSD'_{\beta} \). Similar to the results of recommendations on the
Table 5.5: The results of item recommendations using different semantic similarity/distance measures on the Facebook dataset. The best performance in terms of each evaluation metric is in bold.

<table>
<thead>
<tr>
<th></th>
<th>LDSD</th>
<th>mLDS(D')_\beta</th>
<th>mLDS(D')_\gamma</th>
<th>mLDS(D')_\gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.6447</td>
<td>0.6448</td>
<td>0.8718</td>
<td>0.8875</td>
</tr>
<tr>
<td>nDCG@1</td>
<td>0.4880</td>
<td>0.4840</td>
<td>0.8540</td>
<td>0.8720</td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.5672</td>
<td>0.5706</td>
<td>0.6893</td>
<td>0.7052</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.6126</td>
<td>0.6181</td>
<td>0.7287</td>
<td>0.7484</td>
</tr>
<tr>
<td>P@1</td>
<td>0.4880</td>
<td>0.4840</td>
<td>0.8540</td>
<td>0.8720</td>
</tr>
<tr>
<td>P@5</td>
<td>0.2020</td>
<td>0.2044</td>
<td>0.2240</td>
<td>0.2324</td>
</tr>
<tr>
<td>P@10</td>
<td>0.1282</td>
<td>0.1306</td>
<td>0.1382</td>
<td>0.1450</td>
</tr>
<tr>
<td>R@1</td>
<td>0.0234</td>
<td>0.0232</td>
<td>0.0412</td>
<td>0.0420</td>
</tr>
<tr>
<td>R@5</td>
<td>0.0484</td>
<td>0.0490</td>
<td>0.0542</td>
<td>0.0560</td>
</tr>
<tr>
<td>R@10</td>
<td>0.0611</td>
<td>0.0620</td>
<td>0.0668</td>
<td>0.0698</td>
</tr>
</tbody>
</table>

Last.fm dataset, LDSD and mLSD\(D') have similar performance in terms of all evaluation metrics. Both mLSD\(D')_\beta and mLSD\(D')_\gamma, which incorporate the number of linked resources via a link, outperform LDSD and mLSD\(D') significantly. For example, the recommendation performance was improved by 37.7%, 78.7%, and 79.5% in terms of MRR, nDCG@1 (P@1), and R@1, respectively. Another observation is that the semantic distance measure using a global normalization strategy (mLSD\(D')_\gamma) performs significantly better than the one using a local normalization strategy (mLSD\(D')_\beta).

The results indicate that incorporating the number of linked resources and adopting different normalization strategies such as local normalizations by considering both resources (mLSD\(D')_\beta), and the global normalizations of paths (mLSD\(D')_\gamma) can improve the performance of the recommender system. In addition, the best performance achieved by mLSD\(D')_\gamma indicates that the global normalizations of paths between entities represent the importance of paths better than local ones.
5.6 Study of Linked Data Sparsity Problem

During the experiment mentioned in the previous section using the Last.fm dataset, we found that some of the random samples with less incoming/outgoing links yielded poor recommendation performance. For instance, the nDCG@10 of recommendations for dbr:Jasmin_Thompson is 0.46, which is one of the random samples that has 42 outgoing links and 3 incoming links. In contrast, the nDCG@10 of recommendations for dbr:Dead_Kennedys is 0.9, which has 117 outgoing links and 119 incoming links.

This observation motivates us to investigate whether the performance of the LOD-enabled recommender system based on semantic similarity/distance measures suffers from “Linked Data sparsity”. Here, the Linked Data sparsity problem means that the performance of the recommender system based on semantic similarity measures decreases when entities lack information (i.e., when they have a lesser number of incoming/outgoing relationships to other entities). In this regard, the null hypothesis to test can be defined as below:

\[ H_0 : \text{The number (log scale) of incoming/outgoing links for entities has no relationship to the performance of a recommender system based on semantic similarity/distance measures.} \]

We use the logarithm of the number, which is denoted as number (log scale), to decrease the variation in numbers. We reject the null hypothesis if the number (log scale) of incoming/outgoing links and the nDCG of recommendations have a strong relationship (Pearson’s correlation > 0.5), otherwise we accept the null hypothesis.

To this end, we additionally selected 10 popular DBpedia entities of type dbo:MusicArtist as samples, and then calculated the nDCG at 1, 5 and 10 in the same way as we did for the 10 randomly selected samples. The assumption here is that the popular samples tend to have more information (i.e., incoming/outgoing links) than random samples. This is because these entities in DBpedia are a reflection of the corresponding concepts/articles in Wikipedia, and usually popular music artists have more information thanks to a higher number of contributors.

First, we intend to see whether the recommendation system performs better on popular samples than on random ones. On top of that, we aim to investigate the correlation by calculating the Pearson’s coefficient between the number (log scale) of incoming/outgoing links for entities and the nDCG of the recommender system.
Figure 5.7 shows the nDCG@N results for random and popular samples. As we can see from the figure, the nDCG results of the recommender system on popular samples are significantly better than the results on random ones. Following this finding, we calculate the correlation between the number (log scale) of incoming/outgoing links for entities and the performance (nDCG) of the recommender system. We report nDCG@10 based on \( mLDSD'_{\gamma} \) here, and similar results can be observed by using other measures.

The result shows the performance of the recommender system has a very strong positive relationship (Figure 5.8, Pearson’s correlation of 0.579) with the total number (log scale) of incoming/outgoing links \((p < 0.01)\). Hence, the null hypothesis is rejected. In other words, the performance of the recommender system decreases for the resources with sparsity (i.e., less incoming/outgoing links). It also indicates that, on the one hand, utilizing Linked Data to build a recommender system can mitigate the traditional sparsity problem (Heitmann and Hayes, 2010) of collaborative recommender systems, but on the other hand, the system can also have a Linked Data sparsity problem for entities in the Linked Data set that the recommender system has adopted.

![Figure 5.7: The recommendation performance in terms of nDCG@N on random samples and popular ones.](image)

### 5.7 Summary

In this chapter, we proposed a semantic similarity/distance measure named \( mLDSD_{\text{sim}} \) for calculating the similarity between two entities in a knowledge graph such as DBpedia. In addition, we proposed different linked data semantic distance measures for \( mLDSD_{\text{sim}} \) (Section 5.4), and evaluated those measures compared to \( Shakti \) and \( LDSD \) (Section 5.5). Results show that using our proposed approach can significantly improve the recommendation performance in terms of all evaluation metrics compared
to using other semantic similarity/distance measures. We found that (1) incorporating the number of entities via indirect paths, and (2) using a global normalization strategy based on the global appearances of paths improve the performance of $mLDSD_{sim}$ significantly in the context of recommender systems. The implementation of $mLDSD_{sim}$ is available from https://github.com/parklize/resim/, which can be used with either a public SPARQL endpoint or the HDT (Fernández et al., 2013) dump of a knowledge graph such as DBpedia or Wikidata (Vrandečić and Krötzsch, 2014).

In Section 5.6, we investigated whether the performance of a LOD-enabled recommender system, which adopts similarity measures for calculating the similarity between items (entities), suffers from the “Linked Data sparsity problem”. The results show that the performance of the recommender system has a very strong positive relationship with the number (log scale) of the total number of incoming/outgoing links ($p < 0.01$) for entities.
Chapter 6

Semantics-Aware Machine Learning Approaches for Item Recommendations

In previous chapters, we have focused on the cold-start problem in recommender systems on OSNs using top-down approaches where collaborative filtering approaches are not working due to the lack of training data. When there is a large amount of explicit feedback (training data) available, collaborative filtering approaches such as matrix factorization have been widely used for learning the latent representations of users and items in order to provide personalized recommendations.

This chapter mainly focuses on collaborative filtering and bottom-up semantics-aware approaches for learning the semantic representations of users and items in latent dimensions for item recommendations based on explicit feedback from users and the background knowledge about those items. For example, given 10 musical artists liked by users on average, how (can) we build a recommendation model based on this explicit feedback with respect to musical artists and the background knowledge about those artists in DBpedia as training dataset (see Figure 6.1). The main contributions of this chapter have been published in Piao and Breslin, 2017a and Piao and Breslin, 2018f.

6.1 Introduction

As discussed in Section 2.4, there has been different types of approaches for consuming background knowledge about items together with explicit feedback for collaborative filtering. Some previous studies compared their
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LODRecSys approaches against well-established collaborative filtering approaches such as kNN and matrix factorization models such as BPRMF (Rendle et al., 2009), and have shown the benefits of consuming background knowledge powered by LOD. On the other hand, matrix factorization models such as BPRMF, which do not exploit LOD-enabled features, have shown competitive performance even compared to some LODRecSys approaches (Musto et al., 2016b; Noia et al., 2016). This has in turn motivated us to investigate factorization models consuming LOD-enabled features.

In this chapter, we propose LODFM which leverages lightweight LOD features with FMs for Linked Open Data-enabled recommender systems. In addition, we study transfer learning between item recommendations and the KG completion task in order to incorporate the incompleteness of a KG. The contributions of this chapter are summarized as follows.

- We investigate lightweight LOD-enabled features (Section 6.2.2), which can be directly obtained via the public DBpedia SPARQL endpoint, for a factorization machine to provide the top-N recommendations. Therefore, there is no need to construct a graph which combines user-item interactions (e.g., likes, dislikes) and background knowledge about items. In addition, we investigate to what extent different sets of these features contribute to factorization machines in terms of recommendation performance.

- In Section 6.2.5, we comprehensively evaluate our approach by comparing it to other approaches such as PopRank, kNN, BPRMF, and a state-of-the-art LODRecSys approach SPRank (Noia et al., 2016) in...
terms of five different evaluation metrics.

- We study knowledge transfer between two tasks: (1) item recommendations, and (2) KG completion for the specific domain of items, via a co-factorization model (CoFM). This transfer learning model incorporates the incompleteness of a KG for item recommendations, and incorporates the knowledge from item recommendations for completing the KG (Section 6.3.1).

- In Section 6.4, we evaluate CoFM with three baselines for each task, and show that incorporating the incompleteness of a KG outperforms the baselines significantly. In addition, we show that exploiting the knowledge from item recommendations improves the performance of KG completion with respect to the domain of items, which has not been studied in previous studies.

### 6.2 Factorization Machines Leveraging Lightweight LOD-enabled Features

In this section, we first briefly introduce factorization machines (FMs) (Rendle, 2010) and the optimization criteria we used in this study (Section 6.2.1). Next, we will describe our features from user-item interactions as well as background knowledge from DBpedia (Section 6.2.2). Sections 6.2.3 and 6.2.4 describe datasets for our experiments and baselines for comparison, respectively. Finally, we discuss the experimental results in Section 6.2.5.

#### 6.2.1 Proposed Approach

Factorization machines, which can mimic other well known factorization models such as matrix factorization, SVD++ (Koren, 2009), have been widely used for collaborative filtering tasks (Rendle, 2012). FMs are able to incorporate the high-prediction accuracy of factorization models and flexible feature engineering. An important advantage of FMs is the model equation:

$$\hat{y}_{FM}(x) = w_0 + \sum_{i=1}^{p} w_i x_i + \sum_{i=1}^{p} \sum_{j=i+1}^{p} \langle v_i, v_j \rangle x_i x_j$$

where $w_0 \in \mathbb{R}$ denotes a bias term, $x \in \mathbb{R}^p$ and $w \in \mathbb{R}^p$ denote input variables and their corresponding weights, and $v_i \in \mathbb{R}^m$ denotes the latent factors of $i$-th variable. The first part of the FM model captures the interactions of each input variable $x_i$, while the second part of it models all pairwise
interactions of input variables $x_i, x_j$. Each variable $x_i$ has a latent factor $v_i$, which is an $m$-dimensional vector that allows FMs to work well even in highly sparse data. In order to learn the parameters such as latent factors with respect to users and items in FMs, we have to define an optimization function with respect to the training dataset.

Optimization. In this work, we use a widely used pairwise optimization approach - Bayesian Personalized Ranking (BPR). The loss function was proposed by Rendle et al., 2009.

$$l(x_1, x_2) = \sum_{x_1 \in C^+_u} \sum_{x_2 \in C^-_u} (-\log[\delta(\hat{y}^{FM}(x_1) - \hat{y}^{FM}(x_2))])$$  \hspace{1cm} (6.2)

where $\delta$ is a sigmoid function: $\delta(x) = \frac{1}{1+e^{-x}}$, and $C^+_u$ and $C^-_u$ denote the set of positive and negative feedback items respectively. $\hat{y}^{FM}$ is the predicted score for a given item. L2-regularization is used for the loss function. In detail, a positive training instance consists of a user and an item which the user liked in the training dataset. A negative instance for the user consists of the user and a randomly chosen item which is not in the list of items the user liked before in the training set. The intuition behind BPR is that a liked item for a user should be ranked higher (with a higher score) compared to a random one in the list of items with which the user has not interacted.

Learning. We use the well-known stochastic gradient descent (SGD) algorithm to learn the parameters in our model. To avoid overfitting on the training dataset, we adopt an early stopping strategy as follows.

1. Split the dataset into training and validation sets.
2. Measure the current loss on the validation set at the end of each epoch.
3. Stop and remember the epoch if the loss has increased.
4. Re-train the model using the whole dataset.

6.2.2 LOD-enabled Features

Figure 6.2 presents an overview of features for our FM. The details of each set of features are described below.

User and item index. The first two sets of features indicate the indexes of the user and item in a training example. A feature value equals 1 for the corresponding user/item index. For example, $val(U_i) = 1$ and $val(I_j) = 1$ denote an example about the $i$-th user and $j$-th item.
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Predicate-Object list (PO). This set of features denotes all predicate-objects of an item \(i\) when \(i\) is a subject in RDF triples. This set of features can be obtained easily via the DBpedia SPARQL endpoint by using a SPARQL query as shown below.

```
PREFIX dbo: <http://dbpedia.org/ontology/>
PREFIX dct: <http://purl.org/dc/terms/>

SELECT DISTINCT ?p ?o WHERE {
  { <itemURI> ?p ?o .
    FILTER REGEX (STR(?p), '^http://dbpedia.org/ontology') .
    FILTER (STR(?p) NOT IN (dbo: wikiPageRedirects ,
                               dbo: wikiPageExternalLink)) .
    FILTER ISURI (?o) }
  UNION { <itemURI> ?p ?o .
    FILTER (STR(?p) IN (dct: subject)) } }
```

Listing 6.1: SPARQL for extracting PO features.

An intuitive way of giving feature values for a PO might be to assign 1 for all predicate-objects of an item \(i\) (PO\(_i\)). However, it can be biased as some entities in DBpedia have a great number of predicate-objects while others do not. Therefore, we normalize the feature values of PO\(_i\) based on the size of PO\(_i\) so that all the feature values of PO\(_i\) sum up to 1. Formally, the feature value of the \(j\)-th predicate-object for an item \(i\) is measured as \(val(\text{PO}_i(j)) = \frac{1}{|\text{PO}_i|}\). Take the graph in Figure 6.3 as an example, as we have two predicate-objects for the movie dbp:The_Godfather, where each predicate-object of the movie will have a feature value of 0.5 (see Figure 6.4).

Subject-Predicate list (SP). Similar to the PO, we can obtain incoming background knowledge about an item \(i\) where \(i\) is an object in RDF triples. This
set of features can be obtained by using a SPARQL query as shown in Listing 6.2.

```
PREFIX dbo:<http://dbpedia.org/ontology/>

FILTER (STR(?p) NOT IN ( dbo:wikiPageWikiLink ,
dbo:wikiPageRedirects,
dbo:wikiPageExternalLink,
dbo:wikiPageDisambiguates ) )
```

Listing 6.2: SPARQL for extracting SP features.

In the same way as we normalized feature values of POi for an item i, we normalize the feature values of SPI based on the size of SPI so that all the feature values of SPI sum up to 1. The feature value of the j-th SPI for an item i is measured as \( \text{val}(\text{SPI}(j)) = \frac{1}{|\text{SPI}|} \).

PageRank score (PR). PageRank (Page et al., 1999) is a popular algorithm with the purpose of measuring the relative importance of a node in a graph. In order to capture the importance of an entity in Wikipedia/DBpedia, Thalhammer and Rettinger, 2016 proposed providing PageRank scores of all DBpedia entities, which are based on links using dbo:wikiPageWikiLink(s) among entities. A PageRank score of an item (entity) can be a good indicator of the importance of an entity for recommendations in our case. The PageRank score of a DBpedia entity can be obtained by using the SPARQL query...
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as shown in Listing 6.3.

```
PREFIX rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX dbo:<http://dbpedia.org/ontology/>
PREFIX vrank:<http://purl.org/voc/vrank#>

SELECT ?score FROM <http://dbpedia.org>
FROM <http://people.aifb.kit.edu/ath/#DBpedia_PageRank>
WHERE
  { <itemURI> vrank:hasRank/vrank:rankValue ?score . }
```

LISTING 6.3: SPARQL for extracting PR features.

The scale of PageRank scores is different from other feature values, which can delay the convergence of learning parameters for our model. In this regard, we normalize the PageRank scores by their maximum value.

\[
val(PR_i) = \frac{PageRank_i}{\max_{j \in I}(PageRank_j)}
\] (6.3)

where \(PageRank_i\) denotes the original PageRank score of \(i\) which is obtained from the SPARQL endpoint, and \(\max_{j \in I}(PageRank_j)\) denotes the maximum PageRank score of all items.

6.2.3 Datasets

We used two datasets for our experiments; one is the Facebook dataset introduced in Section 5.5.1, which consists of 52,072 users and 21 liked items on average in the music domain, and the other is the same mapped Movielens dataset used in Noia et al., 2016. The mapped Movielens dataset was originally derived from the Movielens dataset\(^1\), which consists of users and their ratings about movie items. To facilitate LODRecSys, each of the items in this dataset has been mapped into DBpedia entities if there is a mapping available\(^2\).

In the same way as Noia et al., 2016, we consider ratings higher than 3 as positive feedback and others as negative ones. Table 6.1 shows details about the dataset. The dataset consists of 3,997 users and 3,082 items with 827,042 ratings where 56% of them are positive ratings. For both datasets, we split each one into training (80%) and test (20%) sets for our experiment.

\(^1\)https://grouplens.org/datasets/movielens/1m/
\(^2\)http://sisinflab.poliba.it/semanticweb/loid/recsys/datasets/
Table 6.1: Movielens dataset statistics

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td># of users</td>
<td>3,997</td>
</tr>
<tr>
<td># of items</td>
<td>3,082</td>
</tr>
<tr>
<td># of ratings</td>
<td>827,042</td>
</tr>
<tr>
<td>avg. # of ratings</td>
<td>206</td>
</tr>
<tr>
<td>sparsity</td>
<td>93.27%</td>
</tr>
<tr>
<td>% of positive ratings</td>
<td>56%</td>
</tr>
</tbody>
</table>

6.2.4 Compared Methods

We use four approaches including a baseline PopRank and other methods which have been frequently used in the literature (Musto et al., 2016b; Noia et al., 2016) to evaluate our proposed method.

- **PopRank**: This is a non-personalized baseline approach which recommends items based on the popularity of each item.

- **kNN-item** (kNN): This is a collaborative filtering approach based on the k most similar items. We use a MyMedialite (Gantner et al., 2011) implementation for this baseline where \( k = 80 \).

- **BPRMF** (Rendle et al., 2009): This is a matrix factorization approach for learning latent factors for users and items. We use a MyMedialite implementation for this baseline where the dimensionality of the factorization \( m = 200 \).

- **SPRank** (Noia et al., 2016): This is a learning-to-rank approach for LO-DRSs based on semantic paths extracted from a graph including user-item interactions (e.g., likes, dislikes, etc.) as well as the background knowledge obtained from DBpedia. In detail, semantic paths are sequences of predicates including likes and dislikes based on user-item interactions. For example, given the graph information \( \text{user1} \xrightarrow{\text{likes}} \text{item1} \xrightarrow{\text{p1}} \text{item2} \), a semantic path (likes, p1) can be extracted from user1 to item2.

The difference between SPRank (Noia et al., 2016) and our approach in terms of features is that the authors considered predicate-objects for each item, including the predicate dbo:wikiPageWikiLink which cannot be queried via the DBpedia Endpoint, but requires setting up a local endpoint using a DBpedia dump. In contrast, we only consider sets of LOD-enabled features which can be obtained from a public DBpedia Endpoint. We use LMART (Wu et al., 2010) as the learning algorithm for SPRank as this approach overall provides the best performance compared to other learning-to-rank algorithms in
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(Noia et al., 2016). We used the author’s implementation\(^3\) which has been optimized for nDCG@10.

SPRank requires ratings or binary response (e.g., likes or dislikes) for items in order to construct a ranked list to run the learning-to-rank algorithms. As the Facebook dataset only contains a set of liked items for each user, we randomly selected \(x\) items that a user \(u\) has not interacted with, where \(x\) is the size of liked items of \(u\). The intuition is similar to BPR, i.e., an item liked by a user should be ranked higher than a random item which is not in the set of items that the user liked.

6.2.5 Results

In this section, we first compare our approach to the aforementioned methods in terms of four evaluation metrics introduced in Section 5.3.1: MRR, nDCG@N, P@N, and R@N. We denote our approach as LODFM, and the results of LODFM are based on best tuned parameters, i.e., \(m = 200\) using PO and PR as LOD-enabled features. We then discuss self comparison by using different sets of features, as well as a different dimensionality \(m\) for factorization.

Comparison with baselines. The results of comparing our proposed approach with the baselines on the Facebook and Movielens datasets are presented in Table 6.2 and 6.3, respectively. We observe similar trends on both datasets. The baseline method PopRank does not perform well compared to other approaches, and BPRMF provides the best performance among the methods compared. Overall, LODFM provides the best performance in terms of all evaluation metrics. In line with the results from Noia et al., 2016, SPRank does not perform as well on the Movielens dataset compared to other collaborative filtering approaches such as kNN and BPRMF. Similar results can be observed on the Facebook dataset.

On the Facebook dataset, we observe that LODFM significantly outperforms SPRank as well as other baseline methods. For example, a significant improvement of LODFM over BPRMF in MRR (+1.8%) can be observed. On the Movielens dataset, kNN is the best performing method among the baseline methods in terms of P@5 and P@10 while BPRMF is the best performing baseline in terms of other evaluation metrics on the Movielens dataset. A significant improvement of LODFM over BPRMF in MRR (+5.3%), nDCG@10 (+4.6%), P@10 (+12.9%) and R@10 (+8%) can be noticed. These results indicate that LOD-enabled features are able to improve the recommendation performance for factorization models.

\(^3\)https://github.com/sisinflab/lodreclib
Table 6.2: Recommendation performance compared to baselines in terms of five different evaluation metrics on the Facebook dataset. The best performing strategy is in bold.

<table>
<thead>
<tr>
<th></th>
<th>PopRank</th>
<th>kNN</th>
<th>BPRMF</th>
<th>SRank</th>
<th>LODFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.1253</td>
<td>0.2025</td>
<td>0.2132</td>
<td>0.0839</td>
<td><strong>0.2171</strong></td>
</tr>
<tr>
<td>nDCG@1</td>
<td>0.0488</td>
<td>0.0883</td>
<td>0.0936</td>
<td>0.0294</td>
<td><strong>0.0942</strong></td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.0973</td>
<td>0.1609</td>
<td>0.1681</td>
<td>0.0662</td>
<td><strong>0.1689</strong></td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.1332</td>
<td>0.2184</td>
<td>0.2285</td>
<td>0.0912</td>
<td><strong>0.2312</strong></td>
</tr>
<tr>
<td>P@1</td>
<td>0.0488</td>
<td>0.0883</td>
<td>0.0936</td>
<td>0.0294</td>
<td><strong>0.0942</strong></td>
</tr>
<tr>
<td>P@5</td>
<td>0.0401</td>
<td>0.0713</td>
<td>0.0768</td>
<td>0.0248</td>
<td><strong>0.0777</strong></td>
</tr>
<tr>
<td>P@10</td>
<td>0.0343</td>
<td>0.0605</td>
<td>0.0653</td>
<td>0.0214</td>
<td><strong>0.0667</strong></td>
</tr>
<tr>
<td>R@1</td>
<td>0.0121</td>
<td>0.0222</td>
<td>0.0235</td>
<td>0.0073</td>
<td><strong>0.0237</strong></td>
</tr>
<tr>
<td>R@5</td>
<td>0.0492</td>
<td>0.0891</td>
<td>0.0954</td>
<td>0.0306</td>
<td><strong>0.0969</strong></td>
</tr>
<tr>
<td>R@10</td>
<td>0.0841</td>
<td>0.1501</td>
<td>0.1612</td>
<td>0.0525</td>
<td><strong>0.1650</strong></td>
</tr>
</tbody>
</table>

Compared to kNN, LODFM improves the performance by 8.2% and 2.4% in terms of P@5 and P@10, respectively. It is also interesting to observe that factorization models such as BPRMF and LODFM have much better

Table 6.3: Recommendation performance compared to baselines in terms of five different evaluation metrics on the Movielens dataset. The best performing strategy is in bold.

<table>
<thead>
<tr>
<th></th>
<th>PopRank</th>
<th>kNN</th>
<th>BPRMF</th>
<th>SRank</th>
<th>LODFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.4080</td>
<td>0.5756</td>
<td>0.5906</td>
<td>0.3013</td>
<td><strong>0.6218</strong></td>
</tr>
<tr>
<td>nDCG@1</td>
<td>0.2459</td>
<td>0.4086</td>
<td>0.4269</td>
<td>0.1758</td>
<td><strong>0.4685</strong></td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.2809</td>
<td>0.4049</td>
<td>0.4176</td>
<td>0.2195</td>
<td><strong>0.4537</strong></td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.3664</td>
<td>0.4753</td>
<td>0.5000</td>
<td>0.2845</td>
<td><strong>0.5231</strong></td>
</tr>
<tr>
<td>P@1</td>
<td>0.2459</td>
<td>0.4086</td>
<td>0.4269</td>
<td>0.1758</td>
<td><strong>0.4685</strong></td>
</tr>
<tr>
<td>P@5</td>
<td>0.2240</td>
<td>0.3538</td>
<td>0.3393</td>
<td>0.1287</td>
<td><strong>0.3829</strong></td>
</tr>
<tr>
<td>P@10</td>
<td>0.2104</td>
<td>0.3179</td>
<td>0.2883</td>
<td>0.1068</td>
<td><strong>0.3256</strong></td>
</tr>
<tr>
<td>R@1</td>
<td>0.0064</td>
<td>0.0132</td>
<td>0.0258</td>
<td>0.0082</td>
<td><strong>0.0268</strong></td>
</tr>
<tr>
<td>R@5</td>
<td>0.0305</td>
<td>0.0553</td>
<td>0.0977</td>
<td>0.0291</td>
<td><strong>0.1052</strong></td>
</tr>
<tr>
<td>R@10</td>
<td>0.0580</td>
<td>0.0978</td>
<td>0.1602</td>
<td>0.0488</td>
<td><strong>0.1730</strong></td>
</tr>
</tbody>
</table>
performance especially in terms of recall compared to \( kNN \) on the Movielens dataset. For example, \( LODFM \) improves the performance by 103\%, 90\% and 76.9\% in terms of recall when \( N = 1, 5 \) and 10, respectively.

**Analysis of features.** To better understand the contributions of each feature set for recommendations, we discuss the recommendation performance on the Movielens dataset with different sets of features for the FM. Table 6.4 shows the recommendation performance of \( LODFM \) using different features with \( m = 10 \). As the focus here is to compare the performance in terms of different features, we used a fixed value 10 for the dimensionality \( m \) for reducing the experiment time. The two fundamental features - user and item indexes are included by default and omitted from the table for clarity.

<table>
<thead>
<tr>
<th></th>
<th>PO</th>
<th>PO+SP</th>
<th>PO+PR</th>
<th>PO+SP+PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.5769</td>
<td>0.5403</td>
<td><strong>0.5783</strong></td>
<td>0.5561</td>
</tr>
<tr>
<td>nDCG@1</td>
<td>0.4224</td>
<td>0.3788</td>
<td><strong>0.4236</strong></td>
<td>0.3971</td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.4152</td>
<td>0.3861</td>
<td><strong>0.4214</strong></td>
<td>0.3963</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.4904</td>
<td>0.4627</td>
<td><strong>0.4945</strong></td>
<td>0.4743</td>
</tr>
<tr>
<td>P@1</td>
<td>0.4224</td>
<td>0.3788</td>
<td><strong>0.4236</strong></td>
<td>0.3971</td>
</tr>
<tr>
<td>P@5</td>
<td>0.3459</td>
<td>0.3222</td>
<td><strong>0.3479</strong></td>
<td>0.3280</td>
</tr>
<tr>
<td>P@10</td>
<td>0.2973</td>
<td>0.2805</td>
<td><strong>0.2975</strong></td>
<td>0.2860</td>
</tr>
<tr>
<td>R@1</td>
<td>0.0237</td>
<td>0.0210</td>
<td><strong>0.0241</strong></td>
<td>0.0223</td>
</tr>
<tr>
<td>R@5</td>
<td>0.0931</td>
<td>0.0841</td>
<td><strong>0.0934</strong></td>
<td>0.0866</td>
</tr>
<tr>
<td>R@10</td>
<td><strong>0.1558</strong></td>
<td>0.1436</td>
<td>0.1541</td>
<td>0.1476</td>
</tr>
</tbody>
</table>

Overall, using a predicate-object list (PO) and the PageRank score (PR) of items provides the best performance compared to other strategies. As we can see from Table 6.4, PO+PR improves the recommendation performance compared to PO in terms of most of the evaluation metrics. Similar results can be observed by comparing PO+SP+PR against PO+SP, which shows the importance of PageRank scores of items. On the other hand, the performance is decreased by including SP, e.g., PO+SP vs. PO and PO+SP+PR vs. PO+PR. This shows that incoming knowledge about movie items is not helpful in improving recommendation performance in the context of using FMs.
Analysis of dimensionality \( m \) for factorization. The dimensionality of factorization plays an important role in capturing pairwise interactions of input variables when \( m \) is chosen to be large enough (Rendle, 2012). Figure 6.5 illustrates the recommendation performance using different values for the dimensionality of factorization using PO and PR as LOD-enabled features. The results of P@1 are equal to nDCG@1 and therefore omitted from Figure 6.5. As we can see from the figure, the performance consistently increases with higher values of \( m \) until \( m = 200 \) in terms of the five evaluation metrics. For example, the performance is improved by 7.5% in terms of MRR with \( m = 200 \) compared to \( m = 10 \). There is no significant improvement with values higher than 200 for \( m \).

![Figure 6.5: Recommendation performance on the MovieLens dataset based on different values for the dimensionality \( m \) of a FM using PO+PR in terms of different evaluation metrics.](image)

6.3 Transfer Learning for Item Recommendations and Knowledge Graph Completion

In the previous section, we proposed LODFM, which leverages lightweight LOD-enabled features with FMs for LODRecSys. The focus of our approach
in Section 6.2, as well as previous studies leveraging KGs for recommender systems, has been on exploiting LOD-enabled features for different types of machine learning or graph algorithms.

Although previous studies have given some useful insights into leveraging background knowledge about items from KGs for recommender systems, most of these studies have not considered the incompleteness of KGs. A dedicated line of research has focused on the task of KG completion (Franz et al., 2009; Drumond et al., 2012), which can be categorized into two groups of embedding-based approaches. One is using factorization approaches such as tensor factorization (Bordes et al., 2013; Drumond et al., 2012; Nickel et al., 2016; Nickel et al., 2012), and the other is using neural network models (Guo et al., 2015; Wang et al., 2014; Ji et al., 2016).

Indeed, most KGs use the `Open World Assumption`, i.e., it is not necessarily false if a KG does not contain a certain piece of information. The piece of information may be true but is missing from the KG. For example, the piece of information with dotted lines in Figure 6.6 shows that the category `dbc:`Horror_films is missing for the entity `dbr:Bled_White_(2011_film)` in DBpedia, which is important information in the context of recommending movies.

![Figure 6.6: Pieces of information about the movie dbr:Bled_White_(2011_film) from DBpedia. The piece of information with dotted lines denotes missing information from the knowledge graph.](image)

In this section, we leverage a co-factorization model to investigate transfer learning (Pan and Yang, 2010) between these two tasks: (1) item recommendations, and (2) KG completion with respect to the domain of items. Here, `transfer learning` denotes using one task as a “source” task and the other as a “target” task.

---

4 The prefix `dbc` denotes `http://dbpedia.org/resource/Category`
First, with item recommendations as the target task and KG completion as the source task, we are interested in whether incorporating the incompleteness of a KG performs better when compared to LODFM which exploits existing knowledge from the KG, and outperforms other baselines. Secondly, we aim to investigate whether knowledge from item recommendations can be transferred to KG completion and improves the performance when KG completion is the target task.

6.3.1 Learning with a Co-Factorization Model

We begin by formulating the two tasks - (1) item recommendations, and (2) KG completion, and then describe state-of-the-art approaches for each task. Finally, we present a co-factorization model (CoFM) for transfer learning between these two tasks.

- **Item recommendations**: Given user-item interaction histories, i.e., likes or dislikes about items (we consider binary interactions in this study), our goal is to provide the top-N item recommendations for a target user.

- **KG completion**: This task can be formulated into a top-N recommendations task as well, in the same way as previous studies (Drumond et al., 2012; Ji et al., 2016). Here we are interested in a domain-specific KG, which consists of item-related triples where items are subjects in this domain-specific KG. For a given (subject, predicate) pair, the task is providing the top-N object recommendations from a set of candidate objects. Candidate objects are all objects in the range of a given predicate defined in the DBpedia ontology. For instance, given the predicate `dbo:starring`, the candidate objects consist of all entities with the type `dbo:Actor`, which is the range of the predicate\(^5\).

Factorization machines for item recommendations

The first task is to provide the top-N item recommendations based on the history of user-item interactions. We use FMs (Equation 6.1) for item recommendations, and focus on a binary response \(y_{d_{ui}}\) (e.g., a user \(u\) likes or dislikes an item \(i\)) for each item in this study. Let \(\beta_0\) denote the bias, \(\beta_i\) denote the weights of features with respect to \(i\), and \(\theta_i\) denote a list of latent factors for \(i\), which can be learned through FMs with the training dataset. In addition, \(x_{d_{ui}}\) denotes a list of explicit features in a training example \(d_{ui}\). The simplest case for \(x_{d_{ui}}\) is that it consists of one categorical feature to denote a user \(u\), and the other categorical feature to denote an item \(i\). Following

\(^5\text{http://dbpedia.org/ontology/starring}\)
the definition of the FM model in the previous section (Algorithm 6.1), we can estimate the preference score of an item $i$ based on $x_{di}$, $\beta$ and $\Theta$ as $f(s_{di}|x_{di}, \beta, \Theta)$, where

$$s_{di} = \beta_0 + \beta_u + \beta_i + <\theta_u, \theta_i>$$ \hfill (6.4)

As discussed in the previous section, the task of recommending the top-N items can be formalized as optimizing the BPR (Rendle et al., 2009) loss as follows:

$$\ell(a_1, a_2) = \sum_{a_1 \in D_{ui}^+} \sum_{a_2 \in D_{ui}^-} - \log[\delta(s_{a_1} - s_{a_2})]$$ \hfill (6.5)

where $\delta$ is a sigmoid function: $\delta(x) = \frac{1}{1+e^{-x}}$, and $D_{ui}^+$ and $D_{ui}^-$ denote the set of positive and negative training instances, respectively. In fact, the FM using BPR for optimization with users and items as features is exactly a biased BPRMF (Rendle et al., 2009), which has been shown in the previous study (Rendle, 2012).

Translating embeddings for KG completion

The second task is the KG completion with respect to the domain of items, which can be formulated as object recommendations given a subject and predicate pair (Drumond et al., 2012). We use a translation-based embedding model, TransE (Bordes et al., 2013), for the second task. TransE is one of the most popular approaches for KG completion due to its effectiveness despite its simplicity.

The intuition behind this model is to learn latent factors for subjects, predicates, and objects, in order to satisfy $\phi_s + \phi_p \approx \phi_o$ when $(s, p, o)$ is a valid triple in the KG. In other words, for a valid triple $(s, p, o)$, we want to make the embedding of $o$ ($\phi_o$) be the nearest neighbor of $\phi_s + \phi_p$ where the distance is measured by a dissimilarity function $d(\phi_s + \phi_p, \phi_o)$ such as $L_2$-norm. Therefore, the distance score of a candidate $o$ for given $(s, p)$ can be measured as follows when $L_2$-norm is used as the dissimilarity function:

$$s'_{d_{s,p}} = \sqrt{\sum_{j=1}^{m}(\phi_{s_j} + \phi_{p_j} - \phi_{o_j})^2}$$ \hfill (6.6)

where $m$ denotes the dimensionality of the factorization/embedding for $s$, $p$, and $o$. Here we use $L_2$-norm as our dissimilarity function in the same way as the original study (Bordes et al., 2013). Afterwards, the candidate set of
objects can be ranked by their distance scores, where an object with a higher score should be ranked lower. The loss to be optimized in TransE can be defined as below in our settings (Bordes et al., 2013):

\[
\ell(b_1, b_2) = \sum_{b_1 \in D_{spo}^+} \sum_{b_2 \in D_{spo}^-} [\gamma + s'_b_1 - s'_b_2]_+
\]

where \(D_{spo}^+ \) and \(D_{spo}^-\) denote the set of positive and negative training instances, respectively. Here, a positive instance denotes a valid triple \((s, p, o)\), which can be found in the training set, and a negative instance consists of \(s, p\), and a randomly chosen object \(o^-\) which does not exist in the training set. \([x]_+ = 0 \text{ for } x < 0, \text{ and } x \text{ otherwise, and } \gamma \) is a margin hyperparameter. In the same way as Bordes et al., 2013, we set \(\gamma \) to 1.0, and use \(L_2\)-norm as our dissimilarity function.

### Transfer Learning via a Co-Factorization Model for the Two Tasks

As we can see from Equation 6.4 and 6.6, we have two related representations for the latent factors of an item \(i\) in the item recommendation task (or subject \(s\) in the KG completion task), i.e., \(\theta_i\) and \(\phi_s\), in the context of the two different tasks. In this work, we investigate two strategies for modeling the relationship between the two representations of items/subjects for transfer learning between the two tasks. For the sake of simplicity, we consider simple cases of \(x_{du_i}\), i.e., two categorical features (to denote \(u\) and \(i\)) for \(x_{du_i}\).

#### Shared latent space (CoFM\(_A\)).

A straightforward approach to model the relationship between two representations for the latent factors of an item/subject in the two tasks is to assume that their latent factors are exactly the same, i.e., \(\theta_i = \phi_s = \rho_{is}\), where \(\rho_{is}\) is the same latent factor for both. Given this assumption, the preference score functions (Equation 6.4 and 6.6) for the aforementioned two tasks can then be re-written as:

\[
s_{du_i} = \beta_0 + \beta_u + \beta_i + <\theta_u, \rho_{is}>, s'_{dspo} = \sqrt{\sum_{j=1}^{m} (\rho_{is} + \phi_{pj} - \phi_{oj})^2}
\]

This approach is based on a strong assumption that an item and a subject from the two different tasks have the same latent representation.

#### Via latent space regularization (CoFM\(_R\)).

An alternative approach to work with the two latent representations of an item/subject is regularizing these representations to make them not reside too far away from each other. Therefore,
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compared to the assumption in \( CoFM_A \) that the two item/subject representations in the two different tasks are exactly the same, \( CoFM_R \) allows the two representations to be different. However, the loss will be increased if the difference between the two representations is huge. We incorporate this intuition into the model by imposing the following regularization:

\[
\lambda_{\phi, \theta} \| \phi_s - \theta_i \|_F^2
\]  

(6.9)

where \( \lambda_{\phi, \theta} \) is a regularization parameter.

Another issue for transfer learning between the two tasks is the different output scales of the two loss functions: Equation 6.5 and 6.7. Hence, we modify the loss function of the KG completion task (Equation 6.7) as follows in order to make both loss functions in the two tasks have the same scale.

\[
\ell(b_1, b_2) = \sum_{b_1 \in D_T^{spo}} \sum_{b_2 \in D_S^{spo}} -\log [\delta(\gamma + s'_b - s'_b)]_+
\]  

(6.10)

Summary. Putting everything together, our co-factorization model in the view of transfer learning can be formulated as follows:

\[
\text{Opt}(\text{CoFM}) : \text{Opt}(T) + \epsilon \times \text{Opt}(S),
\]  

(6.11)

\[
\text{Opt}(T) = \arg \min_{d_T \in D_T} \ell_T(\cdot), \quad \text{Opt}(S) = \arg \min_{d_S' \in D_S'} \ell_S(\cdot)
\]  

(6.12)

where \( \epsilon \) is a transfer (auxiliary) parameter to denote the importance of the knowledge transfer from the source task (\( S \)) to the target task (\( T \)). Let \( D_T \) and \( D_S \) denote the original training instances in the target and source tasks, respectively. \( D_S' \) is a set of training instances that is randomly sampled from \( D_S \) in order to match the size of \( D_T \), i.e., \( |D_T| = |D_S'| \). For each instance \( d_T \in D_T \), we choose an instance \( d_S' \) randomly with a replacement from \( D_S \) where the item in \( d_T \) is the same as the subject in \( d_S' \), i.e., \( d_T(i) = d_S'(s) \). With the same size for both \( T \) and \( S \), we then use the SGD to learn the parameters in the CoFM.

An overview of the algorithm to optimize Equation 6.11 using SGD is presented in Algorithm 3 when the target task is item recommendations. Our approach can be seen as a transfer learning (Pan and Yang, 2010) model as we are transferring knowledge between two different but related tasks in the same domain. It is worth noting that, in contrast to multi-task learning which aims to learn both tasks simultaneously, transfer learning aims to achieve the best performance for \( T \) with the transferred knowledge from \( S \).
Algorithm 3: Main elements of the algorithm to optimize Eq. 6.11 using SGD when the target task $T$ is item recommendations.

**input:** training datasets $D_{ui}$ and $D_{spo}'$ with the same size of $|D|$, initialized parameters for CoFM

**output:** learned parameters for CoFM

1. repeat
   2. for $d_{ui}$ in $D_{ui}$ do
      3. Optimize Opt(T) for $\theta_u, \theta_i, \beta$
      4. perform SGD for BPR loss function in terms of $d_{ui}$
      5. Select $d_{spo}'$ in $D_{spo}'$ where $d_{spo}'(s) = d_{ui}(i)$
      6. Optimize Opt(S) for $\phi_s, \phi_p, \phi_o$
      7. perform SGD for BPR loss function in terms of $d_{spo}'$
   8. until converged;

6.3.2 Datasets

We use two datasets in the movie and book domains, which have been widely used in previous studies with respect to LODRecSys (Noia et al., 2016; Piao and Breslin, 2017a; Musto et al., 2016b).

- **Movielens dataset** (Noia et al., 2016). This dataset is the one used in the previous section. It consists of users and their ratings about movies, and each of the items in this dataset has been mapped to a DBpedia entity if there is a mapping available. In the same way as previous studies (Noia et al., 2016; Piao and Breslin, 2017a), we consider ratings higher than 3 as positive feedback and others as negative ones.

- **DBbook dataset.** The dataset\(^6\) consists of users and their binary feedback (1 for likes, and 0 otherwise), where the items have been mapped to DBpedia entities if there is a mapping available.

Table 6.5 shows the main details of user-item interactions and RDF triples associated with items in the two datasets. There are 3,997 users and 3,082 items with 827,042 ratings in the Movielens dataset. The DBbook dataset consists of 6,181 users and 6,733 items with 72,372 interactions. The sparsity of the DBbook dataset (99.38%) is higher than that of the Movielens dataset (93.27%). For item recommendations, we use 80% and 20% of each dataset for training and test sets. 20% of the training set was used for tuning hyperparameters, and a model was re-trained using the whole training set later. In addition, all of the items were considered as candidate items.

\(^6\)http://challenges.2014.eswc-conferences.org
### Table 6.5: Statistics of Movielens and DBbook datasets.

<table>
<thead>
<tr>
<th></th>
<th>Movielens</th>
<th>DBbook</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>statistics of</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>user-item</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of users</td>
<td>3,997</td>
<td>6,181</td>
</tr>
<tr>
<td># of items</td>
<td>3,082</td>
<td>6,733</td>
</tr>
<tr>
<td># of ratings</td>
<td>827,042</td>
<td>72,372</td>
</tr>
<tr>
<td>avg. # of ratings</td>
<td>206</td>
<td>12</td>
</tr>
<tr>
<td>sparsity</td>
<td>93.27%</td>
<td>99.38%</td>
</tr>
<tr>
<td>% of positive ratings</td>
<td>56%</td>
<td>45.85%</td>
</tr>
<tr>
<td><strong>statistics of</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RDF triples</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td># of subjects</td>
<td>2,952 (3,082)</td>
<td>6,211 (6,733)</td>
</tr>
<tr>
<td># of predicates</td>
<td>21</td>
<td>36</td>
</tr>
<tr>
<td># of objects</td>
<td>18,550</td>
<td>16,476</td>
</tr>
<tr>
<td># of triples</td>
<td>81,835</td>
<td>72,911</td>
</tr>
</tbody>
</table>

for recommendations in the same way as in Noia et al., 2016 instead of considering only “rated test-one” evaluation.

The second part of Table 6.5 shows the details of extracted triples for items/subjects in the two datasets from the DBpedia SPARQL endpoint. In the Movielens dataset, 2,952 out of 3,082 (95.8%) items have at least one triple. There are 21 distinct predicates and 18,550 objects in the Movielens dataset, which results in 81,835 triples in total. In the case of the DBbook dataset, 6,211 out of 6,733 (92.2%) items have at least one triple. There are 36 distinct predicates and 16,476 objects in the DBbook dataset, which results in 72,911 triples in total. For KG completion with respect to the domain of items, we adopt the same splitting strategy as Drumond et al., 2012 for constructing training and test sets. We randomly choose a subject and predicate pair \((s, p)\) for a given \(s\), and then use all triples containing the pair to construct the test set. The other triples with the same subject were put into the training set.

We repeated five times by sampling new training and test sets for the two tasks using the aforementioned strategies, and applied different methods to them. The results in Section 6.4 are based on the averages over five runs.

#### 6.3.3 Compared methods

We use \(\text{CoFM}_A\) to denote the CoFM method which shares latent space with the assumption that two latent factors of an item/subject in the two tasks are exactly the same, and use \(\text{CoFM}_R\) to denote the CoFM method which uses
regularization for modeling the relationship between the two latent factors of an item/subject in the two tasks.

Parameter settings of CoFM. The transfer (auxiliary) parameter $\epsilon$ was determined by a separate validation set randomly retrieved from 20% of the training set for the first run in terms of the loss on the target task in each dataset. According to the results, $\epsilon$ was set to 0.05 for the Movielens dataset when either KG completion or item recommendations is the target task. For the DBbook dataset, $\epsilon$ was set to 0.05 and 1.0 when KG completion and item recommendations is the target task, respectively. In addition, we set the same value for all regularization parameters in our approach for the sake of simplicity. $\lambda = 0.01$ when item recommendations is the target task, and $\lambda = 0.001$ when KG completion is the target one. The dimensionality value $m$ was set to 64, which is the same as in Drumond et al., 2012, for all factorization-based approaches.

We compare CoFM against the following methods for item recommendations.

- **kNN-item (kNN):** kNN-item is an item-based $k$-nearest neighbors algorithm. We use a MyMedialite implementation for this baseline where $k = 80$.

- **BPRMF** (Rendle et al., 2009): BPRMF is a matrix factorization approach for learning latent factors with respect to users and items, optimized for BPR. BPRMF can be seen as the model for item recommendations in CoFM, which is a FM model without transferring knowledge from the KG completion task.

- **LODFM** (Piao and Breslin, 2017a): This is the approach we presented in the previous section. LODFM exploits lightweight KG-enabled features about items from DBpedia, which can be obtained directly from its SPARQL endpoint.

For the KG completion task, we compare CoFM against the following methods:

- **MFPP:** Most Frequent Per Predicate (MFPP) is a baseline method which recommends the objects that co-occur most frequently with the predicate $p$ given a subject $s$ and predicate pair $(s, p)$.

- **PITF** (Rendle and Schmidt-Thieme, 2010): This model has been proposed in Rendle and Schmidt-Thieme, 2010 for tag recommendations. In Drumond et al., 2012, the authors applied a PITF model optimized for the BPR criterion, which captures the interactions among subjects,

7http://www.mymedialite.net/
predicates, and objects of RDF triples. We re-implement this approach under the framework of FMs.

- **TransE** (Bordes et al., 2013): This is a translation-based approach which models relationships by interpreting them as translations operating on the entity embeddings. We re-implemented this approach based on the parameters from Bordes et al., 2013. As one might expect, TransE can be seen as the model for the KG completion task in CoFM without transferring knowledge from item recommendations.

### 6.4 Results

Table 6.6 and 6.7 show the results of comparing CoFM with the aforementioned methods in each task on the Movielens and DBbook datasets. Overall, CoFM provides the best performance compared to other approaches in terms of item recommendations as well as KG completion in both datasets.

As we can see from Table 6.6, CoFM\(_R\) provides the best performance, and improves the recommendation performance significantly \((p < 0.01)\) compared to \(kNN\) and \(BPRMF\) for item recommendations on the Movielens dataset. Similarly, CoFM\(_R\) outperforms baselines such as \(MFPP\) and \(PITF\) significantly for KG completion. In detail, a significant improvement of CoFM\(_R\) over \(PITF\) in MRR (+21%), nDCG@5 (+19.8%), P@5 (+31.2%), and R@5 (+8.2%) can be noticed.

On the DBbook dataset (Table 6.7), CoFM\(_A\) provides the best performance instead of CoFM\(_R\). CoFM\(_A\) outperforms \(kNN\) and \(BPRMF\) significantly for item recommendations, and outperforms \(MFPP\) and \(PITF\) for the KG completion task \((p < 0.01)\). One of the possible explanations for the observation that the best performance is achieved by CoFM\(_R\) for the Movielens dataset and by CoFM\(_A\) for the DBbook one might be due to the different sparsity levels of the two datasets. As we can see from Table 6.5, the DBbook dataset has higher sparsities compared to the Movielens dataset for both tasks. CoFM\(_A\), which can be seen as having strong knowledge transfer with the assumption that item/subject embeddings in the two tasks are the same, may possibly be more useful for this sparse dataset and leads to better performance.

**LODFM vs. CoFM.** We observe that CoFM\(_R\), which incorporates the incompleteness of DBpedia, outperforms LODFM which leverages existing knowledge from DBpedia on the Movielens dataset. A significant difference between the two approaches in terms of all evaluation metrics can be noticed \((p < 0.01)\). On the DBbook dataset, CoFM\(_A\) also consistently outperforms...
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Table 6.6: Results of KG completion and item recommendations on the Movielens dataset. S denotes source task while T denotes target task. The gray cells denote significant improvement over the best-performing baseline.

(A) S: KG completion, T: item recommendations

<table>
<thead>
<tr>
<th></th>
<th>kNN</th>
<th>BPRMF</th>
<th>LODFM</th>
<th>CoFM_A</th>
<th>CoFM_R</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.510</td>
<td>0.594</td>
<td>0.609</td>
<td>0.602</td>
<td>0.622</td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.358</td>
<td>0.425</td>
<td>0.436</td>
<td>0.429</td>
<td>0.445</td>
</tr>
<tr>
<td>P@5</td>
<td>0.291</td>
<td>0.355</td>
<td>0.366</td>
<td>0.360</td>
<td>0.372</td>
</tr>
<tr>
<td>R@5</td>
<td>0.075</td>
<td>0.097</td>
<td>0.100</td>
<td>0.098</td>
<td>0.102</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.440</td>
<td>0.500</td>
<td>0.510</td>
<td>0.504</td>
<td>0.518</td>
</tr>
<tr>
<td>P@10</td>
<td>0.258</td>
<td>0.307</td>
<td>0.314</td>
<td>0.310</td>
<td>0.318</td>
</tr>
<tr>
<td>R@10</td>
<td>0.129</td>
<td>0.161</td>
<td>0.165</td>
<td>0.164</td>
<td>0.170</td>
</tr>
<tr>
<td>nDCG@20</td>
<td>0.583</td>
<td>0.645</td>
<td>0.653</td>
<td>0.648</td>
<td>0.660</td>
</tr>
<tr>
<td>P@20</td>
<td>0.218</td>
<td>0.252</td>
<td>0.257</td>
<td>0.254</td>
<td>0.259</td>
</tr>
<tr>
<td>R@20</td>
<td>0.213</td>
<td>0.257</td>
<td>0.261</td>
<td>0.260</td>
<td>0.265</td>
</tr>
</tbody>
</table>

(B) S: item recommendations, T: KG completion

<table>
<thead>
<tr>
<th></th>
<th>MFPP</th>
<th>PITF</th>
<th>TransE</th>
<th>CoFM_A</th>
<th>CoFM_R</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.183</td>
<td>0.266</td>
<td>0.317</td>
<td>0.302</td>
<td>0.322</td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.149</td>
<td>0.248</td>
<td>0.292</td>
<td>0.279</td>
<td>0.297</td>
</tr>
<tr>
<td>P@5</td>
<td>0.070</td>
<td>0.096</td>
<td>0.123</td>
<td>0.126</td>
<td>0.126</td>
</tr>
<tr>
<td>R@5</td>
<td>0.103</td>
<td>0.230</td>
<td>0.241</td>
<td>0.240</td>
<td>0.249</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.171</td>
<td>0.273</td>
<td>0.311</td>
<td>0.299</td>
<td>0.316</td>
</tr>
<tr>
<td>P@10</td>
<td>0.046</td>
<td>0.064</td>
<td>0.077</td>
<td>0.081</td>
<td>0.079</td>
</tr>
<tr>
<td>R@10</td>
<td>0.149</td>
<td>0.271</td>
<td>0.277</td>
<td>0.280</td>
<td>0.283</td>
</tr>
<tr>
<td>nDCG@20</td>
<td>0.194</td>
<td>0.297</td>
<td>0.331</td>
<td>0.321</td>
<td>0.336</td>
</tr>
<tr>
<td>P@20</td>
<td>0.031</td>
<td>0.042</td>
<td>0.047</td>
<td>0.051</td>
<td>0.048</td>
</tr>
<tr>
<td>R@20</td>
<td>0.199</td>
<td>0.311</td>
<td>0.313</td>
<td>0.318</td>
<td>0.319</td>
</tr>
</tbody>
</table>

LODFM in terms of all evaluation metrics, and specifically in terms of precision, e.g., +8.3% of P@5, +8% of P@10, and +5.6% of P@20 (p < 0.01). The results show that incorporating the incompleteness of the KG improves the performance of item recommendations significantly.

With vs. Without knowledge transfer. We now look at the results of CoFM with and without transferring knowledge between the two tasks. BPRMF and TransE can be seen as the CoFM without transferring knowledge between these tasks. On the Movielens dataset, CoFM_R improves the performance by 2.3%-5.2% compared to BPRMF for item recommendations (p < 0.01). Regarding the KG completion task, CoFM_R outperforms TransE significantly for all evaluation metrics as well. On the DBbook dataset, CoFM_A improves
TABLE 6.7: Results of KG completion and item recommendations on the DBbook dataset. S denotes source task while T denotes target task. The gray cells denote significant improvement over the best-performing baseline.

(A) S: KG completion, T: item recommendations

<table>
<thead>
<tr>
<th></th>
<th>$kNN$</th>
<th>BPRMF</th>
<th>LODFM</th>
<th>$CoFM_A$</th>
<th>$CoFM_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.015</td>
<td>0.115</td>
<td>0.121</td>
<td>0.125</td>
<td>0.100</td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.008</td>
<td>0.105</td>
<td>0.110</td>
<td>0.114</td>
<td>0.091</td>
</tr>
<tr>
<td>P@5</td>
<td>0.003</td>
<td>0.034</td>
<td>0.036</td>
<td>0.039</td>
<td>0.031</td>
</tr>
<tr>
<td>R@5</td>
<td>0.010</td>
<td>0.096</td>
<td>0.101</td>
<td>0.106</td>
<td>0.085</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.014</td>
<td>0.125</td>
<td>0.131</td>
<td>0.134</td>
<td>0.108</td>
</tr>
<tr>
<td>P@10</td>
<td>0.004</td>
<td>0.024</td>
<td>0.025</td>
<td>0.027</td>
<td>0.022</td>
</tr>
<tr>
<td>R@10</td>
<td>0.023</td>
<td>0.135</td>
<td>0.141</td>
<td>0.147</td>
<td>0.116</td>
</tr>
<tr>
<td>nDCG@20</td>
<td>0.022</td>
<td>0.145</td>
<td>0.153</td>
<td>0.156</td>
<td>0.126</td>
</tr>
<tr>
<td>P@20</td>
<td>0.004</td>
<td>0.017</td>
<td>0.018</td>
<td>0.019</td>
<td>0.015</td>
</tr>
<tr>
<td>R@20</td>
<td>0.043</td>
<td>0.187</td>
<td>0.196</td>
<td>0.198</td>
<td>0.138</td>
</tr>
</tbody>
</table>

(B) S: item recommendations, T: KG completion

<table>
<thead>
<tr>
<th></th>
<th>MFPP</th>
<th>PITF</th>
<th>TransE</th>
<th>$CoFM_A$</th>
<th>$CoFM_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR</td>
<td>0.168</td>
<td>0.383</td>
<td>0.408</td>
<td>0.412</td>
<td>0.412</td>
</tr>
<tr>
<td>nDCG@5</td>
<td>0.162</td>
<td>0.372</td>
<td>0.399</td>
<td>0.410</td>
<td>0.400</td>
</tr>
<tr>
<td>P@5</td>
<td>0.048</td>
<td>0.111</td>
<td>0.117</td>
<td>0.119</td>
<td>0.119</td>
</tr>
<tr>
<td>R@5</td>
<td>0.177</td>
<td>0.363</td>
<td>0.377</td>
<td>0.380</td>
<td>0.381</td>
</tr>
<tr>
<td>nDCG@10</td>
<td>0.181</td>
<td>0.389</td>
<td>0.416</td>
<td>0.423</td>
<td>0.416</td>
</tr>
<tr>
<td>P@10</td>
<td>0.031</td>
<td>0.064</td>
<td>0.067</td>
<td>0.068</td>
<td>0.067</td>
</tr>
<tr>
<td>R@10</td>
<td>0.220</td>
<td>0.396</td>
<td>0.406</td>
<td>0.408</td>
<td>0.408</td>
</tr>
<tr>
<td>nDCG@20</td>
<td>0.203</td>
<td>0.404</td>
<td>0.428</td>
<td>0.434</td>
<td>0.430</td>
</tr>
<tr>
<td>P@20</td>
<td>0.021</td>
<td>0.037</td>
<td>0.037</td>
<td>0.038</td>
<td>0.038</td>
</tr>
<tr>
<td>R@20</td>
<td>0.279</td>
<td>0.428</td>
<td>0.433</td>
<td>0.435</td>
<td>0.436</td>
</tr>
</tbody>
</table>

the performance by 5.9%–14.7% compared to BPRMF for item recommendations. For the KG completion task, $CoFM_A$ outperforms TransE significantly in terms of all evaluation metrics except R@10. This indicates that transferring knowledge between the two tasks improves the performance on both tasks compared to each single model without transferring knowledge from the other task.

With vs. Without tuning the transfer parameter $\epsilon$. Figure 6.7 shows the results of item recommendations on the Movielens dataset using $CoFM_R$ with a tuned value for the parameter $\epsilon$ ($\epsilon = 0.05$) and without tuning the parameter.
(\(\epsilon = 1.0\)). As we can see from the figure, tuning the transfer value \(\epsilon\) plays an important role in achieving the best performance for the target task.

![Graphs showing performance metrics](image)

**Figure 6.7:** The performance of item recommendations on the Movielens dataset with \(\epsilon = 0.05\) and \(\epsilon = 1.0\) using CoFM\(_R\).

To sum up, the implications of these results are twofold. With a proper transfer parameter, (1) incorporating the incompleteness of a KG can improve the performance of item recommendations, and (2) the knowledge from item recommendations, i.e., user-item interaction histories can also be transferred to the task of KG completion with respect to the domain of items, which improves the performance significantly.
6.5 Summary

In this chapter, we proposed bottom-up approaches to learn the latent representations of users and items to provide personalized recommendations for well-established users.

In Section 6.2, we investigated using a FM with lightweight LOD-enabled features, such as the predicate-object lists, subject-predicate lists, and PageRank scores of items which can be directly obtained from the DBpedia SPARQL endpoint, for top-N recommendations in the movie and music domains. The results show that our proposed approach significantly outperforms compared approaches such as SPRank and BPRMF.

In addition, we analyzed the recommendation performance based on different combinations of features. The results indicate that using the predicate-object list and the PageRank scores of items can provide the best performance. On the other hand, including the subject-predicate list of items is not helpful in improving the quality of recommendations but rather decreases the performance.

In Section 6.3, we investigated transfer learning between item recommendations and knowledge graph completion with a co-factorization model. The intuition behind transfer learning between the two tasks is (1) to incorporate the incompleteness of a KG for item recommendations, and (2) to investigate whether the knowledge from item recommendations can also be transferred to the KG completion task and improves its performance.

The experimental results are promising and suggest that incorporating the incompleteness of a KG improves the recommendation performance significantly compared to LODFM, which uses existing knowledge from a KG, and outperforms other baselines as well. In addition, we further explored potential synergies that transfer knowledge from item recommendations, i.e., user-item interaction histories to the task of KG completion, which has not been explored in previous studies. Results indicate that the knowledge from user-item interaction histories can be transferred to the KG completion task, and improves its performance significantly.
Chapter 7

Conclusions and Future Work

Online social networking platforms have been embedded into our daily lives. Nowadays billions of people are using OSNs every day around the world, and the number keeps growing with an estimation of 2.44 billion people using these platforms by 2018\(^1\). The ever-increasing data generated by users in those OSNs poses new challenges as well as opportunities for inferring their interests in order to provide personalized services such as recommendations. In this thesis, we addressed the challenges of inferring user interest profiles for recommender systems in OSNs in the context of different cold-start scenarios based on proposed semantics-aware approaches.

7.1 Summary of Contributions

The main findings and contributions of this thesis with respect to the research challenges identified in Section 2.5 can be summarized as follows.

Semantics-aware user modeling on microblogging social networks

Knowledge graphs such as DBpedia go beyond just categories to provide related entities via the entity’s predicates, which is the key difference between other knowledge bases such as Wikipedia. Also, various types of information about users’ followees such as their biographies and list memberships have great potential for inferring user interest profiles for passive users. Therefore, it is important to leverage different aspects of KGs and various types of user activities in OSNs for inferring user interest profiles. To this end, we investigated the following research questions.

• How can we leverage knowledge graphs to infer and represent user interest profiles from different types of user activities on microblogging social networks?

\(^1\text{https://goo.gl/axSrzs}\)
• How can we incorporate different user modeling dimensions such as the temporal dynamics of user interests in order to construct better user interest profiles?

With respect to the first research question, we investigated various interest propagation strategies that leverage different aspects of DBpedia such as category-, class-, and predicate-based approaches for enhancing the primitive interests of users (Section 3.5). The results show that the category & predicate-based propagation strategy outperforms other core extension strategies as well as other combined strategies. In addition, we proposed a hybrid representation strategy which combines WordNet synsets and DBpedia concepts for constructing user interest profiles in Section 3.7. This approach aims at overcoming the limitations of representing user interest profiles using DBpedia concepts alone, which might miss emerging user interests (entities) that have not existed in the KG.

Furthermore, we investigated different types of information about users’ followees such as their biographies (Section 4.2) and list memberships (Section 4.3) in order to infer user interest profiles for passive users who do not post content but who keep following other people for their information needs. We showed that user interest profiles constructed based on these two types of information about followees perform better compared to the ones based on the tweets of followees and the topical-followees approach. Also, the experimental results in Section 4.4 indicate that the information from biographies and list memberships of followees complements each other and can improve the user modeling performance.

To answer the second question, in Section 3.7, we investigated the quality of user interest profiles by combining the best-performing strategy in four user modeling dimensions such as Interest Representation, Content Enrichment, Temporal Dynamics, and Interest Propagation in our proposed user modeling framework. Based on the optional components of these four user modeling dimensions, we compared the URL recommendation performance using 16 user interest profiles generated by all possible options. The experimental results show that Interest Representation and Content Enrichment play crucial roles in user modeling, followed by Temporal Dynamics. In contrast, although propagating user interests leveraging the background knowledge from DBpedia improves the performance when we use concept-based user interest profiles, the Interest Propagation dimension had little effect on user modeling when considering different dimensions together, e.g., with enriched content or rich representation strategies.

Similar findings have been observed recently in Manrique and Mariño, 2017 in the context of recommending research papers. In Manrique and
Mariño, 2017, the authors showed that propagating user interests based on the background knowledge from DBpedia improves the recommendation performance when only abstracts are available, but has little effect when the full-texts of papers (rich information) are also available.

**Semantic similarity measures for recommending items in cold-start scenarios**

Semantic similarity/distance measures such as $LDSD$ which measure the similarity between two entities in a KG are useful for providing recommendations for new users who have little or no explicit feedback with respect to items. However, KGs are far from complete Galárraga et al., 2017 despite the fact that they provide billions of machine-readable facts about entities, and it is crucial to understand the effect of the incompleteness of KGs on recommender systems based on a semantic similarity/distance measure. In this regard, we investigated the following research questions in this thesis.

- How can we improve the performance of $LDSD$ by resolving some limitations of it?
- Do different sparsities of background knowledge from KGs with respect to items affect the performance of recommendations based on semantic similarity/distance measures?

For the first research question, we proposed a semantic distance measure called $mLDSD$ in Chapter 5, and evaluated our proposed approach against other semantic similarity/distance measures in the context of recommending items in the music domain, and showed that the approach outperforms other semantic similarity/distance measures such as $LDSD$ significantly. We investigated several normalization strategies for $mLDSD$, and showed that a global normalization strategy which penalizes the importance of a path between two entities according to the global appearances of the path in the whole DBpedia graph performs best compared to other normalization strategies.

Regarding the second question, we investigated the Linked Data sparsity problem which denotes that the performance of the recommender system based on semantic similarity/distance measures decreases when entities lack information (i.e., when they have a small number of incoming/outgoing relationships to other entities). Through the experiment conducted in Section 5.6, we showed that the recommendation performance based on those semantic similarity/distance measures has a very strong positive
relationship with the number (log scale) of the total number of incoming/outgoing links ($p < 0.01$) for entities.

**Semantics-aware machine learning approaches for item recommendations**

With respect to Linked Open Data-enabled recommender systems, leveraging LOD-enabled features requires additional steps in addition to well-established recommendation approaches such as (1) retrieving background knowledge from KGs, (2) building and maintaining a combined graph based on user-item interactions and the background knowledge about items, (3) extracting useful features from the graph built, and (4) feeding them to various recommendation approaches. The complicated process of consuming LOD for RS will hinder the adoption of LOD for the RS community, and this has in turn motivated us to investigate the following research question:

- How can we ease the process of leveraging background knowledge from KGs for item recommendations while having competitive performance compared to previous semantics-aware approaches?

To address this research question, we proposed $LODFM$ which leverages lightweight LOD-enabled features using FMs in Section 6.2. Differing from most approaches for LODRecSys, $LODFM$ directly consumes lightweight LOD-enabled features which are queried from a SPARQL endpoint of KGs such as DBpedia. The results show that $LODFM$ can also achieve state-of-the-art performance compared to other baselines.

Previous studies including $LODFM$ have focused on exploiting the existing knowledge about items in KGs, and have not considered the incompleteness of a KG. In addition, whether the knowledge can be transferred from the other direction, i.e., from the item recommendation task to the KG completion one, has not been explored. We filled this research gap by addressing the question below.

- Does transfer learning between the two tasks improve the performance compared to the approaches without transfer learning for each task?

To answer the research question, we investigated transfer learning between the two tasks: (1) item recommendations, and (2) knowledge graph completion with respect to the item related domain with a co-factorization model. Through the experimental results, we showed that incorporating the incompleteness of a KG via transfer learning between the two tasks can improve the performance of item recommendations. The results also indicate that transferring knowledge from item recommendations to the KG completion...
task can also improve the performance of KG completion which has not been shown in previous studies.

In conclusion, this thesis contributes to research on inferring user interest profiles in microblogging OSNs as well as recommender systems in OSNs in the context of different scenarios. First, we proposed several different user modeling strategies to infer user interest profiles for either active or passive users. These user modeling strategies explore different aspects of DBpedia and various types of activities of users in OSNs, and also incorporate various user modeling dimensions. Secondly, we introduced \textit{mLDSD} and \textit{LODFM}, which explore the background knowledge of items from DBpedia items to provide recommendations in different situations such as a cold start. Finally, we investigated knowledge transfer between item recommendations and knowledge graph completion in order to incorporate the incompleteness of a KG, and examined whether the knowledge from item recommendations can also be transferred to the KG completion task and can improve its performance.

7.2 Discussions

Every rose has its thorn, and the thesis also has some limitations which we will discuss in the following.

The active users in this thesis are defined as the ones who have posted more than 100 tweets (see Section 3.1). This does not consider the time distribution of tweets. For example, users tweeted consistently during each week in their historical UGC and the ones tweeted during a certain period and stopped are all considered as active users in our study. An alternative definition of active users can be the ones who consistently posted more than $h$ tweets during each week where $h$ is a threshold.

For evaluating inferred user interest profiles in the context of URL recommendations, we filtered topical URLs which have at least four concepts (see Section 3.4.1). This limited the evaluation of different user modeling strategies to recommending URLs having longer content. Compared to other previous studies (Abel et al., 2011c; Abel et al., 2013b) which evaluate different user modeling strategies in terms of news recommendations, the topical URLs that we filtered covered different types of contents such as blog posts and websites. However, these user modeling strategies might not work well for recommending items that have short content (e.g., tweet recommendations).
In Chapter 4, we proposed leveraging the biographies and list memberships of followees for inferring user interests of passive users. We simulated passive users with those active users used in Chapter 3 by blinding out their tweets in order to have ground truth URLs for evaluation. As the number of followees for passive users can be different for active ones, we considered different numbers of followees (50, 100, 150, and 200) for passive users in the experiment (see Section 4.3.4). In Gong et al., 2015, the authors showed that passive users have 190 and 266 followees on average in Singapore and Indonesia Twitter communities. This shows that passive users still follow many users on Twitter which can be used for inferring their interest profiles, and also indicates that our simulation is valid.

An alternative way of evaluating inferred user interest profiles for passive users can be constructing ground truth from other platforms where those users have left their interest history. For example, passive Twitter users can have their music preferences on Spotify\(^2\) or their movie preferences on IMDB\(^3\). A recent work by Tommaso et al., 2018 provides a user interests dataset which includes an average of 90 multi-domain preferences per user on music, books, movies, etc.

Another limitation of evaluating inferred user interest profiles based on the bios or list memberships of followees in the context of URL recommendations is the absence of the information when the followeeships were made. For example, we cannot guarantee that a user shared an URL after following certain accounts, and the user might have tweeted that URL in the first place.

Although we focused on user modeling strategies for passive users in Chapter 4, these strategies leveraging the biographies and list memberships of followees for inferring user interest profiles can be applied to active users as well. In Besel et al., 2016b, the authors showed that the cosine similarity between user interest profiles based on entities extracted from their tweets and the ones based on entities extracted from followees accounts is 0.66. This result suggests that the information from the tweets of users and their followees can be complement each other to provide a comprehensive user interest profiles.

All those proposed user modeling strategies in Chapters 3 and 4 have been evaluated in terms of the accuracy of URL recommendations. However, other evaluation metrics have been proposed in the recommender systems community as a recommender system with a high accuracy is not enough to provide good recommendations. For example, evaluation metrics such as diversity and serendipity aim to measure the quality of recommendations in

\(^2\)https://www.spotify.com
\(^3\)https://www.imdb.com/
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terms of the diversity of recommended items and whether the recommended items are surprising to users (Kaminskas and Bridge, 2016). Our proposed user modeling strategies leverage background knowledge for propagating user interests, and those propagated interests based on the background knowledge can lead to diverse and surprise topics. For example, Figure 7.1 shows some related categories with respect to the entity dbr:IPad. As we can see from the figure, the propagated interests (categories) cover diverse topics and some of them can be used to retrieve surprising URLs (e.g., retrieving news articles related to dbc:Foxconn). However, these assumptions should be tested carefully with the consideration of the trade-off between the diversity (or serendipity) and the accuracy of recommended items.

In Chapter 6, we used a negative sampling approach BPR (Bayesian Personalized Ranking) for learning parameters in factorization models. The assumption behind this approach is that a liked item for a user should be ranked higher (with a higher score) compared to a random one in the list of items with which the user has not interacted. Despite the fact that negative sampling approaches such as BPR has been widely used for learning parameters in many collaborative filtering approaches (Hong et al., 2013; Rendle, 2012), the assumption is not perfect as a user might like some of the randomly chosen items (negative samples) even the user has not interacted with those items.

In addition, we evaluated our proposed factorization models such as LODFM and CoFM using two datasets in different domains such as the
movie and music domains. Therefore, our proposed models are not limited to a specific domain and can be applied to item recommendations in other domains with background knowledge about those domain-specific items.

7.3 Future Work

On top of the proposed approaches and findings with respect to semantics-aware user modeling and recommender systems in OSNs in previous chapters, in this section we outline some research directions that are worth exploring in the future in the areas of user modeling and recommender systems in the domain of OSNs.

First, more sophisticated approaches for understanding the semantics of UGC are required. For example, for those approaches that rely on extracted entities for inferring user interest profiles, extracting entities from microblogs is a fundamental step which is challenging by itself. The uncertainty (confidence) of the extracted entities can be incorporated into the weighting scheme for the primitive interests of users as well as the enhanced ones. Moreover, most approaches have extracted explicitly mentioned entities based on NLP APIs such as tag.me, Aylien, OpenCalais, etc. However, there can be many entities implicitly mentioned in tweets. In Perera et al., 2016, the authors showed that over 20% of mentions of movies are implicit references, e.g., a tweet referring the movie Gravity - “ISRO sends probe to Mars for less money than it takes Hollywood to make a movie about it”. It shows that advanced methods for extracting entities, such as the one proposed in Perera et al., 2016, have great potential to improve the quality of user modeling. Also, considering the context of a microblog might be useful when extracting entities instead of just considering the single microblog of a user. The context might refer to some previous microblogs posted by the user, or other microblogs with the same hashtag in the microblogging service.

Furthermore, polyrepresentation of user interests can be further studied. It is not necessary to maintain several user interest profiles for a single user, but a single model can also be built with relevant information from different aspects, and a view/aspect made for the user based on the information needs for different applications. GeniUS (Gao et al., 2012) is a good example in this regard, which is a user modeling library that stores concept-based user interest profiles using the RDF format (a W3C recommendation) with widely used ontologies such as FOAF (Brickley and Miller, 2012), SIOC (Breslin et al., 2005), and WI⁴. In GeniUS, user interest profiles are represented as

⁴http://smly.sourceforge.net/wi/spec/weightedinterests.html
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DBpedia entities and enriched by background knowledge such as the type (domain) of an entity from DBpedia. Therefore, the constructed profile is flexible enough to retrieve its sub-profiles with respect to specific domains (e.g., Music), which is useful for recommending domain-specific items. The idea is that, for example, one only needs your music-related interest profile in the context of music recommendations. The results in Gao et al., 2012 indicate that domain-specific profiles clearly outperform the whole user profiles for domain-specific tweet recommendations in terms of six different domains. Although GeniUS only considers different views of users in terms of topical domains, the same idea can be extended to other views. For instance, different user profiles can be extracted dynamically with different approaches for incorporating temporal dynamics, e.g., retrieving short-term profiles for recommending tweets during an event, which might be more useful compared to using long-term profiles.

Secondly, although many distance-based approaches have been proposed for measuring the semantic similarity/distance between two entities in a linked dataset such as DBpedia, there exists little work on feature-based semantic similarity measures (Meymandpour and Davis, 2016). In contrast to distance-based measures, feature-based ones have two merits: (1) Given feature vectors of two entities, we can leverage well-established similarity measures such as the cosine similarity, BM25, and BM25+ (Lv and Zhai, 2011) instead of “reinventing the wheel”. (2) As we can extract features for each entity and build its feature vector beforehand, it is faster to compute the similarities based on those feature vectors compared to distance-based similarity measures which need to explore the paths between two entities.

Thirdly, the promising results with transfer learning between item recommendations and knowledge graph completion motivate us to investigate more sophisticated transfer learning approaches for both tasks. The approaches via shared representation and incorporating regularization form into the objective functions in both tasks in Section 6.3 have some limitations. For example, the latent representations of items/subjects in the two tasks have to have the same dimensionality in both approaches, which might not be necessarily true. As a further step, an investigation of other ways to model the relationships between two representations of an item/subject in the two tasks can be conducted, e.g., using different dimensions for representing items and subjects and modeling the transition relationship between those dimensions.

Another interesting research direction might be the extraction of background knowledge for items, such as the recent study from Lalithsena et al., 2016, which aims to extract a subgraph for domain specific recommendation systems. Most previous studies for LODRecSys have used the predicates
directly related to the items when those items are either subjects or objects. However, other predicates which indirectly related to items might be useful for providing item recommendations as well. For example, two movies might be similar due to the fact that both directors for these movies have won an Academy Award (Lalithsena et al., 2016).

Finally, other evaluation metrics beyond the accuracy of ranking, such as diversity, serendipity, novelty, and coverage (Kaminskas and Bridge, 2016), should be further studied for different user modeling strategies and recommendation approaches.
Appendix A

Other Activities During PhD

Challenges

• 1st place in the Semantic Sentiment Analysis Challenge at the 15th Extended Semantic Web Conference (ESWC), Crete, Greece, 02/06/2018

• 4th place in the Data Challenge on “Entity Type Prediction over Linked Data” (among 13 teams) at the 5th Joint International Semantic Technology Conference (JIST 2015), Yichang, China, 12/11/2015

• Finalist at the 31st ACM SAC Student Research Competition (sponsored by Microsoft), Pisa, Italy, 04/04/2016

Program Committee/Reviewer

• 2018, International Semantic Web Conference (ISWC)

• 2017, Insight Student Conference (PC and session chair)

• 2017, International Semantic Web Conference (ISWC)

• 2017, European Semantic Web Conference (ESWC)

• 2016, International Workshop on Educational Recommender Systems (EdRecSys) at Web Intelligence (WI)

Other Publications


• G. Piao, J. G. Breslin. Learning to Rank Tweets with Author-based Long Short-Term Memory Networks. The 18th International Conference on Web Engineering (ICWE), Caceres, Spain, 2018 - (Piao and Breslin, 2018a)


• G. Piao, J. G. Breslin. Domain-Aware Sentiment Classification with GRUs and CNNs. 1st place in the Semantic Sentiment Analysis Challenge at the 15th Extended Semantic Web Conference (ESWC), Crete, Greece, 2018 - (Piao and Breslin, 2018c)

• G. Piao, J. G. Breslin. Inferring User Interests in Microblogging Social Networks: A Survey - (Piao and Breslin, 2018e)
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