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Abstract
Turbulent flame speed (ST ) is an important property within turbulent flames and an

invaluable parameter for gas turbine combustor design. A major issue however is the dif-

ficulty in accurately predicting ST due to the complexity of reactive turbulent flow. The

aim of this research is to: (1) carry out an extensive study on literature analytical ST cor-

relation, (2) develop a new empirical correlation, and (3) develop of a one-dimensional

(1D) freely propagating turbulent flame speed model implemented in Cantera.

For the correlation study 15 state-of-the-art premixed turbulent flame speed correla-

tions from the literature are examined in three studies to provide insight into each expres-

sion. A newly-developed empirical correlation is also introduced and assessed alongside

the literature correlations. The assessment is carried out by comparing each expression

against experimental data and determining accuracy using a mean absolute percentage er-

ror (MAPE). The combined findings of the three studies shows that a minimum of two

correlations and two sets of adjustable parameters are required to accurately account for

the entire range of data in the study and shows that there is currently no general correla-

tions.

A predictive model is therefore developed based on the existing Cantera solver. To

solve for ST , significant additions are made to Cantera to include: (1) the gradient trans-

port model for the temperature and species transport equations to account for increase

transport, (2) a Taylor series expansion of the reaction rate around the mean temperature

to model the effects of temperature fluctuation on the Arrhenius rate, and (3) the eddy dis-

sipation concept model with finite rate chemistry to define the influence of the turbulent-

chemistry interactions. Validation shows a very small difference between the MAPE of

the most accurate correlation of Muppala, (38.1%) and the predictive model (41.3 %). For

gas turbine relevant conditions it is found that the solver improved on existing empirical

approaches, providing a smaller error. A series of trend studies showed that the model

predicted the trends well over a wide range of conditions.
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ũ′′iφ ′′ Reynolds flux term for φ
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Chapter 1

Introduction

1.1 Energy and the Environment

The reliance on fossil fuels, coupled with the effects of anthropogenic climate change,

is one of humanity’s greatest challenges for the foreseeable future. A transition towards

renewable sources of power generation, in an effort to mitigate these problems, is not triv-

ial. The frontrunners of the renewable sources are wind, solar, biomass and hydro, and are

set to become the fastest growing sector of energy production in the next 25 years [1, 2].

However, these state-of-the-art technologies are not without their problems, which include

intermittency for wind and solar, and environmental sustainability for biomass. Coupling

this with the current low price of fossil fuels, combustion based power generation will

remain necessary for the foreseeable future [1,3]. BP’s latest energy outlook [2] forecasts

that 75% of the world’s energy demand will be supplied by fossil fuels in 2035, down from

85% in 2015. The International Energy Agency (IEA) forecast a contribution of 62% from

fossil fuels for the worlds electricity generation in 2040 under current policies [1]. A large

influencing factor for this is the growing energy demand from developing countries, where

fossil fuels play a major role due to the abundance of cheap indigenous resources. The en-

ergy consumption for Organization for Economic Cooperation and Development (OECD)

countries peaked circa 2008 and only marginally changes over the forecast period, 2016-

2040. On the other hand, rapidly developing countries like China and India are estimated

to account for over half of the growth in world energy demand over the next two decades,

as shown in Figure 1.1.
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Figure 1.1: History and forecast of energy consumption by region [2]

Anthropogenic climate change as a result of emissions is a well-known issue. An in-

crease in the concentrations of atmospheric greenhouse gases (GHG) such as methane and

carbon dioxide (CH4, CO2), is the cause of increased mean global atmospheric temper-

atures, oceanic acidity, rising sea level and a reduction in the volume of ocean and land

based ice sheets [4]. Fossil fuel combustion is the major contributing source of these emis-

sions, accounting for 95% of CO2 released into the atmosphere in 2007 [5]. In addition

to these greenhouse gases, combustion pollutants such as nitrogen oxides (NOx), sulphur

oxides (SOx) and particulate matter/soot pose serious risks to human health and can result

in acid rain and urban smog. The 2015 Paris Agreement [6] was a major step in recent

years to address these environmental challenges, with one of its major aims to hold the

increase in the global average temperature to well below 2 ◦C above pre-industrial levels.

In order to achieve this is has been found that, globally, 33% of oil reserves, 50% of gas

reserves and 80% of current coal reserves must remain unused between 2010 and 2050 [7].

The agreement was signed by both developed and developing countries however the USA
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withdrew in 2017. The EU has promised to reduce GHG emissions by at least 40% by

2030 compared to 1990 levels. China has proposed to reduce its peak carbon emissions

per gross domestic product (GDP) by 60-65% before 2030. To acheive this fossil fuels

are set to remain at the forefront of power generation well beyond the target dates of the

Paris Agreement, so efficient combustion is key for reducing emission levels and ensuring

any further consumption of fossil fuels in future is achieved in the least environmentally

damaging manner possible. One approach for achieving this is the replacement of coal

with natural gas. Gas is a much cleaner and efficient burning fuel when compared to coal

due to the larger carbon contain in coal when compare to gas and highly effiecent nature

of modern combine cycle power plantes respectively. This makes natural gas an obvious

choice for future fossil fuel power generation sources. It is due to these clean and efficient

burning characteristics that BP forecasts gas to become the second largest fuel source by

2035, overtaking coal by 2030 [2].

1.2 Gaseous Fuels: Composition and Sources

One of the earliest uses of gaseous fuels was in the widespread introduction of gas-

fired street lamps. Currently most gas fuels are used for power generation. However, they

are also employed for heating, cooking and a feedstock for industrial processes. These

fuels can be categorised as natural or manufactured gases. Similar to other fossil fuels,

natural gas has been formed over millions of years where decomposing biomass matter is

exposed to intense heat and pressure under the Earth’s surface. Natural gas is a blend of

hydrocarbons mainly consisting of methane (CH4) but commonly including other alkanes

such as ethane (C2H6) and propane (C3H8) [8]. Small quantities of impurities are also

commonly found in natural gas and can include carbon dioxide, nitrogen and hydrogen

sulphide [9]. Natural gas is the most common form of gaseous fuel on Earth and is ob-

tained by extracting if from reservoirs similar to those used for oil or through hydraulic

fracturing to extract shale gas. The exact composition of the mixture depends on the loca-

tion of the well site as can be seen in Figure 1.2.
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Figure 1.2: Composition of Natural gas from worldwide sources [10]

Many different types of manufactured gases exist, with the main varieties including

coal gas, synthetic gas (syngas), hydrogen and biogas. Each of the manufactured gases

have different compositions and manufacturing processes as shown in Table 1.1. Similar

to natural gas the fractions of species making up the composition of manufactured gases

depends on the feedstock. For example syngas primarily comprises of hydrogen (H2) and

carbon monoxide (CO), however these ratios can vary such that mixtures can comprise of

22-55% of CO, 9-62% of H2 and 1-30% of CO2 on a volumetric basis [9]. While gas tur-

bines mainly use natural gas as a fuel source, one of the major advantages of gas turbines

is their fuel flexibility. As a result, manufactured gaseous fuels are often used for power

generation. However, this comes with considerable drawbacks due to the different com-

bustion characteristics resulting from each fuels’ composition which will be presented in

Section 1.4.1.
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Table 1.1: Various compositions, production processes and feedstock for common manu-

factured gases

Fuel Type Fuel Components Production Process Feedstock Ref
Syngas H2 / CO / CO2 Gasification Natural Gas, Coal, Biomass [8]
Coal Gas H2 / CO / CH4 Destructive Distillation Coal [8]

Hydrogen H2
Electrolysis Water [8]
Steam-Methane Reforming Natural Gas [8]

Biogas CH4 CO2 Anaerobic Digestion Organic Waste [11]

1.3 Technologies

Current natural gas fired power plants mostly employ stationary gas turbine combus-

tors for power generation. In the EU alone, the predicted growth between 2010 and 2050

for gas fired power plant output reaches up to 290 Gigawatts (GW), more than doubling the

2010 capacity of 215 GW [12]. The majority of investments are being made in premixed

combined cycle gas turbine (CCGT) plants. Both General Electric (GE) and Siemens have

recently commissioned high capacity and efficient, >600 MW and >61% respectively,

CCGT plants in Europe [13, 14]. Combined cycle gas turbine plants are a combination of

gas fired and steam driven turbines and are capable of producing power in a more efficient

manner when compared to the individual use of the turbines. The gas turbine accounts

for roughly two-thirds of the total power, with the steam turbine supplying the remainder

under full load conditions. The current state-of-the-art combustors for gas turbines is the

Dry Low NOx (DLN) system [15, 16]. The amount of NOx produced by a gas turbine

is highly influenced by the flame temperature. If the temperature within the combustor

can be kept low, NOx emission can be reduced. Unlike wet systems [17] which use water

or steam to reduce the combustion temperature, DLN systems operate at relatively low

temperature (1360 K firing temperature [15]) due to lean conditions where excess air is

present, in the fuel/air ratio, for the combustion process to maintain the low temperature

and therefore low NOx [17]. To ensure lean conditions are uniform throughout the com-

bustor, the air and fuel are premixed before entering the burning zone. If premixing is

not achieved, combustion zones with higher fuel concentrations can lead to higher tem-
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peratures, resulting in elevated NOx levels. GE began development of the DLN1 system

in the 1970s [15] and introduced the system commercially to industrial gas turbines in

1989 [18]. To accommodate larger capacity power plants and increasing combustor ef-

ficiency while ensuring CO and NOx emission remain low, continuous improvements of

combustion systems are required. Figure 1.3 shows the evolution of the Dry Low NOx

combustion system from its first iteration as DLN1 to the current combustor employed in

GE gas turbines, DLN2.6+.

Figure 1.3: Evolution of Dry Low NOx combustors and the associated class of turbine

with each evolution of combustion system. The numbers and letters refer to the gas turbine

frame size and class respectively [18]

The DLN2.0 combustion system shown in Figure 1.4, developed in 1993, is the basis

for all subsequent combustor designs. The DLN2.0 system is a single-stage (one burn-

ing zone) dual mode (capable of operating under premixed or nonpremixed conditions)
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combustor that can operate with both gaseous and liquid fuels. Figure 1.4 shows that the

burning zone is formed in the space surrounded by the combustion liner and the face of

the cap, as indicated by the red box. The fuel and air is thoroughly mixed in the premixer

assembly and flows out of the assembly at high velocity before entering the burning zone

where lean, low NOx combustion takes place.

Figure 1.4: Simplified illustration of the DLN2.0 System [15]

Each iteration of the DLN combustion systems has sought to improve on both thermal

efficiency and power output while addressing the need for low NOx concentrations and

the ability to operate with a wide variety of fuel compositions. The DLN2.6+ combustor

is based on the original DLN2.0 design, with additional contributions from the DLN2.6

and DLN2.0+ systems. The additional centre nozzle, first introduced in the DLN2.6

system, was included to aid in flame stabilization and operational flexibility, while the

swirling nozzle design approach for all premixers from the DLN2.0+ system was retained

to promote stable ignition and part load operation [18]. Further advancements in gas tur-
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bine combustor technology will be essential to meet the ever increasing high performance

and low emissions requirements of modern power plants. Although major progress has

been made in gas turbine technologies, designers are still faced with significant challenges

when trying to further improve combustor design.

1.4 Challenges

The challenges associated with the future of power generation in natural gas power

plants include:

1. Fuel Flexibility: The ability to operate over a range of fuel types (H2, syngas, CH4,

natural gas) and mixture compositions. [19]

2. Part Load: The necessity to operate efficiently, ensuring low emissions, at a per-

centage of the design load

3. Fast Ramp: The capability of quick ramp up from zero/partial load to full load [9]

4. Low NOx: The requirement to ensure NOx emissions remain low to meet strin-

gent regulations while gas turbine thermal efficiencies increase as a result of higher

combustor firing temperature.

1.4.1 Fuel Flexibility

Increasing demand for gaseous fuels means that new and alternative fuel sources will

be required in the years to come. Although premixed combustion has allowed for signifi-

cant reductions in emissions, variable fuel composition can cause issues within premixed

combustors such as the DLN systems previously discussed [19]. The combustion prop-

erties of a fuel mainly depend on its composition. Altering this composition can lead to

a flame with vastly different burning characteristics. In addition to fuel composition, the

location of the power plant also has an effect on the burning characteristics of the gas

turbine combustor. The properties of the air required to oxidise the fuel in the combustor

can vary with altitude and temperature, affecting density and humidity, and subsequently
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water content, making the issue of fuel flexibility even more complex. If fuel flexibility

is not accounted for, gas composition variability can have significant and often negative

effects on gas turbine combustors such as:

Blowout, which refers to when the flame is no longer attached to where it should be

anchored and is physically blown out. When the flame is blown out, an expensive shut-

down and relight procedure is required, resulting in a loss of power generation during the

period [20]. This phenomenon occurs when the residence time in the combustion zone is

shorter than the time required for combustion to occur (e.g. reaction time). Instabilities

can easily occur in the flame in gas turbines operating at extremely lean conditions, to

ensure NOx formation remains low, resulting in lean blowout (LBO). The conditions at

which LBO occurs can be affected by a number of parameters relating to the configuration

of the combustor and operating conditions [21]. Blowout also becomes an issue when the

fuel composition is varied, as fuels with similar heating values at similar conditions can

have chemical kinetic time scales up to an order of magnitude different [19].

Flashback is the opposite to blowout, in which the flame travels upstream, away from

where it should be anchored and into the premixer assembly which is not designed for

high temperatures. As a result, serious damage can be caused to the premixing tubes con-

tained in the premixer assembly. This occurs when the flow velocity is not substantially

greater than the turbulent flame speed. Fuels with similar heating values can have flame

speeds that vary by a factor of five, making flashback a major issue when considering fuel

flexibility. [19]

In addition to these issues, alternative fuels can result in different and often higher pol-

lutant emissions characteristics due to different flame temperatures, shapes and velocities.

Considering the fact that new wells and alternative sources may have different composi-

tion to current gas mixtures, the ability to burn a wider range of fuel types is essential for

the development of future gas turbines.
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1.4.2 Gas Turbine Load Conditions

Along with fuel flexibility, load flexibility also has to be considered. Turndown is the

ability of an engine to operate over a range of loads while still ensuring sufficiently low

emissions and high efficiency levels [9]. Transient response is the ability of the turbine to

respond to changing grid demand through an increase/decrease in engine load over a short

period of time [9]. For growing penetrations of intermittent and variable output renewable

sources, gas turbines are often used to supply the deficit in energy demand, meaning gas

turbines capable of effective turndown and transient response are essential. Under certain

transient load conditions, similar to fuel flexibility, blowout and flashback can become an

issue and lead to the same problems as previously discussed [20, 22].

1.4.3 Emissions

Another major consideration for gas turbine design is ensuring low pollutant emissions

while operating with high fuel flexibility. The most advanced GE dry low NOx system,

DLN 2.6+, is capable of emissions as low as 5 parts per million ppm NOx at optimal con-

ditions [23]. However the largest and most efficient CCGT plant [13], which employ the

9HA.01 turbines, can produce up to 25 ppm of NOx emissions depending on gas turbine

load [15]. These low emissions are achieved by operating at lean conditions, however

designers must be careful to avoid combustion instabilities associated with these condi-

tions which can cause pulsations in the combustor leading to LBO. Therefore the engine

must operate in a regime between low NOx formation and combustion instabilities [24].

CO and unburned hydrocarbons (UHC) emissions are less of an issue, in gas turbines,

for all but very low loads for steady state combustion. However at startup and ramp

up conditions these emissions must be considered as their formation can be significantly

higher [25]. With a need for large scale plants and ever more stringent regulatory restric-

tions of emissions expected, further improvements to the already advanced technologies

will be required. This is important as the original equipment manufacturer (OEM) that

can produce the lowest emission system may have an edge in the competitive market.
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Individually each of these challenges will prove difficult to accomplish, while the

necessity of coupling them only adds to the complexity. However, these challenges must

be overcome to reduce the impact of anthropogenic climate change and meet the growing

energy demand, to achieve this gas turbine technology must improve.

1.5 Goals and Overview of This Thesis

The previous sections stated how fossil fuels will likely remain at the forefront of elec-

trical power generation for the foreseeable future. However, with anthropogenic global

warming becoming one of humanity’s greatest challenges, the need to further refine cur-

rent gas turbine technologies is essential to avoid further environmental and health dam-

age. In order to achieve this, a greater level of detailed understanding of combustion is

required. Turbulent flame speed (ST ) is an important property within turbulent premixed

flames, influenced by the chemistry within the flame, flow properties, and turbulent and

laminar transport of heat, species and temperature [26]. ST indicates the level of reactivity

within the flame, which has a direct impact on the length and spatial distribution of the

flame in the combustor, as well as the flame’s tendency to flashback [27]. For this reason,

ST is used as an aid to estimate chemical reactivity within the combustor as a function of

key parameters such as inlet temperature, pressure, equivalence ratio and fuel composi-

tion. In gas turbine development, results for turbulent flame speed obtained at atmospheric

pressure are frequently extrapolated to engine conditions.

Due to the widespread use of premixed combustion, a significant amount of research

has been carried out on turbulent flame speed. As shown in Section 2.5, these studies

include extensive analytical [28–31], experimental [32–35] and computational [36, 37]

studies, as well as literature reviews [38–41]. Current methods of predicting ST fall into

two categories: (1) analytical correlations based on laminar flame properties, turbulent

flow properties and dimensionless numbers, and (2) computational approaches that use

models to describe the physical phenomena associated with turbulence and combustion.

Correlations are generally single line expressions that typically include no turbulent chem-
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istry interactions and define a single value for turbulent flame speed. The computational

approaches model the entire burning process, the level of complexity in the turbulence

and chemistry models employed relate directly to the numerical expense and the user’s

understanding of the models and phenomena.

In an effort to improve on the drawbacks of current methods which are detailed in

the next chapter, two new models for the prediction of premixed turbulent flame speed

have been developed in this work: (1) a correlation (empirical model) with adjustable

parameters optimized using a large experimental database of ST values, and (2) a one-

dimensional (1D) freely propagating turbulent flame speed model implemented in Can-

tera [42]. A Nelder-Mead simplex direct search method [43] and ≈ 335 data points, over

a wide range of conditions, have been employed to define seven parameters in the new

empirical model for defining ST . Current versions of Cantera focus on laminar combus-

tion. In comparison to laminar flow, turbulent flow is highly complex, characterised by

(1) temporal fluctuations in flame properties, (2) increased rates of transport of species,

momentum and heat, and (3) spatially non-uniform and locally-enhanced chemical reac-

tivity. Aspects of the widely used k-ε turbulence model have been selected to be used in

the Cantera ST solver for modelling the temporal fluctuations statistically. The interaction

between the flow and chemistry within the flame, which causes spatial non-uniformity is

handled using the Eddy Dissipation Concept [44]. In addition to these interactions, the tur-

bulence within the flame causes temporal fluctuations (T ′) in the mean temperature (T ).

As a result, the mean chemical reaction rate (ω̇) used to define species consumption and

production is modelled using a Taylor series expansion of ω̇ around the mean temperature.

The following treatise is arranged as follows:

Chapter 2 reviews literature relevant to this research. It details: (1) the theoretical basis

behind computational methods used to describe non-reactive and reactive flows, (2)

the development and background of empirical correlations used to predict ST , (3)

an in-depth review of previous work done on the prediction of premixed turbulent

flame speed using experimental and computational approaches, and (4) the research
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need for this work.

Chapter 3 describes the comparison of fifteen literature turbulent flame speed correla-

tions against experimental data, in which a mean absolute percentage error (MAPE)

is used to assess accuracy over a range of pressures and fuel types. A newly devel-

oped empirical correlation is also described in detail and examined alongside the

literature correlations. A further comparison between the four most accurate litera-

ture correlations from the previous study and the new empirical correlation is then

carried out using the original author’s adjustable parameters. Finally, the adjustable

parameters for each correlation reported in the literature, are optimized to reduce

the MAPE over the range of experimental test data. The accuracy of the correla-

tions are tested using a MAPE and by assessing each correlation’s ability to match

trends in the experimental data.

Chapter 4 presents the development of a 1D predictive model for determining premixed

turbulent flame speed. The solver is developed from the laminar flame speed model

within the well-known Cantera software. A theoretical background to Cantera is

presented followed by detailed descriptions of the modifications that were made to

the existing version of Cantera. With the addition of the turbulent modifications the

robustness of the original solver has suffered, so the best practice for implementa-

tion of the ST is described. This is followed by a validation of the new predictive

model through a comparison of predicted results to a set of experimental data as

well as the five correlations from the previous chapter. The chapter closes with a

discussion of the results and key findings related to the development of the model.

Chapter 5 summarizes the main outcomes and conclusions from the previous chapters.

This leads to recommendations for potential future work.
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Chapter 2

Literature Review

2.1 Introduction

Chapter 1 showed how combustion is essential for electrical power generation and is

set to continue being so for many decades. Essentially all combustion in practical devices

takes place within turbulent flow, from domestic boilers to industrial scale gas turbines.

This is due to the increased reactivity associated with turbulent combustion and the result-

ing increase in power output of the combustion device. As previously discussed, numerical

modelling is essential for designing combustion devices. Property distribution for laminar

flames can be accurately solved using first principles [45]. Cantera and other solvers are

regularly employed to compute the solution of a system of non-linear partial differential

equations, effectively modelling various forms of laminar combustion. Although the same

first principles approach can be used to describe turbulent reacting flow, the chaotic nature

of turbulence makes it too computationally expensive to use them for practical flows. In

order to reduce computational expenses, mathematical models are used to simplify the

description of the governing equations for reacting flow. CFD for modelling turbulent

reactive flows is generally divided into two categories: (1) a turbulence model used to

predict the flow of an inert gas, and (2) a combustion model consisting of the necessary

additional physics and chemistry to describe the presence of chemical reactions in the

flow. Both of which are needed to model turbulent combustion in CFD. The following

sections will discuss the theory of chemically non-reactive and reactive models employed
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to predict turbulent premixed flames.

2.2 Chemically Non-Reactive Flow

Turbulence is chaotic by nature, occurring when a fluids viscous forces can no longer

dampen the instabilities present in the flow, resulting in the fluid velocity exhibiting ran-

dom temporal fluctuations at each point in the flow. The transition from laminar to tur-

bulent flow is characterised using the Reynolds number (ReL = uL
υ
) where u and L are

characteristic velocity and length relating to the flow, and υ is kinematic viscosity of the

fluid. The transition occurs when ReL exceeds a certain geometry dependent value. Once

the flow is turbulent, solving the Navier-Stokes equations, shown in Equations 2.1 to 2.3,

becomes extremely practically difficult. This is due to the large number of length and time

scales present in the flow as well as the coupled nature of the equations.

Continuity:
∂ρ

∂ t
+

∂ρui

∂ zi
= 0 (2.1)

Momentum:
∂ρui

∂ t
+

∂ρuiu j

∂ z j
=

∂τi j

∂ zi
− ∂ p

∂ z j
(2.2)

Energy:
∂ρhs

∂ t
+

∂ρuihs

∂ zi
=

Dp
Dt

+
∂

∂ zi

(
λ

∂T
∂ zi

)
+ τi j

∂ui

∂ z j
(2.3)

where ρ is the fluid density, t is time, z is distance, τ is viscous stress, p is pressure, h is

the enthalpy, T is temperature, λ is thermal conductivity and subscripts i and j refer to the

axial and radial directions within the flow with respect to z. Equations 2.1 to 2.3 are used

to define the flow properties in the x-direction, denoted by subscript i. An additional two

sets of continuity, momentum and energy equations are solved for the y- and z- directions,

denoted by subscripts j and k in order to complete describe a three-dimensional flow.

Various mathematical models have been used to solve the Navier-Stokes equations, each

with different levels of simplifications and computational expense. These models are

known as closure models and can generally be grouped into three categories based on the
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size of the spatial frequencies resolved by each approach. The three methods for solving

the Navier-Stokes equations are described as:

• Reynolds-averaged Navier-Stokes (RANS): solves the time-averaged equations for

all quantities in the flow.

• Large Eddy Simulations (LES): simulates the largest scales of turbulence present

within the flow, and uses subgrid closure rules to model the smaller turbulent eddies.

• Direct Numerical Simulations (DNS): resolves the full instantaneous Navier-Stokes

equations without any need for closure models.

2.2.1 Reynolds-averaged Navier-Stokes

As only the Reynolds-averaged properties of the flow are solved for, the RANS ap-

proach is computationally inexpensive compared to LES and DNS and for this reason is

one of the most popular CFD approaches. In 1895 Reynolds [46] proposed a simple statis-

tical approach whereby the fluctuating quantities were divided into mean and fluctuating

parts characterised by φ̃ = φ̄ +φ ′, where the overbar (φ̄) denotes the average and the term

superscripted with a prime, (φ ′) denotes the fluctuation of the scalar property (φ). By

applying this decomposition to the Navier-Stokes equations, a set of Reynolds-averaged

Navier Stokes equations are produced. When solved, they predict a time-averaged flow

field rather than an exact turbulent flow field at a point in time. With time averaging, an

unclosed correlation between density, and velocity fluctuation (ρ ′u′i) appears and requires

modelling, which is difficult in CFD codes. For combustion process where an incom-

pressible assumption cannot be made and density fluctuations are non-zero, an alternative

approach is therefore needed. The mass-weighted averages or Favre-averaging, where

φ̃ = ρφ

ρ
, and any quantity can be decomposed into φ = φ̃ +φ ′′, where φ̃ ′′ = 0, is preferred

for these conditons. The Favre-average Navier Stokes equations can be seen in Equations

2.4 to 2.6.
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Continuity:
∂ρ

∂ t
+

∂ρ ũi

∂ zi
= 0 (2.4)

Momentum:
∂ρ ũi

∂ t
+

∂ρ ũiũ j

∂ z j
=

∂

∂ zi

(
τi j−ρ ũ′′i u′′j

)
− ∂ p

∂ z j
(2.5)

Energy:

∂ρ h̃s

∂ t
+

∂ρ ũih̃s

∂ zi
=

Dp
Dt

+
∂

∂ zi

(
λ

∂T
∂ zi
−ρu′′i h′′s

)
+ τi j

∂ui

∂ z j
(2.6)

By using this approach, new unknowns have been introduced which include six Reynolds

stress components (ρ ũ′′i u′′j) and three Reynolds enthalpy flux components (ρu′′i h′′i ). The

number of unknowns is greater than the number of equations to be solved. This issue

is referred to as the Turbulence Closure Problem. To solve the equation set, additional

expressions are introduced using turbulence models. For RANS approaches, these can

generally be classified as Eddy Viscosity models or Reynolds Stress models. These can

also be referred to as first and second order models, respectively.

Eddy Viscosity models include zero- [47], one- [48] or two- [49] equation models

and were some of the first closure approaches developed for CFD. In these models, an

analogy between laminar and turbulent flow is made, where it is assumed that the average

turbulent flow field is similar to the corresponding laminar flow with additional terms

for turbulent viscosity and thermal conductivity. The turbulent stresses and fluxes are

then expressed as functions of these new terms. The definitions used to describe the new

turbulent properties depends on the Eddy Viscosity model employed. The most common

approaches are known as the Boussinesq approach [50] which defines the Reynolds stress

as shown in Equation 2.7 and the gradient transport model [51] for the Reynolds fluxes as

described in Equation 2.8.

ρu′′i u′′j = ρ ũ′′i u′′j =−µt

(
∂ ũi

∂ z j
+

∂ ũ j

∂ zi
− 2

3
δi j

∂ ũk

∂ zk

)
+

1
3

ρ

3

∑
k=1

ũ′′ku′′k (2.7)

17



ρu′′i u′′j = ρ h̃′′u′′ =− µt

Prt

∂ h̃
∂ z j

(2.8)

where the subscript k refers to the z-direction, δi j is the Kronecker delta, Prt is the turbu-

lent Prandtl number and µt is the turbulent dynamic viscosity. As the name suggests, the

Eddy Viscosity model is used to calculate µt , which is assumed to be an isotropic scalar

quantity. Since a two-equation model, the turbulent kinetic energy-turbulent energy dissi-

pation (k-ε) model, is used in this work further discussion on the model will take place in

Section 4.3.3.

In the Reynolds Stress model, the individual components of the Reynolds stresses

are computed. Compared to the isotropic approach used by the first order models, the

Reynolds Stress model can account for the directional effects of the Reynolds stresses.

However, this has the downside of requiring a larger number of partial differential equa-

tions. The Reynolds stresses transport expression is shown in Equation 2.9, in which the

second order model involves solving the turbulent diffusive transport (Ji j), pressure strain

correlation (Πi j) and the stress dissipation rate (εi j).

∂ρu′′i u′′j
∂ t

+
∂ ũkρu′′i u′′j

∂ zi
= Pi j−ρεi j−

∂Ji j

∂ zi
+Πi j−u′′j

∂ p
∂ zi
−u′′i

∂ p
∂ z j

(2.9)

In the Reynolds stress transport equation, the Ji j, Πi j and εi j terms require closure.

For the turbulent transport term, this is calculated using the gradient diffusion hypothesis

to model the turbulent diffusive transport as:

Ji j =
∂ρu′′i u′′ju

′′
k

∂ zi
=

∂

∂ zi

Cs
k
ε

ũ′′i u′′m
∂u′′ju

′′
k

∂ zm

 (2.10)

where Cs is a constant with a value of 0.22 and zm denotes the Cartesian space co-ordinates

with m = 1,2,3.
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The pressure fluctuations act to redistribute the turbulent stresses resulting in more

isotropic turbulence. They are described by the redistribution tensor Πi j. These effects

can be divided into slow and rapid portions as shown below, along with the pressure-

diffusion term. The superscripts H and I denote homogeneous and inhomogeneous terms,

with the S and R terms denoting slow and rapid parameters. An expansion of the terms in

Equation 2.11 can be found in [52].

Πi j = φ
(RH)
i j +φ

(RI)
i j +φ

(SH)
i j +φ

(SI)
i j +d(p)

i j (2.11)

Finally the stress dissipation can be described using a simple isotropic model to define εi j

with an additional transport equation for the dissipation rate as shown in Equations 2.12

and 2.13

εi j =
2
3

δi jε (2.12)

∂

∂ zi
(ρεui) =

∂

∂ z j

[(
µ +

µt

σε

)
∂ε

∂ z j

]
Cε1

1
2

Pi j
ε

k
−Cε2ρ

ε2

k
(2.13)

where Cε1 = 1.44, Cε1 = 1.92, σε = 1.0 and Pi j is the production term.

RANS approaches are some of the most widely used turbulence models in the liter-

ature and have shown to provide adequte results for turbulent premixed flames [53–55]

however when RANS is unable to describe the turbulent flow in sufficient detail alterna-

tive approaches are needed.

2.2.2 Large Eddy Simulation

The objective of Large Eddy Simulation is to compute the largest turbulent structures,

typically those larger than the computational mesh, directly within the flow and to model

the smaller turbulent eddies. Although computationally more expensive than RANS, LES

is better equipped to simulate the physics present in the flow. As large eddies are depen-

dent on the geometry, and the smaller scales are more universal, the large scales can be
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accounted for explicitly, and a subgrid-scale model can be used to implicitly solve for the

small scale eddies. To differentiate between the large and small scale eddies, LES uses a

filtering approach to determine which turbulent scales are simulated and which are mod-

elled. Variables can be filtered in the spectral domain, in which components greater than

a given frequency are ignored, or in the physical domain. Equation 2.14 is used to define

the filter quantity, using the mass-weighted Favre approach.

ρφ̃(z) =
∫

ρφ
(
z′
)

Φ
(
z− z′

)
dz′ (2.14)

This results in φ = φ̃ +φ ′′ where φ̃ is the resolvable scale and φ ′′ is the subgrid-scale that

requires modelling. Unlike RANS averaging, the averaged filtered quantity (φ ′′) does not

equal zero. To determine which terms are filtered the following LES techniques are used:

• Cut-off filter (Spectral Domain)

Φ(k) =

 1 if k 6 kc = π/∆

0 otherwise
(2.15)

where k is the spatial frequency number. The cut off approach retains scales larger

than 2∆, where ∆ is the filter size.

• Box filter (Physical Domain)

Φ(z) = Φ(z1,z2,z3) =

1/∆3 if |zm|6 ∆/2, m = 1,2,3

0 otherwise
(2.16)

where z1-z3 correspond to the spatial coordinates of the location of z. This method

of filtering relates to an averaging over a cube side length of ∆. In most practical

and commercial implementations of LES, the box filters approach is used.

• Gaussian filter (Physical Domain)

Φ(z) = Φ(z1,z2,z3) =

(
6

π∆2

) 3
2

exp
[
− 6

∆2

(
z2

1
+ z2

2
+ z2

3

)]
(2.17)
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By using one of the above filtering techniques, the instantaneous governing equations

can be filtered, which leads to the following LES transport equations:

Continuity:
∂ρ

∂ t
+

∂ρ ũi

∂ zi
= 0 (2.18)

Momentum:

∂ρ ũi

∂ t
+

∂ρ ũiũ j

∂ z j
=

∂

∂ zi

(
τi j−ρ(ũiu j− ũiũ j)

)
− ∂ p

∂ z j
(2.19)

Energy:

∂ρ h̃s

∂ t
+

∂ρ ũih̃s

∂ zi
=

Dp
Dt

+
∂

∂ zi

(
λ

∂T
∂ zi
−ρ(ũihs− ũih̃s)

)
+ τi j

∂ui

∂ z j
(2.20)

In these equations the unresolved Reynolds stresses
(
ũiu j− ũiũ j

)
and fluxes

(
ũihs− ũih̃s

)
require subgrid-scale turbulence models. Similar to the RANS approach, the Reynolds

fluxes can be handled using a gradient assumption, with the subgrid viscosity being es-

timated from the unresolved Reynolds Stress models. These subgrid-scale turbulence

models have been derived assuming constant density. This assumption is not appropriate

for reactive flows due to the presence of large temperatures and subsequent density varia-

tions [56]. Nevertheless constant density subgrid-scale models are regularly employed to

describe reactive flows [57]. The most common LES closure models include:

2.2.2.1 Smagorinsky Model

Popular for its simplicity, the Smagorinsky model [58] expresses the unresolved mo-

mentum fluxes using the Boussinesq assumption:

τi j =−υt

(
∂ui

∂ z j
+

∂u j

∂ zi

)
=−2υtSi j (2.21)

where τi j is the subgrid stress tensor, Si j is the rate of strain tensor and υt is the subgrid-
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scale viscosity, defined as

υt = (Cs∆)
2(Si jSi j

)1/2 (2.22)

The downside of the Smagorinsky model is the geometry dependency of the constant Cs,

as well as the fact that it is too dissipative [56].

2.2.2.2 Scale Similarity Model

The Scale Similarity model [59] assumes that the unresolved Reynolds stresses,
(
ũiu j− ũiũ j

)
,

are generally controlled by the largest unresolved structures that can be related to the

smallest resolved structures. This leads to the following definition:

τi j = uiu j +ui u j (2.23)

2.2.2.3 Germano Dynamic Model

The Germano Dynamic Model [60] is a more general approach for turbulence closure

at the subgrid level. The model can be viewed as a modified version of the Smagorinsky

Model that allows for Cs to vary in time and space. Cs is calculated locally at each time

step using two filters, denoted by superscript r and superscript t, which refer to the grid

and test filter, respectively. The Germano identity (Li j) is then used to relate the two

subgrid-scale stress terms, allowing for the Cs term to be defined as:

C2
s =−1

2

L∗i jS
r
i j

Mi jSr
i j

(2.24)

where L∗i j is the anisotropic part of Li j, and Mi j can be defined as:

Mi j = (∆)2 ∣∣Srt∣∣Srt
i j− (∆r)2(|Sr|Sr

i j
)t (2.25)

The Germano Dynamic Model has been found to be very efficient in a wide range of

applications and can be extended to encompass compressible flow. When implemented, to
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avoid negative numbers and numerical instabilities, Cs is not calculated locally but rather

averaged in a homogeneous direction.

2.2.3 Direct Numerical Simulation

Direct Numerical simulation is the most computationally expensive numerical ap-

proach available but it also resolves the entire range of temporal and spatial scales of

turbulence in the flow, accurately describing the physics of fluid dynamics. To achieve

this, the DNS approach solves the instantaneous Navier-Stokes equations, shown in Equa-

tions 2.1 to 2.3, without the need for any turbulence models. For this to be possible, the

spatial scales of the turbulent flow must be resolved on the computational mesh from the

integral length scale (Λ), associated with the eddies containing the majority of the flow’s

kinetic energy, to the smallest length scale, the Kolmogorov scale (η). To ensure these

scales can be resolved, the mesh in any given direction must have a number of mesh points

(N) and increments (h) such that Nh > Λ, so the integral length scale is within the compu-

tational mesh and h6 η to satisfy the resolution requirements for the Kolmogorov scales.

In addition to the spatial requirements, solution integration is achieved using an explicit

method. For this reason, the integration time step (∆t) must be sufficiently small such that

a fluid particle can only travel a fraction of h over ∆t. Using the definition of turbulent

Reynolds number (Ret), where Re3/4
t ≈ Λ

η
[56], it can be seen that the number of time

steps grows as a power law of the Ret and the computational cost is high even for small

Reynolds numbers. For the majority of commercial applications, the computational ex-

pense is greater than the capacity of the most powerful computer currently available. The

additional physics required to describe reactive flow increases this expense therefore mak-

ing DNS currently impractical for industrial combustor design with complex geomerty but

has been used for smaller simplified systems [61, 62].
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2.3 Chemically Reactive Flow

For premixed combustion to occur, the fuel and oxidiser must be sufficiently mixed. If

the reactants are not fully mixed, partially premixed or non-premixed combustion will take

place. Once completely mixed, ignition will occur if the ratio of fuel to oxidiser is within

the flammability limits and a sufficiently high local mixture temperature is present. For

spark ignition engines the initial heat required for the reaction to occur is supplied via a

spark from a spark plug. In gas turbines recirculation of hot burnt gases sufficiently raises

the mixture temperature for reaction to occur. For a methane-air mixture, a simplified

reaction path from the fuel, CH4, to the complete combustion product carbon dioxide

(CO2) can be seen in Figure 2.1.

Figure 2.1: Simplified reaction path of CH4 oxidation

A single step chemical reaction can be used to globally describe the complete combus-

tion between methane and air (oxygen (O2) and nitrogen (N2)) to produce mainly water

vapour (H2O) and CO2, as well as aiding in the definition of the air to fuel ratio (AFR)

and equivalence ratio (φ).

CH4 + 2(O2 + 3.76N2)→ CO2 + 2H2O + 7.52N2

AFR is used to define the ratio between the number of moles of air and fuel (CH4). Equa-

tion 2.26 shows that for stioichiometric conditions, where complete burning of the fuel

occurs, leaving no excess oxygen, the AFR is approximately 9.52

AFRstoich =
moles of air

moles of CH4
≈ 9.52 (2.26)

The equivalence ratio can be defined using Equation 2.27 where φ > 1 is refered to as rich

conditons and φ < 1 is refered to as lean condtions.

φ =
AFRstoich

AFRactual
(2.27)
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where subscripts stoich and actual refer to stoichiometric and actual conditions respec-

tively. For combustion reactions in practical flames, a single step chemical reaction is in-

sufficient to describe the complex reactive process present [63]. For a simple methane/air

flame, a minimum of tens of species and hundreds of reactions are required to compu-

tationally describe the chemistry in the flame. Chemical kinetic mechanisms are used to

determine the reactions, transport and thermodynamics of a flame, with mechanisms de-

velopment being a considerably large area of research in the combustion community. As

the size of the fuel molecule or the number of species making up the fuel increases so too

does the size and complexity of the chemical kinetics mechanism, with mechanisms as

large as 484 species and 19,341 reactions being used to describe the combustion of fuel

with up to 12 carbons atoms in the fuel molecule (C12 fuel) [64].

2.3.1 Characteristics of Laminar Premixed Combustion

In laminar flames, the burning velocity and thickness of the flame front are controlled

by transport processes. On a molecular level concurrent thermal conductivity and species

radical diffusion are the main influences on the transport processes. For turbulent flames,

the burning velocity and thickness are additionally controlled by a variety of turbulent phe-

nomena. As a prerequisite to turbulent combustion, a discussion of laminar flame speed

(SL) and flame front thickness (δL) is necessary for understanding the structure of lami-

nar flames and how these properties are used to characterise properties of turbulent flames.

2.3.1.1 Laminar Flame Speed

In combustion research, burning velocity is one of the most important characteristics

of premixed flames, determining both fuel consumption and heat release rates. The lam-

inar flame speed can be defined as the propagation speed of a flame front, normal to the

front, as it moves relative to a stationary unburnt gas mixture. Prior to computational

methods, SL was found using either experimental campaigns or simplified thermal theory

first proposed by Mallarad and Le Chatelier [65]. With the development of computational

25



techniques for determining SL, the dependence of laminar flame speed on pressure, pre-

heating temperature and mixture composition can more easily be determined, allowing

for a more in-depth understanding of the structure of laminar flames and combustion in

general. SL is valuable to researchers for validating chemical kinetic mechanisms, such as

DRM19 [66] and GRI-Mech3.0 [67], which are regularly employed in turbulent models.

Validation of these mechanisms is carried out by comparing numerically predicted values

of SL with experimental results. Additionally SL is frequently used to normalise turbulent

flame parameters and calculate dimensionless numbers.

2.3.1.2 Laminar Flame Thickness

Similar to SL, laminar flame thickness is routinely used to normalize turbulent flame

properties. The thickness of a laminar premixed flame can be defined in a number of ways

with, the most common approaches being the thermal thickness (δth) and the diffusive

thickness (δdi f f ). Figure 2.2 shows the temperature profile of a 1D laminar flame for a

hypothetical methane/air flame. The figure shows a visual representation of δth, which is

defined using Equation 2.28. The thermal thickness is based on the temperature while the

diffusive thickness is defined using the unburnt gas quantities shown in Equation 2.29.

Figure 2.2: Temperature profile for a 1D laminar premixed methane/air flame with thermal

thickness indicated
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δth =
Tb−Tu

max(dT/dz)
(2.28)

δdi f f =
λ0

ρ0CpSL
=

Dth

SL
(2.29)

Although δdi f f and δth are both equally valid with respect to temperature, pressure

and equivalence ratio, δdi f f can be smaller by an order of magnitude when compared

to δth [68]. As a result and to ensure consistency, a single definition of laminar flame

thickness is selected for this work. For future sections of this thesis the thermal flame

thickness, as defined in Equation 2.28, will be used. Although δth and δdi f f are the most

common definitions of laminar flame thickness, alternative definitions are available and

can be found in [56].

2.3.2 Characteristics of Turbulent Premixed Combustion

One of the major characteristics of turbulent combustion, in comparison to laminar

flames, is the interaction between turbulence and chemistry. The complex nature of these

turbulent-chemistry interactions (TCI) leads to modifications of both the turbulent flame

front and the flow velocity. In addition to these interactions the rapid fluctuations present

in the flow influence both the transport and reaction processes of the flame. Due to these

complex phenomena, the theoretical concepts used to describe turbulent combustion are

not well defined, with the majority of these theories relying on experimental observations

and phenomenological reasoning. In his groundbreaking work, Damköhler [69] described

how the wrinkling of the flame front is solely due to the influence of the large-scale tur-

bulence in the flame while having no effect on the internal structure, whereas the small

eddies present affect the transport processes only. Since Damköhler’s first description of

the influence of turbulence on flame characteristics, the understanding of TCI has grown

immensely. It has been found that the large ranges of turbulent length and time scales

have a wide array of effects on the flame, depending on the size ratios of the turbulent
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eddies and the reaction zone within the flame. Due to the varying impact, that turbulence

has on flames, it is essential to not only consider the time and length scales present in the

flame but also the physical impact turbulence has on the flame. A widely implemented

approach for characterising this relationship is through the use of dimensionless numbers.

The most common ones used are the turbulent Reynolds number (Ret), the Damköhler

number (Da) and the Karlovitz number (Ka) which are defined in Equations 2.30 to 2.32.

Ret =
u′Λ
υ

=
u′

SL

Λ

δ
(2.30)

Da =
τt

τc
=

SL

u′
Λ

δ
(2.31)

Ka =
τc

τk
=

(
δ

ηk

)2

=

(
u′

SL

)3/2(
Λ

δ

)−1/2

(2.32)

where τt is the integral time scales, τk is the Kolmogorov time scale and τc is a chemical

time scale that can be defined as τc = δdi f f /SL. The turbulent Reynolds number is used to

define the ratio of the momentum forces, which act to destabilize the flame, to the viscous

forces, which have the opposite effect and dampen turbulence. Large values of Ret are

associated with flames characterised by high levels of fluctuation. Da is associated with

the largest turbulent eddies and corresponds to the ratio of the integral time scale and the

chemical time scale. For large values of Damköhler number (Da� 1) all of the times

scales are large when compared to the chemical time scales, therefore chemistry is fast

and mixing is the rate limiting step for the combustion process, this results in the flames

forming sheet type structures and the flame front can be clearly distinguished. For the

case where Da < 1, the turbulent motions have shorter time scales and can be charac-

terised by intense mixing, this form of combustion is described by a well-stirred reactor

and the flame propagation is controlled by chemical kinetics.

The Karlovitz number is used to define the relationship between the Kolmogorov time

scale and chemical time scale. Ka can also be used to relate the thickness of the reac-
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tion zone to the smallest eddies in the flame. When Ka < 1 the chemical time scales is

the shortest scales present in the flame, and the flame thickness is smaller than the Kol-

mogorov length, resulting in no flame thickening. If Ka > 1 the flame thickens. The

level of thickening at these conditions depends on properties of the flow, such as Da and

the ratios between the Kolmogorov length scales and the flame reaction zone thickness. It

should be noted that the times scales used to define Ret , Da and Ka are implicitly based on

a single-step irreversible reaction. Even though better definitions for the time scales could

be employed, using these dimensionless numbers allows for turbulent premixed flames to

be classified into various groups or regimes of turbulent combustion. First proposed by

Borghi [70] and later extended by Peters [41], an example of the modified Borghi diagram

can be seen in Figure 2.3 and allows for a fast and easy assessment of turbulent flame

characteristics.
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Figure 2.3: Borghi diagram modified by Peters [41] showing the classification of turbulent

premixed flames

The x-axis of the diagram represents the size of the flame structure using a turbulent

length ratio ( Λ

δth
). As the value of Λ

δth
increases, the size of the turbulent eddies within the

flow grow. The y-axis represents the intensity of turbulence within the flame using the
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turbulent speed ratio ( u′
SL
), comparing the fluctuating velocity to the laminar flame speed.

Laminar flames are characterised by Ret < 1, and above this limit turbulent combustion

occurs. The wrinkled flamelet regime is located on the Borghi diagram below the constant

horizontal line for u′/SL, as the laminar flame speed is greater than the fluctuating velocity

the flame front propagates with a velocity close to that of SL. As the thickness of the flame

front is smaller than the smallest eddy present in the flow (Ka < 1), turbulence does not

affect the reaction rates. Therefore the ratio of turbulent to laminar flame speed is due to

the competition between the flame front propagation speed and the turbulent flow creating

wrinkles in the flame front, which results in increased ST . The corrugated regime, situated

above the u′/SL = 1 line and below the constant Ka = 1 line, exhibits similar chemical

properties to the wrinkled flamelet, as a result of the Kolmogorov eddies being unable

to penetrate the reaction zone (Ka < 1 as δth > η). Nevertheless, the level of turbulence

present in the flame is larger and therefore the intensity of wrinkling is greater, leading

to an increase in ST values. In some cases, the wrinkling can lead to the formation of

“flame pockets”, which can physically detach from the continuous flame sheet. For this

regime, chemical kinetics can be characterized by the laminar flame properties, allow-

ing the flames to be described as turbulent flow embedded with relatively thin reactions

fronts, similar to laminar premixed flames. These reaction fronts are often referred to lam-

inar flamelets This description is used in the classic flamelet concept which is frequently

employed in turbulent premixed combustion models.

The thin reaction zone is defined for Ret > 1 and 1 < Ka < 100. The regime was pro-

posed by Peters [41], where it was postulated that the reaction zone can be separated into

a preheat zone and an inner sub-layer. The preheat zone is chemically inert and requires

both the laminar and turbulent diffusion to define the thickness, and is large enough to

be influenced by the smallest turbulent eddies. The majority of the chemical reactions

take place in the inner sub-layers, where the thickness is on the order of 10% of the re-

action zone thickness. Although the Kolmogorov eddies can affect the preheat zone, the

thickness of the inner sub-layer is too small and therefore the chemical processes are not

influenced. For the distributed/broken reaction zone, where Ka > 100, the Kolmogorov
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eddies are small enough to penetrate the thickness of the inner sub-layer and can lead to

local extinctions in the flame front, which can result in complete flame extinction. Peters

suggested that when Ka > 100 premixed flames extinguish.

2.3.3 Turbulent Premixed Combustion Models

To model reactive flows, additional terms are included in the Favre-averaged energy

transport expression (Equation 2.6) to account for the diffusion of enthalpy by species dif-

fusion and the production/consumption of thermal energy by chemical reactions as shown

in Equation 2.33. New species transport equations, shown below, must also be included

for each of the species (k) present in the reactive flow, where the number of species is

defined by the chemical kinetic mechanism being used. Equation 2.34 describes the trans-

port and production/consumption of the species present within the flow

∂ ρ̄ h̃s

∂ t
+

∂ ρ̄ ũih̃s

∂ zi
=

Dp
Dt

+
∂

∂ zi

(
λ

∂T
∂ zi
−ρu′′ih′′s

)
+ τi j

∂ui

∂ z j
+ ω̇T −

∂

∂ zi

(
ρ

N

∑
k=1

Vk,iYkhs,k

)
(2.33)

∂
(
ρ̄Ỹk
)

∂ t
+

∂
(
ρ̄ ũiỸk

)
∂ zi

=− ∂

∂ zi

(
Vk,iYk + ρ̄ ũ′′iY ′

′
k

)
+ ω̇k (2.34)

The Reynolds fluxes (ρ̄ ũ′′iY ′
′
k) in the species equation are computed using the same

approach described in Section 2.2 for the non-reactive Reynolds fluxes. In laminar flows

the new reaction rate term (ω̇k) is typically expressed using the modified Arrhenius rate

law, however, the highly non-linearity and exponential nature of the Arrhenius rate law

leads to various difficulties for turbulent flows and requires a new closure method. In gen-

eral, the combustion models can be grouped into two categories; infinitely fast and finite

rate chemistry, as shown in Table 2.1.

It should be noted that the Eddy Dissipation Concept is employed in the development

of the 1D turbulent flame speed solver and therefore a description of the combustion model

will be omitted from this Chapter, and instead, a detailed discussion regarding EDC will
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Table 2.1: Overview of infinitely fast and finite rate chemistry closure models

Combustion Model Chemistry Rate Model
Eddy Break Up (EBU) [71] Infinitely Fast Rate RANS & LES
Bray Moss Libby (BML) [72] Infinitely Fast Rate RANS
Level Set Approach (G-equation) [73] Finite Rate RANS & LES
Flame Surface Density (FSD) [74] Finite Rate RANS & LES
Eddy Dissipation Concept (EDC) [75] Infinitely Fast & Finite Rate RANS & LES
Probability Density Function (PDF) [56] Infinitely Fast & Finite Rate RANS & LES

take place in Chapter 4.

2.3.3.1 Eddy Break Up (EBU) model

The EBU model was first proposed by Spalding [71] for combustion with high Reynolds

and Damköhler numbers (Ret � 1 and Da� 1), where the reactivity within the flame is

controlled by the level of mixing rather than the chemistry. Therefore the EBU reactions

rate, ω̇EBU , shown in Equation 2.37, is mainly controlled by a characteristic turbulent

mixing time (τEBU) and a fluctuating temperature term.

ω̇EBU =CEBU ρ

√
c′′2

τEBU
(2.35)

where c′′2 is the progress variable variance and CEBU is a model constant on the order of

unity. The characteristic time scale is defined as the ratio between the turbulent kinetic

energy and the turbulent energy dissipation (τEBU = k/ε). Under the assumption of an

infinitesimally thin flame, the mean progress variable can be used in place of c′′2:

ρ c̃′′2 = ρ (c− c̃)2 = ρ

(
c̃2− c̃2

)
= ρ c̃(1− c̃) (2.36)

when defining the Eddy Break Up model reaction rate because progress variable can only

take two values c̃ = 0 at unburnt conditions and c̃ = 1 at burnt conditions so that c̃2 = c̃,

ω̇EBU can be defined as:

ω̇EBU =CEBU ρ
ε

k
c̃(1− c̃) (2.37)
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This simplification makes the EBU model very attractive, as the expression for the

reaction rate relies solely on known mean quantities and does not require additional trans-

port equations, though the obvious limitation with the EBU model is the lack of detailed

chemical kinetics and limited applicability.

2.3.3.2 Bray Moss Libby (BML) model

The BML model was first proposed by it’s authors Bray, Moss and Libby [72] and has

been further improved on by Bray, Champion and Libby [76]. The model assumes that

the turbulent structure in the surrounding fluid does not disturb the structure of the thin

turbulent flame. Defining a progress variable, (c̄), using Equation 2.38 such that c̄ = 0

refers to unburnt gas and c̄ = 1 to burnt gas, a probability density function (PDF) of the

progress variable, at a given location z, can be defined as the sum contribution from the

unburnt, burnt and reacting mixture as shown in Equation 2.39.

c̄ =
T −Tu

Tb−Tu
(2.38)

p(c̄,z) = α (z)δ (c̄)+β (z)δ (1− c̄)+ γ (z) f (c̄,z) (2.39)

α , β and γ are used to denote the probability of finding the reactants, products and

reacting mixtures (0 < c̄ < 1), respectively, at position z. δ (c̄) and δ (1− c̄) are the Dirac

delta functions for the unburnt and burnt gas, respectively. Similar to the EBU model, the

flame front is assumed to be thin, such that Re� 1 and Da� 1. Therefore the probability

of finding the reactive gas mixture at the location z is very small (1� γ) and so can be

neglected, allowing for Equation 2.39 to be written as:

p(c̄,x) = α (x)δ (c̄)+β (x)δ (1− c̄) (2.40)

where α and β can be determined as functions of the progress variable such that the

probabilities rely solely on c̄ and the heat release parameter (τ):
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α =
1− c̄

1+ τ c̄
β =

(1+ τ) c̄
1+ τ c̄

(2.41)

From Equation 2.41 it can be seen that the progress variable is required. Starting with

the instantaneous transport equation for c̄, Bray and Moss derived a balance equation for

c̄(1− c̄) = c̄− c̄2. Under the assumptions of the BML model, the progress variable is

restricted to values of 0 or 1, therefore reducing the balance equation to the following

expression:

2ρD
∂ c̄
∂ zi

∂ c̄
∂ zi

= 2c̄ω̇c̄− ω̇c̄ (2.42)

where D is the c̄ diffusive term. After averaging Equation 2.42 can be expressed as:

ω̇c̄ =
ρ̄ χ̃c̄

2c̄m−1
(2.43)

where χ̃c̄ is the scalar dissipation rate of c̄ and c̄m is a constant, typically between 0.7 and

0.8 for hydrocarbon-air flames. As can be seen from the above equations, ω̇c̄ has a direct

link with the scalar dissipation rate and as a result, an accurate prediction of the scalar

dissipation will allow for the calculation of a valid reaction rate. Nevertheless, the closure

for the mean scalar dissipation rate still remains a challenge for premixed flames due to

the need to close and solve a transport equation for the scalar dissipation rate. Making the

definition of ω̇c̄ difficult when using Equation 2.43.

2.3.3.3 Level Set Approach (G-equation)

This approach was first introduced by Williams in the original form of G-equations. A

level set of a real-valued function f of n real variables is a set of the form:

Lc ( f ) = {(x1, · · ·,xn) | f (x1, · · ·,xn) = c} (2.44)

that is, a set where the function corresponds to a real value c. In this approach, a level

set of a non-reacting scalar (G) is used to represent the flame surface rather than using the

reactive progress variable scalar. By using a non-reactive term, this approach avoids the
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complexity associated with the counter-gradient diffusion and the need for source term

closure. Considering an iso-scalar surface (G∗), an equation for G can be derived, where

this surface divides the mixture into regimes such that G > G∗ refers to burnt gas and

G < G∗ refers to unburnt gas. The selection of G∗ is arbitrary but remains constant for a

particular flame. The location of the iso-scalar surface at any time t, is the solution to the

equation G(x, t) = G∗ and when differentiated leads to the following expression:

∂G
∂ t

+u ·∇G = Sd |∇G| (2.45)

The expression for displacement speed (Sd) is then modified, as shown in Equation

2.46, to include the effects of laminar burning velocity and the influence of strain and

curvature effects.

Sd = SL−SLL κc−aL (2.46)

where L is the Markstein length, a=−n ·∇u ·n is the strain rate, κc =∇ ·n is the curvature

and the flame normal vector is given by n = −∇G/|∇G|. Using this decomposition the

G-equations become:

∂G
∂ t

+u ·∇G = SL |∇G|−DL κc |∇G|−aL |∇G| (2.47)

where DL = SLL is the Markstein diffusivity. Equation 2.47 is solely for the corrugated

flamelets regime. G-equation for the thin reaction zones regime [77] is defined as:

∂G
∂ t

+u ·∇G = (sr + sn) |∇G|−Dκc |∇G| (2.48)

For RANS modelling the equation is Favre-averaged, using the decomposition such

that G = G̃+G′′, and the G̃ transport equation takes the following form:

∂ G̃
∂ t

+ ũ ·∇G̃ = ST
∣∣∇G̃

∣∣−Dκc
∣∣∇G̃

∣∣ (2.49)

To close the turbulent flux term, a gradient transport model can be applied but, to fully

close Equation 2.49, additional information is required about the turbulent flame speed

35



on the R.H.S. of Equation 2.49. ST is typically supplied using a turbulent flame speed

correlation of the form:

ST

SL
= 1+C

(
u′

SL

)n

(2.50)

where C and n are model adjustable parameters and generally have values of unity and

0.7 respectively, but due to the complex nature of turbulent combustion tuning can be

required. Further discussion on ST correlations and the necessity of tuning the adjustable

parameters will be described in later sections of the work. A key difference between the

G-equations and the EBU and BML models is the ability of the G-equations to include

detailed chemical kinetics in the form of SL. The underlining theory, however, restricts

the use of G-equations to flows where mixing is the rate limiting step.

2.3.3.4 Flame Surface Density Model

The Flame Surface Density (FSD) model is a widely used flamelet approach based on

the work of Marble and Broadwell [74] and the coherent flame model (CFM) [53]. The

mean reaction rate is described in terms of the flame surface area, where ω̇ is taken as the

product of the flame surface density (Σ) and the local consumption rate per unit of flame

area (〈Sc〉s) and can be defined as:

ω̇ = ρu〈Sc〉sΣ (2.51)

where the subscript u refers to the unburnt properties. For a flame with a high surface

density at a given location, the related turbulent reactivity at this point will also be high.

The FSD model is attractive due to the separation of the turbulent-chemistry interactions,

which are modelled by the flame surface density, from the complex chemistry features,

which are incorporated into 〈Sc〉s. Flame stretch, caused by turbulent eddies, influence the

propagation velocity and it is useful to write the local consumption rate as 〈Sc〉s = SLI0,

where I0 accounts for the stretch effects on SL. The main challenge for the FSD model

is defining Σ. The two main closure approaches are (1) simple algebraic expressions,

or (2) Σ balance equation. Simple algebraic models have been proposed many times in
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the literature, with Equation 2.52 and 2.53 showing algebraic expressions for the flame

surface density proposed by Bray et al. [78, 79].

Σ =
g
σy

c̄(1− c̄)

ClΛ
(

SL
u′

) (2.52)

ΣδL '
2CDc

(2Cm−1)
ρ̄

ρu

(
1+

2
3

CεcSL
1√
k̃

)(
1+

CDε̃δL

CDc k̃SL

)
c̃′′2 (2.53)

where Cx, g and σy are constants and δL is a laminar flame thickness.

Various forms of the FSD model using balance equations can also be found in the

literature. According to Pope [80], the surface density of an iso-temperature surface (Θ)

can be expressed in the form shown in Equation 2.54. An exact balance equation for Σ can

then be derived from this definition and the balance equation for c̄ as shown in Equation

2.55.

Σ = |∇Θ|δ (Θ−Θ∗) =
(
|∇Θ| |Θ = Θ∗

)
p(Θ∗) (2.54)

δ (Θ) is the Dirac δ function, |∇Θ| |Θ = Θ∗ is the conditional average of |∇Θ| for Θ = Θ∗

and p(Θ∗) is the probability of finding Θ = Θ∗ at a given location.

∂Σ

∂ t
+

∂

∂ zi
(〈ui〉sΣ)+

∂

∂ zi
[〈sdni〉sΣ] =

〈(
δi jnin j

) ∂ui

∂ zi

〉
s
Σ+

〈
sd

∂ni

∂ zi

〉
s
Σ (2.55)

sd is the displacement speed of the flame relative to unburnt gas, ni are the component

unit vectors −→n normal to the flame front. The flame surface density balance equation is

unclosed and modelling is required to close the propagation speed, turbulent flux of the

flame surface, the strain rate and curvature effects. Many studies have focused on such

modelling, with a general closed version of the Σ equation being written as:

∂Σ

∂ t
+

∂ ũiΣ

∂ zi
=

∂

∂ zi

(
νt

σc

∂Σ

zi

)
+κmΣ+κtΣ+D (2.56)
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where D is a consumption term and κm and κt relate to the strain rate acting on the flame

surface, created by the mean flow field and turbulent motions. A brief overview of the

various closure approaches found in the literature is summarized in Table 2.2.

Table 2.2: Overview of the source and consumption terms in the Σ balance equation

(Equation 2.56) where α0,β0,γ,λ ,Θ
∗(0 < Θ∗ < 1),CA,a,c,C,E and K are model pa-

rameters

Model κm∆ κt∆ D

CPB [81] Aik
∂ ũk
∂xi

Σ α0CA

√
ε

υ
Σ

β0〈Sc〉s 2+e−aR

3(1−Θ̃)
Σ2

R = (1−Θ̃)ε
Σ〈Sc〉sk

CFM1 [53] Aik
∂ ũk
∂xi

Σ α0
ε

k Σ β0〈Sc〉s c
√

k
1−Θ̃)

Σ2

CFM2-a [53] Aik
∂ ũk
∂xi

Σ α0ΓK
ε

k Σ β0〈Sc〉s c
√

k
1−Θ̃)

Σ2

CFM2-b [53] Aik
∂ ũk
∂xi

Σ α0ΓK
ε

k Σ β0〈Sc〉s c
√

k
1−Θ̃)

Σ2

CFM3 [82] Aik
∂ ũk
∂xi

Σ α0ΓK
ε

k Σ β0〈Sc〉s Θ∗−Θ̃

Θ̃(1−Θ̃)
Σ2

MB [83] E ũ′′i u′′k
k

∂ ũk
∂xi

Σ
α0
√

Ret
ε

k Σ β0〈Sc〉s
√

RetΣ
2

Θ̃(1−Θ̃)
(

1+c 〈Sc〉s√
k

)2γ

+ F
〈Sc〉s

ε

k ũ′′i Θ′′ ∂ Θ̃

∂xi

CD [84]
α0λ

epsilon
k Σ

β0
〈Sc〉s
(1−Θ̃

Σ2

if κt 6 α0K 〈Sc〉s
δL

CH1 [55] α0

√
ε

15υ
Σ β0

〈Sc〉s
Θ̃(1−Θ̃)

Σ2

CH2 [55] α0
u′
ltc

Σ β0
〈Sc〉s

Θ̃(1−Θ̃)
Σ2

Equations 2.51 and 2.56 close the reactive flow transport equation for premixed turbu-

lent combustion and have been shown to accurately predict chemistry effects in turbulent

combustion models.

2.3.3.5 Transported Probability Density Function

The transported probability density function (PDF) approach uses the stochastic nature

of turbulence to calculate the reaction rates for turbulent combustion. For single step

chemistry, the pdf (p(c̄∗)) predicts the likelihood of the progress variable having values

between c̄∗ and c̄∗+dc̄∗, with the normalised probability density function taking the form∫ 1
0 p(c̄∗)dc̄∗ = 1. For an adiabatic flame with a Lewis number (Le) of unity, the mean
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reaction rate can be defined as:

ω̇ c̄ =
∫ 1

0
ω̇c̄ (c̄∗) p(c̄∗)dc̄∗ (2.57)

For multi-step chemistry, a larger array of species mass fractions and temperature have

to be accounted for. To achieve this a joint probability function is implemented with the

normalised relationship taking the form:

∫
ψ1,ψ2,....,ψN+1

p(ψ1,ψ2, ....,ψN+1)dψ1dψ2....dψN+1 = 1 (2.58)

where ψ(Y1,Y2, ....,YN ,T ) is the scalar field vector for mass fractions of N species and

temperature. The Favre-averaged joint pdf of the mean reaction rate can be defined using

Equation 2.59.

ω̇ =
∫
ψ

ω̇ p̃(ψ)dψ (2.59)

A transport equation for p̃(ψ) is used to give an exact evolution of the joint probability

density function, with Dopazo and O’Brien [85] and Pope [86] deriving Equation 2.60 for

the transport of p̃(ψ). For this expression, the unsteady, convection and chemical terms

are closed and the turbulent flux and micro-mixing terms require closure. The inclusion

of chemical source terms also allows for finite chemistry to be implemented.

∂

∂
(ρ̄ p̃(ψ))+

∂

∂ zi
· (ρ̄ ũp̃(ψ))+

N

∑
k=1

∂

∂ψk
(ω̇k (ρ̄ p̃(ψ))) =

− ∂

∂ zi

(
ρ̄
〈

u′′
∣∣ψ〉 p̃(ψ)

)
+

N

∑
k=1

∂

∂ψk

(〈
∂ jk|ψ

∂ zi

〉
p̃(ψ)

)
(2.60)

2.4 Other Relevant Models

The CFD methods discussed in the previous sections are the most popular approaches

for describing premixed turbulent combustion. As the work in this thesis focuses on the

development of a predictive one-dimensional ST model, the lesser known One-Dimensional
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Turbulence (ODT) numerical approach, developed by Kerstein [87], is worth discussing.

While turbulence is by nature, a three-dimensional phenomenon, the ODT model, as the

name would suggest, is restricted to a single dimension where the domain is a single line

of sight through the 3D domain. The model resolves all spatial and temporal scales along

this line by representing turbulent advection as a postulated stochastic process rather than

an evolution equation. By adopting this methodology, the ODT model is much more com-

putationally affordable when compared to other approaches capable of fully resolving the

flow, as the ODT model is restricted to flows with homogeneous turbulence in at least one

direction.

The One Dimensional Turbulence model has been previously implemented as both a

stand-alone approach [88,89] and as a subgrid-scale model for LES [90,91]. For the sake

of brevity, the stand-alone version will be discussed solely from here on. When imple-

menting the stand-alone case, the 1D domain is defined along the path perpendicular to

the direction of primary gradients. For a slot-burner, like the one shown in Figure 2.4,

where the streamwise direction is defined to be the x-axis and the ODT domain is defined

along the y-axis. The ODT model was developed to describe two types of flows, temporal

flows where the model solves for two independent variables (t,y) or spatial flows where

the independent variables are (x,y).

The spatial One-Dimensional Turbulent model consists of two main components (1)

governing equations written with the two independent variables (x,y) that are similar in

form to Equations 2.1, 2.3 and 2.34 (mass, energy and species transport equations respec-

tively) , and (2) a stochastic representation of “eddy events” at various points in (x,y) to

represent turbulence along the 1D domain. Figure 2.5 shows the implementation of the

stochastic approach known as triplet mapping which represents the effects of increased

gradients due to a redistribution of the fluid elements along the ODT domain. The triplet

approach works by taking a segment of a scalar profile and compressing it to 1/3 of its

original length. The compressed portion of the profile is then mapped back over one third

of the original domain. This is carried out three times over the original segment length,
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Figure 2.4: 2D representation of a slot-burner configuration where the slot is normal to

the page and the ODT domain is in the y direction. Recreated from [92]

with the middle mapping being inverted. The location, length and implementation of the

triplet mapping is based on the properties of the reactive flow [93]. When an eddy event

is implemented the triplet mapping is applied to all of the solution variables. The triplet

mapping of a function ϕ(y) is ϕ( f (y;y0, `)) and can be defined using Equation 2.61.

f (y;y0, `)≡ y0 +



3(y− y0) y0 6 y6 y0 +
1
3`

2`−3(y− y0) y0 +
1
3`6 y6 y0 +

2
3`

3(y− y0)−2` y0 +
2
3`6 y6 y0 + `

(y− y0) otherwise

(2.61)
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Figure 2.5: Hypothetical triplet mapping for a scalar field with a constant initial gradient,

where the segment 0.2 < x < 0.8 is compressed and mapped three times over the original

segment length. Recreated from [87]

Using the above methodology the One-Dimensional Turbulence model has been im-

plemented and show good agreement over a wide range of conditions for both reac-

tive [94, 95] and non-reactive [88, 96] flows.

2.5 Turbulent Flame Speed

Turbulent flame speed is not only an important aid for researchers to estimate combus-

tor reactivity when varying parameters, it is also an essential closure parameter in many

turbulent premixed flame modelling approaches such as G-equations [97] and Turbulent

Flame speed Closure (TFC) [98], which are commonly used in commercial CFD software.

Due to its significance, ST has been the focus of a large number of experimental, analytical

and computational studies, as well as literature reviews.

In the following sections, an overview of measurement and prediction of turbulent

flame speed will be reviewed. Before this, however, the definition dependency of ST

must be discussed. Unlike laminar flame speed, there is no single definition for turbulent

burning velocity [39]. Some researchers define ST to be a consumption speed which gives

an indicator of the mass consumed per second and is determined by recognizing that all the

reactants leaving the burner must flow through the flame brush as shown in Equation 2.62.
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A progress variable iso-surface of 0.5 [39] is generally used when measuring consumption

speed [99,100]. Others express ST as a displacement speed and determine it by examining

the kinematic balance between the mean flow field and the flame brush propagating speed

at the leading edge of the flame brush, where c̄ = 0.05 [101], [28], as shown in Equation

2.64.

Global Consumption Speed: ST,GC =
ṁR

ρRAc̄=0.5
(2.62)

Local Consumption Speed: ST,LC = SLI0

∫
∞

−∞

Σdη (2.63)

Local Displacement Speed: ST,LD =
(
Vf lame−Vgas

)
LE ·nLE (2.64)

ṁR is the total mass flow rate of reactants, Ac̄=0.5 is the area for an iso-surface of c̄ = 0.5,

I0 is the stretch factor, η is coordinate normal to the iso-surface of c̄ = 0.5, Vf lame is the ve-

locity of the flame, Vgas is the velocity of the gas into which the flame front is propagating

and the subscript LE refers to the leading edge in the normal direction n. Equation 2.62 is

proportional to ṁR which is defined as the total mass flow provided to the burner divided

by an area of an iso-surface of c̄ = 0.5. For Equation 2.63 the integral is evaluated for a

direction normal to a flame surface. ST,LC is therefore local mass burning rate correspond-

ing to the spatial location on the reference surface [102]. The local displacement speed is

defined as the difference between Vf lame, which is typically zero because counterflow and

V-flames are stationary, and Vgas with both velocities being defined at the leading edge of

the flame.

From this point forward ST measured as a displacement speed (c̄ = 0.05) and con-

sumption speed (c̄ = 0.5) shall be referred to as ST,0.05 and ST,0.5 respectively, and ST will

be used to refer to turbulent flame speed in general. While one definition of ST is no

more correct than another, it is important to use the same definition when comparing tur-

bulent flame speed values, as ST obtained using different definitions are not always equal.

Reasons for this difference include convergence or divergence of streamlines within a
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flame. As a result of this, a reactant flux in the transverse direction is introduced. This

leads to different velocities at the c̄ = 0.05 and c̄ = 0.5 iso-surfaces and therefore different

measurements of ST [26]. For diverging flows, such as a low swirl burner, V-flames and

Bunsen flames, it has been found that ST,0.05 / ST,0.5 has values of 4, 3 and 1.7, respec-

tively. In contrast, for spherically expanding flames, the ratio of ST,0.05 / ST,0.5 has been

found to be 0.45 [35]. Therefore it is important to only compare ST values obtained us-

ing the same definitions of turbulent flame speed. Due to the multiple definitions of ST ,

Bradley [35] derived a relationship, shown in Equation 2.65, to estimate turbulent flame

speed at different c̄ iso-surfaces for expanding flames only. Taking the leading edge (c̄

= 0.05) as a reference surface, Table 2.3 shows the relationship between flame radii (rc̄)

and ST at various iso-surfaces. This method allows for the comparison of measured [103]

or modelled [33] values of ST at different c̄ iso-surfaces. This method is highly valuable

to researchers examining expanding flames. By removing the definition dependency of

ST , a much larger set of experimental data and predictive approaches can be used. The

author is unaware of any such relationship for relating ST at different c̄ iso-surfaces for

other non-expanding flame types.

ST c̄2

ST c̄1

=

(
rc̄1

rc̄2

)2

(2.65)

Table 2.3: Radii and turbulent flame speed ratios for various c̄ iso-surfaces, taking the

leading edge (c̄ = 0.05) as a reference. Reproduced from Bradley et al. [35]

Measurement Technique c̄ r0.05/rc̄2 ST,c̄2 / ST0.05

OH PLIF 0.05 1 1
Schlieren 0.1 1.11 1.23
Equal Volume Method 0.34 1.36 1.85
Equal Area Method 0.4 1.41 1.99
Mean Flame 0.5 1.49 2.22
Pressure Trace 0.6 1.56 2.42

Table 2.3 shows the variety of turbulent flame radii and speeds ratios at different val-

ues of c̄ commonly used to measure ST . It can be noted that, for expanding flames, as c̄

increases so too does ST . Whereas the opposite is true for Bunsen flames, where an in-
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crease in c̄ results in lower values of ST . As well as converging or diverging streamlines,

the standard definition of c̄, ranging from unburnt (c̄ = 0) to burnt (c̄ = 1), has an influence

on this difference. Using this definition for progress variable, Liu [103] suggested the rea-

son for the difference in the relationship between c̄ and ST , for the Bunsen and expanding

flame geometries, is due to the method used to define c̄ in a flame. For Bunsen flames,

unburnt gas is present in the centre of the flame, whereas for expanding flames burnt gas

occupies the centre. Figure 2.6 shows a 2D example of the relationship between c̄ and ST

for Bunsen and expanding flames. Liu proposed this as an explanation to why ST / SL val-

ues from Bunsen flames are found to be greater than spherical flames when measured at

c̄= 0.1 even though, under the same conditions, both measurements of flame speed should

be close.

Figure 2.6: 2D representation of the relationship between c̄ and ST for (a) an expanding,

(b) a Bunsen and (c) a planar flame with c iso-surfaces for 0, 0.5 and 1 through the flame

brush

By measuring ST at an iso-surface of c̄ = 0.5, Liu found good agreement between

Bunsen flame and expanding flame data. As a result, it was suggested that flame speeds

determined at c̄ = 0.5 may be a better representation of ST and could help to eliminate the

effect of combustor flow configuration on ST measurements. The findings of a wide rang-

ing correlation study [104] found that the most accurate expressions were developed to

predict ST at c̄ = 0.5, further supporting this assumption. Although ST,0.5 may be a better

representation of ST , many existing analytical models predict ST,0.05 and therefore both

definitions are considered here. It should also be noted that the planar flame geometry,

as shown in Figure 2.6, has a similar relationship between ST and c̄, when compared to
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expanding flames. As a results good agreement can be found between planar and expand-

ing flames for ST , regardless of the c̄ iso-surface used. The relationship between ST and c̄

for planar and Bunsen flames however is not the same. Therefore ST recorded at c̄ = 0.5

should be considered for planar flames to remove the influence of progress variable when

comparing to flame speeds measured using Bunsen flames.

2.5.1 Experimental Studies

Experimental campaigns were the first approaches used to investigate premixed turbu-

lent flames. A large variety of experimental campaigns have been carried out to investi-

gate the complex nature of turbulent flames. Due to the importance of premixed turbulent

flame speed, a significant volume of these studies have focused on how ST is affected

under a variety of operating conditions. Many experimental studies have investigated the

effect of turbulence levels within the flame and its effect on ST . As displayed in Figure

2.7, Kobayashi [32] showed how initially as the velocity ratio increases so too does the

flame speed ratio. This is caused by the local flame surface increasing in area due to tur-

bulent eddies, after a certain point, the response of ST to turbulence begins to decrease.

This response is known as the ”bending effect” and can be attributed to flamelets merging

and quenching resulting in a reduction of flame area [56]. If the velocity ratio is further

increased, the response of ST/SL to u′/SL can become negative and eventually lead to

quenching of the flame. The bending effect has been observed in many studies [105–107]

and is independent of fuel and pressure conditions.
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Figure 2.7: Variation of normalized turbulent flame speed with turbulent velocity ratio for

a lean methane/air Bunsen flame with bending effects for higher turbulent intensities [32]

The influence of fuel composition on turbulent flames has been well documented in

a review paper by Lipatnikov [40]. The influence of the fuel molecule can be a result of

two phenomena, preferential diffusion and strain rate. Preferential diffusion can be char-

acterised by the Lewis number and occurs for fuels with non-unity values. Le defines the

relationship between species and thermal diffusion, where the species diffusion term re-

lates to the diffusion of the deficient reactant into nitrogen. For non-unity values of Lewis

numbers, turbulent flame speed changes due to a changes in the local flame surface area.

Methane typically has a Le ≈ 1 and so the effects are negligible, this is not the case for

hydrogen, hydrocarbon-hydrogen mixtures and larger hydrocarbons such as ethylene or

propane where preferential diffusion has a significant effect on ST . Muppala et al. [108]

showed how an increase in Lewis number from Le ≈ 1.2 for ethylene to Le ≈ 1.62 for

propane results in a decrease in ST/SL over a range of u′/SL conditions. Kido et al. [109]

showed similar results for hydrogen, methane, ethane and propane flames, with Lewis

numbers ranging from 0.63 to 1.88, respectively. For each fuel, the turbulent flame speed

increased with a decrease in Le.
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The strain rate also has an effect on ST , with its influence varying depending on the

fuel molecule. Within a turbulent flame, strain rate can cause stretching of the laminar

mass burning velocity due to the flow field and can also influences the turbulent flame

front propagation. The flame strain rate Markstein number (Masr) is used to characterize

strain rate where a decrease in Masr is associated with an increase in ST , with the oppo-

site being true for an increase in Masr. Nakahara et al. [110] aimed to show these effects

by simultaneously altering φ and the fuel composition to ensure SL remained constant.

The results presented showed that the mixtures with high hydrogen content had a turbu-

lent flame speed an order of magnitude larger than the propane mixtures, thus showing

mixtures with the same laminar flame speed, turbulence intensity and experimental con-

figuration can have significantly different values of ST as a result of different strain rates.

For laminar flames, it is well known that pressure effects typically reduce the lami-

nar flame speed. The limited number of experimental campaigns carried out at elevated

pressure and the disagreement between the reported influence of pressure on turbulent

flame speeds make it difficult to define the relationship between P and ST . Early exper-

imental studies for premixed turbulent flames showed an increase in ST with increasing

pressure [111, 112]. Although these finds may have been the result of a more rapid decay

of the grid-generated turbulence [113]. Other studies where the turbulent flow character-

istics were independent of pressure found that P had no influence on ST . A more recent

study by Kobayashi [114] further supports these trends showing that for a methane flame,

ST was constant for P = 0.1− 3.0 MPa. While the ratio of flame speed ST
SL

does change,

this is a result of SL decreasing with pressure rather than any change in turbulent flame

speed. Results from Bradley et al. [115], however, agree with the early predicted trends

for P and ST . For a stoichiometric iso-octane flame, the turbulent flame speed was found

to increase with initial pressure in a fan stirred bomb. Vukadinovic et al. [116] found sim-

ilar results of an increase in turbulent flame speed with pressure for both hydrogen and

propane flames for P = 0.1−0.4 MPa. As a result of these disagreements, the effects of

P on turbulent flame speed is not well defined.

48



In addition to providing a detailed insight into the interaction between turbulence and

combustion and the influence of operating conditions on ST in premixed flames, exper-

imentally measured turbulent flames speed also provide validation points for analytical

and computational methods. Experimental points will be used extensively to validate em-

pirical and numerical methods developed in this work. To achieve this an experimental

database has been created using results from 15 studies and comprising of ≈335 different

turbulent flame speeds at various operating conditions. An overview of the experimen-

tal data can be seen in the modified Borghi diagram in Figure 2.8, with further details

displayed in Table 2.4. The data has been taken over a range of progress variables, fuel

types, pressures, turbulence levels and experimental apparatus. The majority of the data

(209 points) was measured with expanding flames, including cruciform burners (CB),

spherical bombs (SB), cylindrical vessels (CV), explosive vessels (EV), with the remain-

ing flames (141 points) using Bunsen burners (BB) or (53 points) conical diffuser (CV)

set-up.
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Figure 2.8: Turbulence and flame conditions for the data displayed in Table 2.4 plotted on

a Borghi diagram modified by Peters [41] (For legend see Table 2.4)

Laminar properties were calculated rather than taken from the experimental studies

due to variations in the reported values, which would influence the consistency of the

data. Literature values of SL are relatively consistent, however, variations in the reported

values do exist. The majority of the studies used in the literate define laminar flame thick-

ness as the diffusive flame thickness. This definition is expressed using either the thermal

diffusivity α such that δdi f f = α/SL [101], [122], [103] or kinematic viscosity υ where

δdi f f = υ/SL [31], [106]. It should also be noted that the numerator used for defining

δdi f f is not always provided in the literature, and can therefore introduce further uncer-

tainty into the exact definition of laminar flame thickness used. As previously discussed,

the thermal flame thickness has been adopted for this thesis. While δdi f f and δth are both

equally valid, only a single value of laminar flame thickness can be used to ensure con-

sistency. As a result of δdi f f being up to an order of magnitude smaller than δth [68] and

the difference between SL calculated for this thesis and those reported in the literature, the

turbulent velocity (u′/SL) and length (Λ/δth) ratios may be different to those reported.

This can be most notably seen in the modified Borghi plotted in Figure 2.8. Similarly,
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Table 2.4: Experimental operating conditions, apparatus and measured c̄ iso-surfaces for

each data set used in the study. Symbols shown related to the data in the modified Borghi

diagram in Figure 2.8 51



due to using δth rather than δdi f f , the dimensionless numbers Ret , Da and Ka reported in

Table 2.4, are smaller than those from the literature.

To calculate SL and δth, the one-dimensional freely-propagating laminar flame solvers

of Chemkin PRO [123] and a C3 version of ArmacoMech 1.3 [124] are used for the CH4

flames. Cantera 2.2.1 [42] and a C5 version of the same mechanism are used for the

C2H4, C2H6 and C3H8 flames. Chemkin PRO is not used for the larger molecule fuels

due to memory issues caused by the larger kinetic mechanism (346 species). In addition

to calculating the laminar flame properties of larger molecule fuels, Cantera is also used

to calculate Lewis numbers (Equation 2.66) for each of the reactant mixtures at inlet con-

ditions, giving average values of 0.95, 1.2, 1.4 and 1.7 for CH4, C2H4, C2H6 and C3H8,

respectively.

Le =
λ

ρcpDk,m
(2.66)

where cp is the specific heat capacity at constant pressure and Dk,m is the mixture-averaged

molecular diffusion coefficient. To ensure the kinetic mechanism and solvers used do not

introduce any uncertainty into the laminar properties, four sets of laminar properties are

calculated; using two laminar flame speed solvers, Chemkin PRO and Cantera with two

chemical kinetic mechanisms, AramcoMech 1.3 and USC Mech Version II [50]. Figure

2.9 shows the results for the laminar flame speed (SL) and thickness (δth) for the two ki-

netic mechanisms predicted using Cantera 2.2.1 and Chemkin PRO, for a methane flame

at Ti = 300 K and Pi = 0.1 MPa. The maximum difference between the predicted values

of SL for the two mechanisms is 11%, while the maximum difference for δth is 17%. The

differences shown in Figure 2.9 are the largest differences between the two kinetic mech-

anisms. For the values predicted for the C2H4, C2H6 and C3H8 flames the deviation while

on the same order of magnitude is smaller. Due to these small differences only a single

solver and mechanism, Cantera 2.2.1 and AramcoMech 1.3, are used to calculate laminar

properties in this thesis.
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Figure 2.9: Results of 1D freely-propagating flame speed modelling of (a) laminar flame

speed (SL), and (b) flame thickness (δth) using Cantera 2.2.1 (dashed) and Chemkin PRO

(solid) solvers and AramcoMech1.3 (red) and USC Mech Version II (black) mechanisms

Despite the fact that the data shown in Figure 2.8 is extensive, it does not include all of

the available experimental data in the literature, as not all experimental results are applica-

ble for the following study. As mentioned in the previous section, multiple definitions for

turbulent flame speed are used within the research community. While no single definition

is more correct than any other, turbulent flame speeds measured at different c surfaces

cannot be compared to one another. Due to this, the experimental Bunsen flame data in

this section has ST values recorded at c̄ = 0.05 and 0.5. Studies that measured turbulent

flame speeds at other values of progress variable [125] were excluded as a comparison

against these values could not be made. For expanding flames, the Bradley relationship

allows for ST recorded at c̄ other than 0.05 or 0.5 to be related back to usable values of

progress variable. This allows any experimental data from an expanding flame to be used

in a meaningful comparison. This is the reason why the majority of the data in Table 2.4

has been measured using expanding flames (CD, SB, CV and EV).

A variety of models for predicting ST,0.5 and ST,0.05 are examined in this thesis, with

their accuracy being determined through a comparison against experimental data. Table

2.4 displays the entire range of data gathered for the thesis. Although the entire dataset

is used in the thesis, only portions of the experimental data can be used for each purpose.

The first study in Chapter 3 investigates the accuracy of sixteen turbulent flame speed cor-
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relations, these expressions fall under both definitions of turbulent flame speed, ST at c̄ =

0.05 and 0.5. As a result experimental campaigns that measure flame speed at alternative

progress variables or where the Bradley relationship is inappropriate, are omitted. The

later studies in Sections 3.4.2 and 3.4.3 only examines five models with each expression

predicting ST at c̄ = 0.5, therefore the entire range of experimental data in Table 2.4 can

be employed. Although the numerical model developed in Chapter 4 also predicts ST at

c̄ = 0.5 the entire range of data is not included in the validation of the computational ap-

proach due to time restrictions. As the entire range of experimental data from Table 2.4 is

not used for each study, an overview of the experimental values employed for each study

will be given in Chapters 3 and 4.

2.5.2 Correlation Studies

Over the past seven decades, more than forty correlations for predicting ST have been

developed. These correlations are based on laminar flame properties (SL and δth), tur-

bulent flow properties (Λ and u′), and dimensionless numbers (Ret , Ka and Da). Some

of these correlations are based on semi-empirical scaling laws [126, 127] and others are

based on the physics of passive scalars [30]. Thanks to their simplicity and only relying on

parameters readily available from experimental results, correlations are a very attractive

method for quickly estimating turbulent flame speed. ST is an essential closure param-

eter in many computational approaches for premixed flames, making these expressions

valuable for efficient computational modelling of premixed turbulent flames. Zimont was

one of the first to suggest closing the turbulent combustion equations by highlighting the

importance of mean flame brush thickness (δt) and ST [40]. Due to the widespread use of

ST correlations, considerable attempts to develop a universal expression have been made,

however, a general expression for determining ST does not exist. This is due to the com-

plex nature of turbulent flames, and the influence that flame wrinkling, experimental flame

configuration, bending effects and measurement techniques have on ST . This problem is

further compounded by the fact that no single definition for ST exists, as previously dis-

cussed. Using Damköhler’s physical model, the correlation shown in Equation 2.67 has
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been proposed numerous times. To accurately predict ST using this expression the ad-

justable parameters, C and n must be evaluated for the operating conditions of the flame

under examination. C is typically on the order of unity while n≈ 0.7.

ST

SL
= 1+C

(
u′

SL

)n

(2.67)

In addition to Damköhler’s physical model, many other correlations of varying forms

have been proposed. A list of these correlations and a brief description of the theory used

is shown below. The author, equation, definition of ST used and the adjustable parame-

ters for each correlation are displayed. It should be noted that for the Zimont correlation

the definition of ST could not be determined. Though due to its extensive use and close

agreement with ST,0.5 it is assumed the expression predicts ST at an iso-surface of c̄ =

0.5. Only a portion of existing correlations are being examined for this thesis. Many

more correlations exist [128–130], but are excluded from the current study due to diffi-

culty in determining the iso-surface of c used to define ST . A recently-derived correlation

by Kolla et al. [28] is also excluded from the study due to the fact that the definition of

ST,0.05 did not relate well to the leading edge measurement for the expanding flames used

in this study. While the correlation shows good agreement to Bunsen flame data it was not

possible to achieve similar agreement with other burner set-ups, as also demonstrated by

Lawes et al [131].

The variety in how the correlations are written is quite large and this is reflective

of the underlying theory associated with each correlation. The following list provides a

short overview of the theoretical basis and defines the expression for each of the fifteen

correlations.

Zimont [98] developed the correlation for high Ret combustion, characterised by flamelets

thickened through their interaction with small scale turbulent structures. This type of

regime has been defined by Zimont as intermediate steady propagation (ISP) flame,

which corresponds to a flame with a Kolmogorov length scale less than δdi f f . Using
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this theory, Zimont defined turbulent flame speed as

ST,0.5 =Cu′Da0.25 (2.68)

where C = 0.52.

Klimov [132] examined how the propagating flame surface is contorted by a single-scale

of turbulence for a period of time until opposite flame fronts merge due to flame propa-

gation, defining ST as:

ST,0.5 =Cu′Da0.25 (2.69)

where C = 3.5.

Gouldin [133], under fractal theory where homogeneous turbulence is not space filling

but rather has a fractal dimension, evaluated the influence of turbulent eddies on the

flamelet surface area such that turbulent flame speed could be defined as:

ST,0.05

SL
=C


1−

(
1−At

−0.25 Re−0.75
t

)
exp
(
−
(

At
Ret

)0.25
u′
SL

)
×

At
0.25 Re0.75

t


D−2 (2.70)

where D = 2.32−2.4,At = 0.37,C = 1.

Duclos [53] employed the Kolmogorov-Petrovski-Piskunov (KPP) theory, which is based

on the assumption that a turbulent flame propagates in a statistically one-dimensional

planar domain into frozen turbulence and mixture composition. This allowed an expres-

sion for turbulent flame speed using CFM, which accounts for flame stretch using the

large-scale strain, and is corrected by the function ΓK , to be expressed as:

ST,0.5 =Cu′
(

CµΓk
ScT

)0.5[
1+D1

(
1+D2

u′

SL

)]−0.5

(2.71)

where C = 6,D1 = 0.5,D2 = 0.6,ScT = 0.7 and for ΓK see [53].
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Mantel and Borghi [83] also predicted turbulent flame speed using the KPP theorem.

For large turbulent Reynolds numbers, ST is dependent on u′, whereas the integral scale

eddies have little effect. For smaller values of Ret , the Kolmogorov scales have the

largest influence on the turbulent flame speed.

ST,0.05 =Cu′Ret
0.25

1+
D2Ret

0.5(
1+D1

SL
u′

)D3


−0.5

(2.72)

where C = 0.7,D1 = 0.8165,D2 = 1.25 and D3 = 1.

Kerstein [134] developed the pair exchange model, which proposed that turbulent con-

vection can be defined as a random exchange of state between fluid elements represented

by pairs of cells in the direction normal to the flame and defines the displacement speed

as:

ST,0.05 =
√

8D when D > 27.82

ST,0.05 = 1+ D
2 when D < 27.82

(2.73)

where D =Cu′Re0.75
t and C = 0.082.

Abdel - Gayed and Bradley [135] used the two-eddy theory to define ST as the product

of the rate of eddy decay and the amount of mixture which chemically reacts over the

associated time scale of the eddy lifetime.

ST,0.05

SL
=C

 Ret
0.47 u′

SL

[
1− exp

(
−3.178Ret

0.5 u′
SL

)]
+

8.13Ret
0.22 u′

SL

[
1− exp

(
−0.391Ret

−0.25 u′
SL

)]


0.25

(2.74)

where C = 1.34.

Anand and Pope [136] used a transport equation for the joint probability density function

of the reaction progress variable and velocity to define turbulent flame speed through a

Monte Carlo simulation.
ST,0.05

SL
=C

u′

SL
(2.75)
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where C = 1.5.

Gülder [126] used two distinct expressions for the turbulent flame brush thickness and

a chemical lifetime expression to determine the time required for the flame to consume

the mixture. Turbulent flame speed is then defined as:

ST,0.05

SL
= 1+C

(
u′

SL

)0.5

Ret
0.25 (2.76)

where C = 0.62.

Kobayashi [127] fit an expression to experimental data, measured over a range of turbu-

lent conditions for C1 - C3 fuels and pressures up to 3.0 MPa [137], resulting in ST being

expressed as

ST,0.5

SL
=C

(
u′

SL

)0.38( P
0.1 MPa

)0.38

(2.77)

where C = 2.9 (CH4 & C2H4) and C = 1.9 (C3H8)

Muppala [108] developed the expression based on the Zimont correlations with three

additional terms, u′/SL, Le and P/P0. These new terms were included to better cap-

ture pressure and fuel effects as well as more accurately account for low to moderate

turbulence, allowing the consumption speed to be defined as:

ST,0.5

SL
= 1+

C
Le

Re0.25
t

(
u′

SL

)0.3 ( P
0.1 MPa

)0.2

(2.78)

where C = 0.46.

Ronney [30] focused on flames within the distributed reaction zone correlations (DRZ).

Here Damköhler argued that a flame could be distributed by a rapid increase in tempera-

ture over a large region of reactants, that are above the ignition temperature, whereas ST

is primarily influenced by increasing diffusive transport inside the flame with no effect

on the rate of reaction. ST is therefore defined as:
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ST,0.5−SL

u′
=C(Da)0.5 (2.79)

C = 0.12.

Peters [97] related ST to the flame propagation of the laminar flamelet by algebraically

defining the influence of turbulence on the flame surface area ratio. The correlation was

developed for the thin reaction zone where turbulent scales can penetrate and affect the

thicker preheat zone. They cannot however, penetrate or influence the thinner reactions

zones within the flame.

ST,0.05

SL
= 1− 0.78

2C
Λ

δth
+

{(
0.78
2C

Λ

δth

)2

+0.78
u′Λ

SLδth

}0.5

(2.80)

where C = 2.0.

Cant [81] also used KPP theory. Cant neglected curvature effects and assumed that the

Kolmogorov scales have the largest influence on creating strain rate effects within the

flame. The correlation is based solely on turbulent characteristics and does not consider

any chemistry effects, allowing the displacement speed to be expressed as:

ST,0.05 =Cu′Re0.25
t (2.81)

where C = 0.5

Liu [103] expressed ST using the same theory as Ronney [30] with different adjustable

parameters.
ST,0.5−SL

u′
=CDa0.47 (2.82)

where C = 0.14
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Figures 2.10 and 2.11 shows a comparison for the fifteen correlations outlined above

for a variety of fuel and turbulent conditions as shown in Table 2.5.

Table 2.5: Experimental data used for comparison with literature correlations in Figures

2.10 and 2.11

Figure Fuel φ p T u′
SL

Λ

δth
Ref

2.10 (a,b) CH4 1 0.1 300 2.0-5.4 50.0-102.5 [31]
2.10 (c,d) CH4 0.7-1.2 0.1 300 4.4-10.0 35.3-56.8 [33]
2.11 (a,b) C3H8 1 0.1 300 1.3-5.5 9.4-10.5 [107]
2.11 (c,d) C3H8 0.8-1.35 0.1 300 4.9-7.3 5.2-6.9 [101]

For the figures, the upper panels (a,b) show the impact of velocity fluctuations (u′),

while the lower panels (c,d) show the impact of equivalence ratio (φ). The left panels (a,c)

show data for ST,0.05 and the right panels (b,d) show ST,0.5. It can be seen that there is a

large distribution in the predicted values of ST as well as trends by each correlation. This

can be attributed to the different underlying theory of each expression and the adjustable

parameters not being tuned to the experimental data under examination. An in-depth in-

vestigation and discussion relating to each correlation will occur later in Chapter 3.
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(a) (b)

(c) (d)

Figure 2.10: Results of a comparison between the fifteen literature corrections and exper-

imental values shown in Table 2.5. The upper panels show the impact of velocity fluctu-

ations (u′) for correlations that predict (a) ST,0.05, and (b) ST,0.5, while the lower panels

show the impact of equivalence ratio (φ) for predictions of (c) ST,0.05, and (d) ST,0.5
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(a) (b)

(c) (d)

Figure 2.11: Results of a comparison between the fifteen literature corrections and exper-

imental values shown in Table 2.5. The upper panels show the impact of velocity fluctu-

ations (u′) for correlations that predict (a) ST,0.05, and (b) ST,0.5, while the lower panels

show the impact of equivalence ratio (φ) for predictions of (c) ST,0.05, and (d) ST,0.5

2.5.3 Numerical Studies

In the past, computational methods struggled to accurately define premixed turbulent

flame speed. With improved computational power in recent years, accurate results have

been produced using LES and DNS approaches. The following section will discuss the

findings of some of the previous RANS studies before moving on to the more accurate

models employing LES and DNS methods. While LES and DNS are more appropriate

methods for predicting turbulent flame speed, the RANS approaches were a first step to-

wards modelling ST and so are worth discussing.
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Using the CFM2-b flame surface density approach, Duclos et al. [53] predicted com-

parable result to the experiential results of Abdel-gayed et al. [54]. The experimental

results are recorded in a highly turbulent bomb (0.17 < u′/SL < 45.95) with no mean flow

for propane-air mixtures with φ = 0.8 and 1.1 for a pressure and temperature of 1 atm

and 328 K respectively and an integral length scales between 36 and 45 mm. The bending

effects were accounted for by the fact that the merging rate is assumed proportional to

the flame surface density squared. Even though the values of ST and the bending effects,

shown in the trends, are underpredicted by the FSD approach, the overall results are very

comparable for a RANS approach. Similar to the above study, Choi and Huh [55] used

a coherent flamelet model to show agreement between predicted and measured values of

ST . The model was compared with results measured by Bradley et al. [138] for a cen-

trally ignited spherical flame that propagates outwards with intense isotropic turbulence

(2.5 < u′/SL < 17.5). The results were grouped by the KLe term, where Le and K refers

to Lewis number and Bradleys turbulent Karlovitz number based on the Taylor length

scale (λ ), respectively. For the data studied KLe had values of 0.070, 0.14, 0.30, 0.63.

Similar to Duclos et al., the experimental and predicted values of ST are comparable, and

without bending effects the trends show satisfactory agreement. Peters [97] used the time-

averaged G-equations in a RANS approach to show agreement with experimental data

recorded by Abdel-gayed et al. [54], where the calculated values of ST relate to a Ret =

625 and the experimental data is measured for a range of Ret 500 and 750 for a pressure

and temperature of 1 atm and 328 K respectively. Peters also illustrated the importance of

Λ in the G-equations for ST over a range of integral length scales.

The Reynolds-averaged Navier-Stokes methods calculate an exact time-averaged flow

field and involves closure models that require turbulent flame speed as an input are needed.

As a result, RANS can struggle to accurately predict the complex nature of premixed tur-

bulent combustion. For this reason, and the availability of high levels of computational

power, LES and DNS are seen to be more appropriate approaches for calculating ST .

Lecocq et al. [139] presented a comparison between LES predicted and measured val-
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ues of ST for a laboratory flame at atmospheric conditions with methane-air mixture for

equivalent ratios between 0.8 and 1.0, integral length scales between 24.3 - 50.0 mm and

0.0 < u′/SL < 10.5. Using an extended coherent flamelet model (ECFM), coupled with

a transport equation for the flame surface density, the authors were able to show satisfac-

tory agreement with experimental data measured by Shy et al. [31]. The simulated results

illustrate bending effects for both φ = 0.8 and 1.0 At higher velocity ratios however, the

simulated results tend to overpredict the values of turbulent flame speed for both equiva-

lent ratios.

Keppeler et al. [140] developed a model based on the fractal characteristics of the

flame surface using the RANS closure approach proposed by Gouldin [141] and predicted

turbulent flame speed for a Bunsen burner flame. Twenty five operating conditions were

simulated and compared to the values measured by Kobayashi et al. [32, 114, 142] with

temperature of 300 K, Λ = 1 mm and 0.13 < u′/SL < 4.3. The comparison was made for

four operating pressures between 0.1 - 2.0 MPa for methane and propane flames. CH4

simulations show satisfactory agreement across the entire range of turbulence for the at-

mospheric conditions and very slightly over predicting the bending effect for 0.5 MPa.

The C3H8 flame also shows agreement to the values but slightly underpredicts the slope

of the measured flame speed ratio for the increasing turbulent intensity.

Charlette et al. [143] presented a new model after showing that the standard dynamic

model is insufficient for modelling turbulent flame wrinkling. The power-law dynamic

flame wrinkling model was therefore developed to deal with the wrinkling process in pre-

mixed turbulent combustion. Unlike the work by Lecocq et al., an algebraic closure ap-

proach was used to define the flame surface density. To validate the new model, LES pre-

dicted values were compared to experimental results from Abdel-Gayed and Bradley [135]

for 15 experimental points for Ret between 540 and 3320. The comparison of the experi-

mental and predicted results showed partial agreement. An underprediction of the turbu-

lent flame speed can be observed for the smaller values of turbulent velocity ratio. For

the larger Reynolds number cases, good representation of the bending effect was found.
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For intermediate and lower Ret bending can be seen, a lack of experimental data however,

inhibits validation of the predicted values of ST at higher velocity ratios.

Due to the high computational expense of direct numerical simulations, many DNS

campaigns use simple geometries and small simulation domains in an effort to reduce

CPU costs. Nivarti et al. [62] examined the bending effects in a turbulent premixed flame

by simulating a statistically-planar methane/air flame using the 3D geometry, where the

domain has a stream wise length of 1.5 cm. The computational campaign was carried out

for stoichiometric conditions for five cases where the inlet turbulent intensity was the only

parameter varied between runs and results in a range of Ret between 39 and 737 at atmo-

spheric temperature and pressure. Assuming single step chemistry and Le = 1, Navarti

et al. predicted the results of turbulent global consumption flame speed exhibiting bend-

ing effects. Multi-step chemistry would introduce additional effects within the flame and

experimental results would allow for validation of the simulations, bending effects have

been observed in the DNS domain and can be studied in depth.

Similar to the work by Nivarti, Fru et al. [61] used a simple geometry of a cubic com-

putational domain, with 4 cm sides, to investigate the impact of u′ and φ on the burning

rate of premixed turbulent flames using DNS. Simulations were carried out at atmospheric

conditions for equivalence ratios between 0.6 and 1.0 and turbulence intensities ranging

from 2.0 to 22.0 m/s. Unlike the previous DNS study discussed, Fru et al. employ a C1

chemical kinetics mechanism consisting of 16 species and 25 reactions [144] to calculate

the turbulent consumption speed of each flame (Sc). Sc is an interesting measure of the

turbulent flame speed ST , with the two being related using an iso-surface scaling area. Fru

et al. was able to illustrate both the linear increase in turbulent consumption speed for low

turbulence and the bending effects at higher levels of u′ for five mixture equivalence ratios

and a large range of Ret .

While expensive, DNS studies examining three-dimensional laboratory simulations

have been carried out. Bell et al. [145, 146] simulated the laboratory slot burner of Fi-
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latyev et al. [147] and the V-flame for methane-air mixtures at atmospheric conditions.

The slot burner has a computational domain of 7.5 x 5 x 10 cm and operated at stoichio-

metric conditions and u′/SL = 0.69. The V-flame operated at leaner and more turbulent

conditions with φ = 0.7 and u′/SL = 1.1. Both studies employed DRM19 to define de-

tailed chemistry using 20 species and 84 reactions. This allowed Bell et al. to calculate

turbulent global consumption speed of 2.45 x SL and 3.95 x SL for the slot burner and

V-flame respectively. When compared to the experimental data, an error of 4% and 19%

can be found for the two flame speeds respectively. This shows it is possible to model

laboratory scale turbulent premixed flames using DNS. To achieve this level of accuracy

however, detailed descriptions of the experimental inlet conditions were required and the

simulation is therefore extremely computationally expensive. Furthermore, even though

DRM19 is a chemical kinetics mechanism, a more detailed mechanism would better de-

scribe the combustion process.

2.6 Research Need

As previously discussed, turbulent flame speed is essential for combustion device de-

sign, as it can be used to estimate the species consumption and heat release rates and allow

for the reactivity of the flame to be assessed. ST is also a key parameter for the closure

of reactive numerical models. Because of this ST has been the focus of many studies in-

cluding experimental, analytical and computational approaches. Although experimental

campaigns can give exact values of turbulent flame speeds, they can be expensive, require

high levels of expertise and time-consuming to initially commission. This is more appar-

ent at gas turbine conditions, in which pressures and temperatures are high.

In comparison, analytical approaches are fast and simple to implement, however, the

underlying theory and adjustable parameters are not always applicable to the flames under

examination. Figure 2.11 clearly shows the large distribution in predicted values using

ST correlations. Coupling this with a lack of detailed chemical description, correlations
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are not always applicable for predicting premixed turbulent flame speed. This becomes

more apparent for H2 and C2+ flames, in which the fuel effects begin to have a large

influence on the flame and ST . In an attempt to improve the applicability of analytical

approaches, an empirical correlation with adjustable parameters optimized using a large

experimental database of ST values has been developed. A Nelder-Mead simplex direct

search method [43], implemented in Matlab, and ≈ 335 data points, over a wide range of

conditions, are employed to define seven parameters in the new model for defining ST .

While numerical approaches allow for the inclusion of more detailed turbulence and

chemistry, it is often very computationally expensive, time-consuming and requires high

levels of user expertise. For DNS study of statistically-planar methane-air flames by Ni-

varti et al., a typical simulation used≈ 2.5x104 core-hours when running on the DARWIN

(Intel Sandy Bridge E5-2670) and ARCHER (Cray XC30) supercomputers [62]. The sim-

ulations by Fru et al. required 10 days of computing time for the coarsest grid and two

months for the finest using a variety of supercomputers.

In an attempt to minimize this expense, reduced chemistry is employed. As shown

in the DNS approaches previously described, even the most complex finite rate chemistry

methods employed very small chemical kinetic mechanisms. For RANS and LES simu-

lations, simplifications to the chemistry are also made. The G-equations and FSD closure

approaches use detailed chemistry, however, all of this chemical information is reduced

into a single quantity; laminar flame speed. Therefore the complex chemistry effects are

not fully being taken into account by any of these approaches. Other closure methods,

such as the BML and the EBU models, take this simplification further and completely

neglect chemistry effects.

In an effort to preserve chemical fidelity and minimise computational cost, a one-

dimensional turbulent flame speed solver has been developed. The computional model is

built on top of the existing Cantera 2.3.0 laminar freely-propagating flame speed model.

The modifications to Cantera have been made to introduce turbulence and to account for
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turbulent flow effects such as Reynold’s fluxes, turbulent chemistry interactions and the

influence of temperature fluctuations on mean reaction rate. As a result, the model will

be able to account for a range of turbulent conditions as well as describing the effects of

chemistry in premixed turbulent flames.
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Chapter 3

Premixed Turbulent Flame Speed

Correlations

3.1 Introduction

As discussed in Chapter 2, turbulent flame speed correlations are used extensively for

the closure of computational premixed turbulent combustion models and as an aid in de-

termining species consumption rate, heat release rate, and flame reactivity in gas turbine

combustors at untested operating conditions. Due to the complexity of turbulent premixed

flames, the large number of correlations available in the literature, and the array of under-

lying theories associated with each expression, the correct choice of correlation to predict

ST is not always clear. The aims of this chapter are to provide insight into the accuracy

of fifteen state-of-the-art ST correlations, as presented in Section 2.5.2, and to determine

the most appropriate correlations to use under different turbulent premixed combustion

conditions. A novel alternative empirical ST correlation for use across the entire range of

turbulent conditions will also be presented. It is based solely on experimental data ob-

tained from the literature and uses a Nelder-Mead simplex direct search method [43] to fit

adjustable parameters to minimise the mean absolute percentage error (MAPE) between

the modelled and measured data. To assess the accuracy of the fifteen literature corre-

lations and newly-developed expression, the following three studies are carried out and

presented in this chapter:
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1. A comparison of the fifteen literature correlations plus the newly-developed empiri-

cal correlation for eleven experimental studies performed at over 200 different flame

conditions on the basis of ST . This study will henceforth be referred to as Study A.

2. A further study of the four most accurate literature correlations and the newly-

developed empirical correlation. Each expression will be compared to an extended

data set of fifteen experimental studies comprising of 335 different flame conditions

on the basis of ST . This study will henceforth be referred to as Study B.

3. Optimisation of the five most accurate correlations from Study B, using the Nelder-

Mead simplex direct search method. The optimised correlations will then be com-

pared to the same data as Study B to investigate what, if any, improvements to values

and trends of ST can be made. This study will henceforth be referred to as Study C.

An absolute percentage error (APE) value is used to determine the difference between

correlation predictions and experimentally obtained ST values as shown in Equation 3.1.

Overall correlation accuracy can then be calculated by average MAPE over the range of

the data under examination, as shown in Equation 3.2.

APE =

∣∣∣∣xexp,i− xcorr,i

xexp,i

∣∣∣∣×100 (3.1)

MAPE =

npoints

∑
i=1

APE

npoints
(3.2)

where xexp,i is the experimental value i, xcorr,i is the value predicted by the correlation,

and npoints is the number of data points in the corresponding study. The MAPE provides

a single error value for each correlation, making it convenient to assess accuracy for the

large numbers of correlations and data. When using an extensive array of data, a cor-

relation with a low MAPE has the ability to be applied over a wide range of turbulent

conditions. This ability is of key importance for model closure within CFD. Equally as

important is a correlation’s ability to predict experimental trends. Accurate predictions

of trends are important for combustion device design. During gas turbine development,
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turbulent flame speed results obtained at atmospheric pressure are frequently extrapolated

to engine conditions. This can result in the introduction of errors and/or uncertainty. To

assess the correlations’ ability to match trends, ST trends predicted by each correlation in

Study B and C will be compared graphically to experimental ST trends over a range of

fuel types, equivalence ratios and turbulent velocity ratios.

3.2 Experimental Results

To assess the correlations applicability to predicting turbulent flame speed, ST mea-

surements from a number of experimental campaigns found in the literature are used. An

overview of the data gathered for this thesis can be seen in Section 2.5.1. As previously

noted, the entire range of experimental ST data is not applicable to all of the studies in

this chapter. For Study A the ST expressions selected are defined at progress variable

iso-surfaces equal to either 0.05 or 0.5. To remove the influence of c̄, predictions from

each correlation are compared to experimental ST values measured at applicable c̄ iso-

surfaces only. This is achieved with Bunsen flames comparing ST measurements at the

same operating conditions recorded at surfaces of c̄ = 0.05 and c̄ = 0.5. As a result, the

experimental measurements from Bunsen flames are restricted to studies that measured

ST at both values of progress variable. Although ST was measured at various values of

c̄ for spherically-expanding flames the relationship developed by Bradley [35] is used to

determine ST at c̄ = 0.05 and c̄ = 0.5, making the data applicable for all of the literature

correlations. Equation 2.65 shows how the relationship, which defines the ratio of ST at

different surface radii, is used to relate ST back to values associated with c̄ = 0.05 and c̄

= 0.5. Due to these restrictions, only 200 of the available 335 data points can be used for

this study. The remaining 135 data points either (i) did not measure ST at c̄ = 0.05 and

c̄ = 0.5 or, (ii) were performed using apparatus in which the Bradley relationship is not

applicable. An overview of the 200 experimental points can be seen in modified Borghi

diagram shown in Figure 3.1. The points in colour denote the 200 experimental points that

can be used and the greyscale points refer to the remaining 135 data points. More details

for the 200 points are displayed in Table 3.1.
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Table 3.1: Experimental operating conditions, apparatus and measured c̄ iso-surfaces for

each data set used in the study. Symbols shown relate to the data in the modified Borghi

diagram in Figure 3.1

Flame Apparatus Fuel c̄ φ P (MPa) u′
SL

Λ

δth

ST c̄=0.5
SL

A� CB CH4 0.1 0.8 0.1 10.6-20.8 70.1-70.6 9.4-12.6
B � CB CH4 0.1 0.8 0.2-1.0 5.0-14.5 3.5-170.1 5.0-15.8
C4 SB CH4 0.6 0.8 & 1.2 0.1 1.9-16.4 3.9-6.4 1.9-6.1
D × BB CH4 0.5 0.7-1.35 0.1 2.6-11.7 2.9-5.6 2.7-5.0
E + BB C2H6 0.5 0.7-1.45 0.1 2.2-8.8 3.8-7.0 2.0-6.4
F◦ BB C3H8 0.5 0.8-1.35 0.1 2.4-7.3 4.7-6.9 1.6-4.9
G� SB CH4 0.1 0.6-1.3 0.5 8.2-45.5 3.7-136.1 9.4-33.6
H � SB CH4 0.34 0.6-1.3 0.1 2.0-15.1 1.8-4.5 1.8-4.8
I4 BB CH4 0.05 0.7,0.8,1.0 0.1 0.65-2.4 2.3-9.4 5.6-11.1
J × CB CH4 0.5 0.7-1.4 0.1 1.4-34.7 23.4-105 2.1-20.5
K + SB CH4 0.1 0.6-1.2 0.1 4.4-10.0 35.3-56.8 3.8-6.9
L◦ BB CH4 0.5 0.7-1.0 0.1 2.0-15.1 1.8-4.5 1.8-4.8
M� SB C3H8 0.6 0.7-1.45 0.1 1.9-9.9 5.3-7.0 2.0-8.0
N � CV CH4 0.6 0.8-1.25 0.1 1.3-6.3 8.1-10.0 1.9-5.1
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Figure 3.1: Turbulence and flame conditions for the data displayed in Table 3.1 plotted on

a Borghi diagram modified by Peters [41]

The expressions examined in Study B are the most accurate correlations from Study

A. Each of the correlations in Study B predict the turbulent flame speed at a progress vari-

able iso-surface of c̄ = 0.5. This allows the entire range of experimental data in Section

2.5.1 to be employed when testing the accuracy of the five correlations as there is no need

to have turbulent flame measurements at both progress variables. A detailed description

of the data can be seen in Table 2.4, with the greyscale symbols in Figure 3.1 providing a

visual overview of the turbulent properties of this data. When compared to the coloured

points in the diagram, it can be seen that the additional 135 data points fill the gap between

the two groups of data in the thin reactions zone and corrugated flamelet regimes. The re-

sults from Savarianandam et al. [120] also provides a substantial volume of experimental

measurements in the wrinkled flamelet regime. With these additional experimental points

the correlations can be examined in much greater detail compared to Study A. Another

contribution of the new data is the addition of flames involving large fuel molecules, in-

creasing the number of experimental points of C2+ flames from 55 to 119. Comparing the
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correlations to these operating conditions is important as natural gas is mainly comprised

of methane but can contatin larger hydrocarbons (e.g. ethane, propane, butane) as high as

50% by volume.

Due to the large volume and variety of conditions in the experimental studies used in

this chapter the data has been divided into data groups of more manageable size. Four

data groups are defined based on the various flame operating conditions, this allows for a

deeper examination of the large data set. The correlations are first compared to methane

flame data over the entire range of experimental test conditions (Data Group 1). Corre-

lations are then compared, again for CH4, at elevated pressure conditions only (0.2-1.0

MPa) (Data Group 2). A third comparison for CH4 takes place for conditions at elevated-

pressure (0.2-1.0 MPa) and high turbulence (u′/SL > 10), which are of relevance to in-

dustrial combustion systems (Data Group 3). Finally, fuel effects are examined through

the comparison of the correlations for ethane and propane flames (Data Group 4).

3.3 Methodology

The extensive volume of data discussed in Section 3.2 requires a straightforward

method to represent the accuracy of each correlation is essential. The mean absolute

percentage error was selected over other forms of defining error as (1) it gives the same

weight to predicted values regardless of whether the correlated flame speed is above or be-

low the measured value of ST , and (2) the size of the MAPE depends on both the absolute

deviation (xexp,i−xcorr,i) and the experimental value (xexp,i), therefore, the deviation from

a large number gives a smaller error compared to the same deviation from a smaller num-

ber. Examples of these characteristics can be seen in Table 3.2. Other statistical methods

see these traits are seen as limitations however for this work they are desirable. This is

because (1) an over/under-prediction of ST is treated the same because both predictions

have the same deviation from the target value, this is shown in Table 3.2 where the ±5

predictions around the experimental value of 10 have the same error. The second char-

acteristic means that similar deviations from different predicted values are not treated the
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same as the deviation is further from the target value as displayed in the Table 3.2 for

characteristic (2).

Table 3.2: Examples of the mean absolute percentage error characteristics

Characteristic (1) (2)
Predicted 5 15 10 10
Experimental 10 10 15 5
Absolute Deviation 5 5 5 5
MAPE (%) 50.0 50.0 33.3 100.0

A detailed discussion regarding the literature correlations took place Section 2.5.2,

therefore Table 3.3 and 3.4 give a brief recap of the turbulent flame speed expressions.

Table 3.3 presents the author and correlation equation, while Table 3.4 displays the origi-

nal authors’ adjustable parameters used for each correlation. The definition of ST used by

each author either ST0.05 or ST0.5 is also shown. It should again be noted that for the Zimont

correlation the definition of ST could not be determined. However due to its extensive use

and close agreement with ST0.5 it is assumed the expression predicts ST at an iso-surface

of c̄ = 0.5. Additionally Table 3.4 shows that the correlation developed by Ronney and

Liu are essentially the same format but with different adjustable parameters. As two sep-

arate authors have proposed these correlations each expression is examined individually.

Although a large number of correlations are being examined, only a portion of the total

number of correlations available in the literature are examined for this study. Many more

correlations exist [128–130], but are excluded due to difficulty in determining the defini-

tion of ST used by these expressions. A recently-derived correlation by Kolla [28] is also

excluded from the study because the definition of ST0.5 did not relate well to the leading

edge measurement for expanding flames used in this study. While the correlation shows

good agreement with Bunsen flame data, it is not possible to achieve similar agreement

with other burner set-ups, as also demonstrated by Lawes et al [131].
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Table 3.3: Turbulent premixed flame correlations by various authors and their reported

parameters

# Author Correlation

C1 Zimont ST0.5 = au′Dab

C2 Klimov ST0.05 = au′bSL
c

C3 Gouldin
ST0.05

SL
= a


1−

(
1−At

−bRet
−c) ·

exp
(
−
(

At
Ret

)b
u′
SL

)
At

bRet
c


D−2

C4 Duclos ST0.05 = au′
(

Cµ Γk
Sct

)b[
1+D1

(
1+D2

u′
SL

)]−b

C5 Mantel & Borghi ST0.05 = au′Ret
b

[
1+ D2Ret

b(
1+D1

SL
u′

)D3

]−c

C6 Kerstein ST0.05 =

√
8D when D > 27.82

1+ D
2 when D < 27.82

where D = au′Reb
t

C7 Abdel-Gayed & Bradley
ST0.05

SL
= a


Ret

b u′
SL

[
1− exp

(
−3.178Ret

c u′
SL

)]
+

8.13Ret
d u′

SL

[
1− exp

(
−0.391Ret

−e u′
SL

)]


e

C8 Anand & Pope
ST0.05

SL
= a u′

SL

C9 Gülder
ST0.05

SL
= 1+a

(
u′
SL

)b
Ret

c

C10 Kobayashi
ST0.5
SL

= a
(

u′
SL

)b( P
0.1 MPa

)c

C11 Muppala
ST0.5
SL

= 1+ a
Le Ret

b
(

u′
SL

)c ( P
0.1 MPa

)d

C12 Ronney
ST0.5−SL

u′ = aDab

C13 Peters
ST0.05

SL
= 1− 0.78

2a
Λ

δth
+

{(
0.78
2a

Λ

δth

)b
+0.78 u′Λ

SLδth

}c

C14 Cant ST0.05 = au′Reb
t

C15 Liu
ST0.5−SL

u′ = aDab
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Table 3.4: Original adjustable parameters defined by the authors for the correlations pre-

sented in Table 3.3

# Adjustable Parameters
C1 a = 0.52, b = 0.25
C2 a = 3.5, b = 0.7,c = 0.3
C3 D = 2.32-2.4, At = 0.37, a = 1, b = 0.25,c = 0.75
C4 a = 6, D1 = 0.5, D2 = 0.6, Sct = 0.7, Γk See [53] , b = 0.5
C5 a = 0.7, D1 = 0.8165, D2 = 1.25, D3 = 1, b = 0.25,c = 0.5
C6 a = 0.082, b = 0.75
C7 a = 1.34, b = 0.47,c = 0.5,d = 0.22,e = 0.25
C8 a = 1.5
C9 a = 0.62, b = 0.5,c = 0.25

C10
a = 2.9 (CH4 & C2H4), b = 0.38, c = 0.38
a =1.9 (C3H8), b = 0.38,c = 0.38

C11 a = 0.46,b = 0.25,c = 0.3,d = 0.2
C12 a = 0.12,b = 0.5
C13 a = 2.0, b = 2,c = 0.5
C14 a = 0.5,b = 0.25
C15 a = 1.5, b = 0.47

The newly-developed empirical correlations, based on the entire range of data in Ta-

ble 2.4, has been optimised using the Nelder-Mead simplex direct search method. The

new expression takes the form shown in Equation 3.3 with constants a-g being defined

to ensure a minimum overall average MAPE. Similar to many literature expressions the

correlation uses the power law to define the relationship between turbulent flame speed

and a variety of combustion properties. The power law allows for a relative change in the

combustion properties to result in a propertional change in ST , independent of the initial

size of the combustion properties.

ST0.5

SL
= a+b

(
Λ

δth

)c( u′

SL

)d

φ
eLe f

(
P

Pre f

)g

(3.3)

While the expression in Equation 3.3 is empirical in nature, the variables were selected

in an attempt to best represent the chemical/flow properties and the interaction between

turbulence and chemistry within premixed turbulent combustion. Although Ret , Da, and
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Ka are not explicitly included in the expression, the Λ

δL

u′
SL

term can be considered a combi-

nation of the three dimensionless numbers and therefore is representative of the effect of

the combined parameters. The combination of the three terms can be seen in Equation 3.4.

The equivalence ratio and Lewis number are used to represent the composition of the air-

fuel mixture and preferential diffusion effect within the flame receptively. The pressure

effects are defined in a manner similar to that employed by Kobayashi and Muppala, in

which a reference pressure of 0.1 MPa is used to normalize the operating pressure of the

flame under examination. Finally, the correlation is normalised using the laminar flame

speed, as is common practise for ST correlations.

Rex
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SL
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Λ

δth

))x
((
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)−1(
Λ
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))y((
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) 3
2
(

Λ

δth

))z

=

((
u′

SL

)x( u′

SL

)−y( u′

SL

) 3
2 z
)((

Λ

δth

)x(
Λ

δth

)y(
Λ

δth

)z)

=

(
u′

SL

)x−y+ 3
2 z(

Λ

δth

)x+y+z

⇒ c= x−y+
3
2

z & d = x+y+z

(3.4)

The algorithm for determining the constants a-g is implemented using the f minsearch

function within Matlab which uses the Nelder-Mead direct simplex search method of La-

garias et al. [148]. f minsearch aims to reduce the error between the experimental and

predicted values of ST by minimising the function displayed in Equation 3.5 through opti-

misation of a-g. It can be seen that Equation 3.5 corresponds to the MAPE equation. More

details on the the Nelder-Mead direct simplex search method are provided in Appendix A

f (a, . . . ,g) =
xexp−

(
a+b

(
Λ

δL

)c(
u′
SL

)d
φ eLe f

(
P

Pre f

)g
)

xexp
(3.5)

Using this approach and tight convergence criteria of 1× 10−10 two sets of parameters

were determined for Equation 3.3. These parameters can be seen in Table 3.5, where the
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first set is defined to predict values of ST at atmospheric pressure conditions. At high pres-

sure the yse of a single set of parameters, optimized over the entire range of experimental

data, resulted in an unacceptably high MAPE for the elevated pressure flames. For this

reason a second set of parameters have been developed for P > 0.1 MPa. These are shown

in the bottom row of the table.

Table 3.5: Optimised parameters for each correlation to be used at atmospheric and ele-

vated pressure conditions.

Conditions a b c d e f g
P = 0.1 MPa 2.244 0.132 0.61 0.516 -0.35 -1.215 -2.96
P > 0.1 MPa -0.242 5.611 -0.244 0.35 0.193 -1.323 0.381

3.4 Results and Discussion

The following section is divided into three subsections with each section presenting

the results and a discussion of the three studies described in the introduction to this chap-

ter. The large data set has been divided into data groups of more manageable sizes in

order to better facilitate a more in depth investigation of the results. Allowing for a deeper

examination of the large data set. The first section will display results for the compari-

son between the fifteen literature correlations, the newly-developed empirical expression,

and two hundred experimental data points. This will be followed by a comparison be-

tween the five most accurate literature correlations, the new expression, and the entire

range of gather experimental data. Finally, the difference between the original and newly-

obtained adjustable parameters for the literature correlations are examined again for the

full range of experimental data. The first study only includes a MAPE analysis for the six-

teen correlations and the remaining studies comprise of a MAPE and experimental trend

investigation.

3.4.1 Study A

Figure 3.2 shows the MAPE of each of the correlations using the parameters given in

Table 3.4 for the four data groups. Due to the high MAPE values in the bar chart, Figure
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3.3 shows the results for correlations with the lowest MAPEs to provide more resolution.
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Figure 3.2: MAPE for the newly-developed empirical correlation and 15 correlations from

the literature for Data Groups 1-4 using 200 data points
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Figure 3.3: MAPE for the newly-developed empirical correlation and 5 most accurate

correlations from the literature for Data Groups 1-4 using 200 data points

It can be seen in Figure 3.2 that there are significant errors for some correlations. This

is because (1) the correlations are being employed over ranges of conditions for which

they were not previously calibrated, and (2) the underlying theories on which these cor-

relations are based are not applicable for the entire range of data used in the study. The

bending effect, as discussed in the previous chapter, is a well-known phenomenon, where

at high turbulent intensities the relationship between ST and u′ becomes non-linear and in

some cases may even invert. It is possibly caused by flamelets merging due to the inability

of the flame surface area to grow due to the increased turbulence within the flame [147].

Many correlations, Klimov, Mantel & Borghi, Abdel-Gayed & Bradley, Anand & Pope,

and Cant do not capture this trend and so tend to over-predict ST in moderate to intense

turbulence (u/SL < 10), therefore leading to the higher error.

Other correlations, Gülder and Kobayashi, were curve-fitted to a large arrays of exper-

imental data. The quality of the data used during the fitting process is therefore important.

A large portion of the data used to derive Gülder did not consider flame stretch, which
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therefore affected its accuracy [149]. Kobayashi was fitted to experimental data over a

wide range operating conditions and as a result, has one of the lowest MAPEs in the

study, however, the empirical nature of the expression will always lead to a certain level

of error. The correlations by Ronney and Liu are the same expression however separate

authors have proposed different adjustable parameters and so these correlations are exam-

ined individually. They are based on the distributed reaction zone (DRZ), first defined by

Damköhler who argued that a flame may be distributed by a rapid increase in temperature

over a large region of reactants that are above the ignition temperature, however ST is

primarily influenced by increasing diffusive transport inside the flame with no influence

on the reaction rate. The DRZ model is applicable when 1.2 < Da < 6.0 (assuming that

δth = 0.1δdi f f ) but under-predicts ST at higher values of Da [31]. Although a large portion

of the data sets examined lie within this distributed reaction zone, not all do. Therefore

outside the DRZ, the underlying theory no longer holds true and these correlations be-

come less applicable, resulting in higher MAPEs. Similar trends are seen for; Zimont,

Kerstein and Gouldin, correlations which are accurate for certain ranges of turbulent con-

ditions only. Zimont is based on intermediate steady propagation (ISP) flames defined

by Ret � 1 and Da� 1. Kerstein follows a similar trend and is only applicable when

δth� Λ and u′/SL > 1. The values of ST predicted by Gouldin are highly dependent on

the stretch term (Γk). The definition of this term is only valid when SL
δL
ν
' 1 and becomes

less applicable when this criterion is not satisfied. Muppala has been shown to be the most

accurate literature correlation using the original authors adjustable parameter. This is due

to the fact that the Muppala correlation is based on the Zimont correlation, with the ad-

dition of three terms: (1) an additional velocity ratio (u′/SL), (2) pressure ratio (P/P0),

and (3) Lewis number (Le) [108]. These additions result in the correlation being more

applicable at both low and high levels of turbulence.

The MAPE of the newly-developed empirical correlation is the smallest for the entire

range of expressions examined for all of the methane data at all conditions, Data Group 1.

Compared to the next most accurate correlation, developed by Muppala, the empirical cor-

relation’s MAPE decreases by ≈ 5% going from 29.6% to 24.3%. This trend is also seen
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for the breakdown of the methane data groups, Data Group 2 and 3, where the empirical

correlation again has the lowest MAPE. For the larger fuel molecule data group (DG4)

the correlation by Kobayashi is capable of achieving a smaller MAPE as a significant por-

tion of the larger fuel molecule data comes from experimental campaigns carried out by

Kobayashi and so the correlation is specifically optimized towards this data. Nevertheless

the empirical correlation still performs well for these conditions. The newly-developed

correlation achieves the lowest overall MAPE of 24.7% across all data groups. The Mup-

pala correlation is the next most accurate correlation predicts ST such that a MAPE of

31.9% is achieved for the entire 200 operating conditions. In summary, Study A saw the

development of an optimised ST correlation that can be used to model ST with an error

lower than any published correlation across a wide range of data.

3.4.2 Study B

Figure 3.4 shows the comparison between the four most accurate correlations from the

literature (Zimont, Muppala, Kobayashi, and Ronney) using the original author’s param-

eters and the correlation developed in this work for the extended set of 335 data points.

Although the correlation by Liu is more accurate than the Kobayashi expression, it is

based on the same theory as the equation developed by Ronney but with different ad-

justable parameters. The MAPE predicted by the Ronney correlation is smaller than that

of Liu expression therefore it is omitted from future sections. The MAPE results are again

presented for the four groups using the same characteristics to define each data group.

To assess the ability of correlations to match ST trends predicted values are compared

to individual ST data points. The selected data covers three regimes of turbulence (thin re-

action zone (Ka > 1), corrugated flamelet zone (Ka < 1) and wrinkled flamelet (u′ < SL))

and a wide range of Da (0.29 - 31.2), for varying values of φ . This allows for an extensive

study of each correlation over a broad range of turbulent combustion conditions. Figure

3.5 show trends for CH4 and C3H8 flames at atmospheric pressure with varying values of

turbulent velocity ratio and equivalence ratio. A similar evaluation of each correlation is
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then carried out for the experimental data, with similar turbulent and chemistry properties,

at elevated pressures. These predictions can be seen in Figures 3.6 where u′/SL and φ vary

for CH4, C2H6 and C3H8 flames.
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Figure 3.4: MAPE for the newly-developed empirical correlation and 5 most accurate

correlations from the literature for Data Groups 1-4 using 335 data points
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Figure 3.5: Predicted trends for (a) Flame C (CH4) for φ= 0.8, (b) Flame D (CH4) with

u′= 0.91, (c) Flame J (CH4) where φ= 1.0, (d) Flame K (CH4) for u′= 1.5, (e) Flame R

(C3H8) at φ= 1.0, (f) Flame F (C3H8) with u′= 0.91, using the original authors adjustable

parameters at inlet pressures and temperatures of 0.1 MPa and 300 K respectively
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Figure 3.6: Predicted trends for (a) Flame Q (CH4, T = 300 K, P = 3.0 MPa) at φ= 0.9,

(b) Flame Q (CH4, T = 300 K, P = 0.5 MPa) where φ= 0.9, (c) Flame B (CH4, T = 300

K, P = 0.5 MPa) with φ= 0.8, (d) Flame G (CH4, T = 360 K, P = 0.5 MPa) for u′= 2.0,

(e) Flame T (C2H4, T = 300 K, P = 0.5 MPa) at φ= 0.7, and (f) Flame T (C3H8 where T

= 300 K, P = 0.5 MPa) for φ= 0.9, using the original authors adjustable parameters
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Figure 3.7: Predicted trends for Flame S (C3H8, T = 300 K, P = 0.4 MPa) where φ= 0.71

using the original authors’ adjustable parameters

Study A found that the most accurate literature correlations were those by Zimont,

Kobayashi, Ronney, Muppala and the newly-developed empirical correlation. Study B

aims to provide further insight into the five most accurate state-of-the-art turbulent flame

speed correlations from the previous study. This is achieved by: (1) comparing a larger set

of experiential data consisting of 335 points, and (2) examining the correlations ability to

match trends. The same Data Groups used in Study A are also in Study B. For the newly-

developed empirical correlation although the range of experimental data has increased,

the MAPE for each of the data groups has dropped. This is due to the expression being

optimized over the full 335 points rather than the 200 used in Study A. If the correlation

had been optimised over the smaller data set, a lower MAPE could be achieved for the

200 points. However, a set of adjustable parameters applicable to a wider range of con-

ditions can be defined when the larger data set is employed. The MAPE associated with

each of the literature correlations increases with the additional data points. The order of

most accurate correlation also changes where the expressions by Zimont and Ronney are

overtaken by that of Kobayashi.

An additional 135 data points at low turbulence levels are used in Study B and as a

result the correlations are tested against weak turbulent flames, which did not occur in

Study A. The correlation developed by Zimont was intended to be used for flames within

the Intermediate steady propagation (ISP) zone characterised by η < δdi f f . For turbulent
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flames in this zone small scale turbulence serves to increase the area of the flame, however

as the time scale for small scale turbulence is low equilibrium between increase in flamelet

area and area consumption due to flamelet self-propagation will be rapidly reached. When

this η < δdi f f is not satisfied, the Zimont correlation struggles to accurately predict flame

speed. This is particularly evident when comparing results of Data Groups 2 and 3, the

error is much larger for Data Group 2 which includes ST at weak turbulence. The average

MAPE for Data Groups 1, 2 and 4 show. 13% increase in MAPE over the corresponding

data groups in Study A. The MAPE fo for Data Group 3 which contains high turbulent

flames, shows a ≈ 7% increase in the MAPE when compare to the corresponding group

in Study A. The Ronney correlation was similarly developed for a specific regime of tur-

bulence known as the DRZ, defined by 1.2 < Da < 6.0 (assuming that δth = 0.1δdi f f ).

The correlation performs better within this regime, outside it the expression developed by

Ronney still performs adequately but with higher errors. It does however account for the

increase in MAPE between the two data sets. Similar to the Zimont correlation there is a

large increase in MAPE for Data Groups 1, 2 and 4 when compared to the change in Data

Group 3 between Study B and Study A.The increase in the error between the two studies

is greater for the Zimont correlation, going from 32.2% to 50.5% compared to an increase

of 47.2% to 52.1% for the Ronney expression. This is due to a larger portion of the data

being in the DRZ when compare to the number of points within the ISP zone. Therefore

Ronney is more applicable to the new data, resulting in a smaller increase in error.

The Muppala correlation, a modified version of the Zimont expression, is again the

most accurate of the correlations from the literature. The additional terms in the Mup-

pala correlation enables the expression to better account for lower turbulence and elevated

pressure flames, as can be seen in Figure 3.4. Although the MAPE increases by the same

margins as the Ronney expression, the Muppala equation still remains 10% more accurate

for methane at all conditions than the next most accurate correlation. While the differ-

ence in the overall MAPE between the Muppala and the Kobayashi correlations is much

smaller (≈ 3%), due to Kobayashi better representing the larger fuel molecule data rather

than Muppala failing to replicate the trends of the additional ethane/propane data. The
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Kobayashi correlation is empirically-based and so depends solely on the data for which

it was developed. With more than 40% of the additional data coming from studies car-

ried out by Kobayashi or his group, the correlation is better optimized towards these data

points and can be seen in the substantial improvement in overall MAPE between the first

and current study. This is especially true for the high pressure methane data group and the

ethane/propane data group.

In terms of trends, the main interest is the correlations’ ability to match the shape of

the data. However, predicting the individual values of ST is also important. The plots

displayed in Figures 3.5 to 3.7 are examples that best represent the range of data in each

group. The discussion of the results displayed in each plot can also be applied to the cor-

responding Data Group as a whole. Figure 3.5(a) and (b) show turbulent flame speeds

from low pressure and low turbulence methane flames. For the constant φ experimental

points, the expression by Zimont and Kobayashi both capture the trend well. Due to the

low turbulence level within the flame, however, the Zimont correlation underestimates the

values of ST whereas the empirical nature of the Kobayashi expression leads to an over-

prediction of the turbulent flame speed. The newly-developed empirical correlation has

the lowest MAPE out of all of the expression for the data set in Figure 3.5(a) however,

the slope of the trend is under-predicted. Ronney predicts a similar trend to the new cor-

relation but due to weak turbulence predicts the lowest values of ST of all the expressions

under investigation. The Zimont correlation also under-predicts the turbulent flame speed

due to the low levels of turbulence present however it is the best expression at capturing

the experimental trends. Although the Muppala correlation is based on the Zimont ex-

pression, it is unable to predict the experimental trends as well as the Zimont equation,

however, the additional terms employed by Muppala still result in good trend agreement

and the lowest MAPE of all the literature correlations tested.

The constant turbulent intensity results are shown in Figure 3.5(b). None of the expres-

sions are capable of capturing the entire experimental trend shown. The newly-developed

empirical correlation and the Muppala correlation best match the lean - φ < 1.2 data, but,
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struggle at the very rich conditions. Due to the lack of experimental data at φ > 1.2, the

newly-developed correlation is unable to predict these values, and the theory of the Mup-

pala expression struggles to account for the chemistry present in the highly rich flame.

The Ronney correlation, similar to the other two correlations, predicts the trend well

for φ < 1.2. Again the low turbulence level present in the flame causes the expression

to highly under-predict the flame speed values. The trends predicted by the Zimont and

Kobayashi correlations show the opposite characteristics, predicting turbulent flame speed

trends for φ > 1.0 well, but over-predicting for lean flames.

Figures 3.5(c) and (d) show the turbulence within the flame is much higher than the

previous figures. The slope of the trends with constant equivalence ratio are very similar

for all of the correlations with the except of the Zimont correlation. The Zimont corre-

lation predictions can be explained in either of two ways: (1) the initial linear trend is

captured well, however the points at high u′/SL experience bending effects therefore the

linear relation between u′ and ST disappear and the Zimont expression cannot account for

this, or, (2) there is no bending effect and the relationship between u′ and ST is linear over

the entire range of u′/SL and the Zimont correlation predicts a steeper slope than is present

in the experimental data. The Zimont correlations generally predicts trends well for these

conditions, therefore it is much more likely that bending effects are present in the flame at

the high turbulent intensities and Zimont is does not account for this phenomenon. With-

out additional experimental data it is difficult to make a definitive decision on the trend

predicted by Zimont. For the remaining correlations, the predicted slopes represent the

data in Figure 3.5(c) well over all velocity ratios. The empirical correlation achieves the

lowest MAPE by a large margin. The under-predicted value of the literature correlations

is most likely due to the use of adjustable parameters not calibrated for the conditions

investigation.

The trends shown in Figure 3.5(d) display the opposite characteristics to the low pres-

sure flame displayed in Figure 3.5(b). The turbulent flame speed at φ = 0.7 for the low

pressure, high turbulence methane flame is much larger than the remaining equivalence
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ratios. As a result, the correlation by Zimont and the Kobayashi, which struggled to pre-

dict the trends in Figure 3.5(b), both capture the trend in Figure 3.5(d) well. The newly-

developed correlation and the Muppala correlation predict similar trends to each other.

The Muppala correlation very accurately determines ST for φ > 0.7 but the empirical cor-

relation overestimates turbulent flame speed over the same range of conditions. The theory

used by the Zimont and Muppala correlations are well suited to these conditions and this

can be seen in the accurate prediction of the turbulent flame speed values. Although the

expression by Ronney shows similar trends to Muppala and Kobayashi, the flame speeds

are highly under-predicted again due to the inappropriate adjustable parameters.

Figures 3.5(e) and (f) examines low pressure and turbulent C2+ flames. All of the cor-

relations fail to predict either the trend or the majority of the values of ST . Unlike methane

flames, large hydrocarbon flames exhibit preferential diffusion effects. Preferential diffu-

sion occurs in flames when the major species have different diffusive velocities (vi ,di f f ).

While vCH4 ,di f f≈ vO2 ,di f f , vC2+ ,di f f < vO2 ,di f f and vH2 ,di f f > vO2 ,di f f , which contributes to the

variation in maximum turbulent flame speed with respect to equivalence ratio. This effect

can be seen for propane flames in Figure 3.5(f) where u′/SL is constant and ST increases

from a minimum at the leanest conditions to a maximum at the richest conditions. The

correlations from this work and by Muppala have Le terms, which helps to account for

fuel effects. Nevertheless, none of the correlations have the ability to account for differ-

ences in the major species diffusive velocities. The constant equivalence ratio flames are

shown in Figure 3.5(e). Similar to the methane flame, the correlations by Zimont and

Kobayashi best match the trends but under and over-predict turbulent flame speed values

respectively. The remaining correlations show very little sensitivity to the variations of

u′/SL in the experimental data with the newly-developed, Muppala and Ronney correla-

tions progressively under-predicting ST . For the constant u′/SL flame shown in Figure

3.5(f), none of the correlations can predict the trend due to the larger influence preferen-

tial diffusion has on non-stoichiometric conditions. This can most notably be seen with

the Zimont correlation that predicts a trend more closely related to a methane flame.
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The data in Figure 3.6 includes flames with similar properties to those shown in Fig-

ure 3.5, however, these flames are operating at pressures greater than 0.1 MPa. The data

in Figures 3.6(a) and 3.6(b) are elevated pressure, low turbulence methane flames. At

these conditions for both the constant φ and u′/SL trends the newly-developed and the

Kobayashi correlation show good agreement due to their empirical nature matching the

conditions. The Muppala correlation does not predict these trends. This is most likely

due to the adjustable parameters being unoptimised for the data under examination, as

the Muppala correlation was not developed for P > 0.5 MPa [108]. For the Ronney and

Zimont correlations the predicted results were as expected, similar to the low turbulence

CH4 flames the expressions under-predict the values and slopes of the experimental data

in both the constant φ and u′/SL trends due to the low turbulence in the flame.

Figures 3.6(c) and 3.6(d) show a significant spread in the predicted turbulent flame

speed for the high pressure, high turbulence methane flames. Figure 3.6(c) show constant

u′/SL plots, all of the expressions predict the slope of the trend well as all the correlations

were developed for the same regimes of turbulence. The spread of values of turbulent

flame speed is associated with the various adjustable parameters implemented in each

correlation. Figure 3.6(d) shows that similar observations regarding the constant φ data.

The majority of the ST correlations predict the shape of the experimental data for φ > 0.7

but fail to account for the fast flame speed at the leanest conditions due to the exception-

ally high turbulence present at φ = 0.7.

Figure 3.6(e) and 3.6(f) show experimental data for propane and ethane flames oper-

ating with high pressure and low turbulence. At these conditions, the correlations exhibit

many of similar trends that were observed in the methane data. The Muppala correla-

tion under-predicts both the slope and values of the experimental data due the adjustable

parameters being unoptimised for the data under examination. The expressions from Zi-

mont and Ronney also struggle due to the low level of turbulence present resulting in

under-predicted turbulent flame speeds. The Kobayashi and newly-developed expressions

best match the trend, however, unlike the CH4 data, the correlations struggle to predict the
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values of ST . Only a small portion of data is available for the final set of C2+ flames at high

pressure and turbulence levels. Nevertheless, a constant φ trend can still be examined.

This trend, unlike the other flames at high turbulence levels, is best matched by the

correlation from this work and by Muppala and Kobayashi, while those by Ronney and

Zimont predict a trend that more closer matches trends from the previous data groups.

The reason for this is the high levels of u′/SL, which results in bending effects, causing

the flatter slope of the trend.

3.4.3 Study C

The results of Study A and Study B show that the most accurate literature correlations

are those developed by Zimont, Kobayashi, Ronney and Muppala. The original authors

adjustable parameters for each correlations were defined to best match a range of exper-

imental data available to the authors at the time of the correlation development. Study

C significantly expands the volume of data when compared to the data sets used by the

original authors, this allows the expressions to be optimised over a much wider range of

conditions. The Nelder-Mead simplex direct search method, as described in Section 3.3,

was employed for the optimization process and enabled the adjustable parameters shown

in Table 3.6 to be obtained. During the optimization process it was found that when

compared with other variables such as fuel type, Ret , Da, Le, φ pressure had the largest

influence on MAPE. Therefore two sets of parameters are required to obtain acceptable

MAPE values for flames at various pressures, this is also the case for the newly-developed

correlation. The first set is for atmospheric pressure flames (P = 0.1 MPa) and the second

set is for flames at elevated pressures (P > 0.1 MPa). Henceforth the parameters opti-

mised for atmospheric pressure data and high pressure will be defined as the atmospheric

pressure form and high pressure form of the parameters, respectively.
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Table 3.6: Optimised parameters for the literature correlation to be used at atmospheric

and elevated pressure conditions. Elevated pressure parameters are in brackets

Author/Parameter P (MPa) a b c d

Zimont
0.1 0.532 0.326

> 0.1 0.302 0.325

Kobayashi
0.1 2.972 0.077 0.844

> 0.1 1.201 0.291 0.694

Muppala
0.1 0.941 0.317 -0.047 -1.378

> 0.1 3.340 -0.246 0.642 0.500

Ronney
0.1 0.311 0.522

> 0.1 0.215 0.389

The same experimental data used in Section 3.4.2 was examined again and ST is pre-

dicted using a combination of optimised parameters as shown in Table 3.6. The selection

of the optimised parameter was solely dependent on the operating pressure of the flame

for both the MAPE and trend analysis.
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Figure 3.9: Predicted trends for (a) Flame C (CH4) at φ= 0.8, (b) Flame D (CH4) where u′=

0.91, (c) Flame J (CH4) with φ= 1.0, (d) Flame K (CH4) for u′= 1.5, (e) Flame R (C3H8)

where φ= 1.0, (f) Flame F (C3H8) at u′= 0.91, using atmospheric pressure adjustable

parameters with each flame having an inlet pressure and temperature of 0.1 MPa and 300

K respectively
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Figure 3.10: Predicted trends for (a) Flame Q (CH4, T = 300 K, P = 3.0 MPa) where φ=

0.9, (b) Flame Q (CH4, T = 300 K, P = 0.5 MPa) for φ= 0.9, (c) Flame B (CH4, T = 300

K, P = 0.5 MPa) at φ= 0.8, (d) Flame G (CH4, T = 360 K, P = 0.5 MPa) with u′= 2.0, (e)

Flame T (C2H4, T = 300 K, P = 0.5 MPa), at φ= 0.7, and (f) Flame T (C3H8, T = 300 K,

P = 0.5 MPa) where φ= 0.9, using high pressure adjustable parameters
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Figure 3.11: Predicted trends for Flame S (C3H8, T = 300 K, P = 0.4 MPa) where φ= 0.71

using high pressure adjustable parameters

Study B demonstrated that the correlations can often match the shape of the trends but

struggle to predict the values of the turbulent flame speed, an example of this is shown

Figure 3.5(c). The goal of Study C was to determine how much of an improvement can

be achieved if the Nelder-Mead simplex direct search method is implemented to optimise

the literature correlations. The MAPE displayed in Figure 3.8 shows the large improve-

ment when the parameters for each correlation are optimised. Reductions in the MAPE

of 14.0%, 8.9% 2.9% and 16.9% were achieved for Muppala, Kobayashi, Zimont and

Ronney respectively. Although these improvements are significant, the issue with the

underlying theory of each correlation not being applicable to the turbulent conditions of

certain flames still exists, resulting in MAPEs up to ≈ 50%. It should be noted that the

newly optimised parameters are based on δth rather than δdi f f . For this reason, when us-

ing the optimised parameters, δth should be used as the laminar flame thickness.

The optimization process also had a significant impact on the trends predicted by each

of the correlations. One of the major results of the process is the consolidation of the

turbulent flame speed predictions, which can be seen for each expression. Comparisons

clearly illustrate each predicted trend moving closer to the experimental data, and in some

cases trends from different authors overlapped. This to occurs when the influence of the

optimization process is different for each correlation, and these influences were indepen-

dent of the data under examination.
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The following general observations can therefore be made for each correlation:

• Zimont: The changes to the Zimont adjustable parameters were small. As a result,

the slope of the correlation does not appear to have been altered by the process.

Instead, the trend moves closer to the experimental values of ST as indicated by the

reduction in the MAPE between Study B and Study C.

• Kobayashi: The optimization process had the largest impact on the Kobayashi cor-

relation. In the previous trend study, it can be seen that the expression tended to

over-predict the values of ST and showed a high degree of sensitivity to the vary-

ing operating conditions of the trend. The new adjustable parameters corrected the

over-prediction, but in doing so have also reduced the sensitivity of the expression

to φ and u′/SL, resulting in a flatter slope across all the trends.

• Muppala: For the low pressure data, the optimization process appears to have little

influence on the trends of any of the fuels. A major improvement was observed

at high pressure flames, predicted values of ST increased and better matched the

experimental data much more closely.

• Ronney: Optimization of the adjustable parameters had a major beneficial impact on

the ability of the Ronney correlation to predict both the values and the slope of the

turbulent flame speed. In the previous trend study, the correlation showed very little

sensitivity to any of the varying operating conditions and generally under-predicted

most values of ST . After the optimization process, the expression predicted ST

closer to experimental measurement and more accurately matched the experimental

trend slopes.

• Newly-developed Empirical Correlation: The parameters for this correlation did not

changed between Study B and Study C, so there is no change in the predicted trends.
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3.5 Conclusion

The aim of this chapter is to provide insight into fifteen state-of-the-art premixed turbu-

lent flame speed correlations and to determine the most appropriate correlation to employ

under different combustion conditions. A newly-developed empirical correlation is also

introduced in this chapter and assessed alongside the literature correlations. The assess-

ment of each correlation is carried out using three studies, with each study comparing a

set of correlations against a range of experimental data. A mean absolute percentage error

was employed to determine the accuracy of each of the fifteen expression. Additional

visual trend studies were used to further examine the best performing expressions .

Study A employed MAPE values to assess the accuracy of the fifteen literature cor-

relations and the newly-developed correlation for 200 laboratory flame data points over

a variety of experimental conditions. Overall it is found that the errors can be high for

parameters reported by the original authors of each correlation, this is due to the fact that

these parameters were originally derived for smaller data sets than were used in this study.

In addition, each correlation was based on a model that describes a single regime of tur-

bulence. This means that each correlation is only applicable to certain turbulent and inlet

conditions. Outside these conditions the theories on which certain correlations are based

may no longer be valid. It is commonly accepted that no single correlation is applica-

ble over the complete range of turbulence encountered in turbulent premixed combustion.

However it was found that the newly-developed empirical correlation provided the closest

overall agreement to the range of data examined with a MAPE of 24.7% compared to the

most accurate literature correlation by Muppala with a MAPE of 31.9%. Although prov-

ing to be the most applicable correlations for the data studied, it cannot be defined as a

general correlation. This is particularly evident for larger hydrocarbon molecules.

Study A showed that no correlation can be defined as a general expression for predict-

ing premixed turbulent flame speed and some correlations are more accurate than others.

To better understand the most accurate correlations an extended experimental data set, ob-
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tained from the literature was employed to further investigate the expressions by Zimont,

Kobayashi, Muppala, Ronney and the newly-developed correlation. In addition to the

MAPE analysis performed in Study A, the accuracy of each correlation was also assessed

by visually comparing the predicted trends to the corresponding experimental trends in

Study B.

From the MAPE analysis, an increase in the error for each of the literature correlations

can be seen for the overall data set and the individual Data Groups. This is a result of the

increase in the number of data points and the larger range of operating conditions that

it encompasses. The error decreases for the newly-developed correlation, this appears to

be counter-intuitive but is a result of the optimisation of the expression for conditions in

Study B and so having the lower MAPE for this data set. The second major observation

between the MAPE analysis from Study A and the Study B is the change in the order of

the most accurate correlations. The new experimental data contains a significant number

of flames operating with low turbulent intensities. The Zimont and the Ronney correla-

tions struggle to predict ST at these conditions and therefore are less accurate overall than

the Kobayashi correlation.

For the trend study, it was found that the newly-developed correlation was best suited

for the range of cases studied, predicting both the values and trends well and would be

recommended to be used for predicting premixed turbulent flame speed at any conditions.

The Zimont and the Kobayashi correlations also performed well for predicting trends but

struggled in predicting the values of ST especially at low turbulent intensities. In both

Study A and Study B the Muppala correlation had the lowest MAPE of all the literature

correlation. However at elevated pressures it was found that the expression was unable to

predict the values of ST because the adjustable parameters employed were not calibrated

for the data under examination. The correlation by Ronney under-predicted both the val-

ues and slope of the turbulent flame speed due to unsuitable parameters employed by the

expression.
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Many of the adjustable parameters used by the literature correlations were unsuitable

for the operating conditions examined. As a result the goal of Study C was to determine

what improvements could be made to the accuracy of the correlations if the original au-

thors’ adjustable parameters were optimized for the current set of data. To ensure the

overall MAPE was minimised for each correlation the adjustable parameters, for both the

new empirical and the literature correlations, were optimised using a Nelder-Mead sim-

plex direct search method. The optimisation was carried out using 335 data points from

sixteen experimental studies consisting of a variety of turbulent conditions, fuel types, and

pressures. Once optimized the correlations were compared to the same set of extended ex-

perimental data from Study B.

Optimizing the adjustable parameters over a much larger data set allowed each correla-

tion’s MAPE in Study C to be significantly reduced when compared to the errors in Study

B. The new parameters improved each correlations’ accuracy however the errors cannot

be eliminated entirely. The errors of the newly-developed correlation and the expression

developed by Kobayashi, were the result of the empirical nature of the correlations and

the large data set used in the Study C. The three remaining correlations MAPEs are due

to the fact that portions of the experimental data were outside of the single regimes of

turbulence that were used to develop each of the correlations. It should also be noted that

the newly optimised parameters will be different than the authors’ original parameters be-

cause a different definition of laminar flame thickness has been used in the current study.

The correlations by Zimont and Ronney were the most accurate at capturing the shape

of the experimental data for atmospheric flames. However for Ret < 150 it was common

to see these correlations under-predicting the values of flame speed. The remain three

correlations performed better at capturing the values of ST , even at low turbulence levels,

but did not capture the trends as well. When moving to the elevated pressure flames, the

correlation from this work and that by Muppala performed the best in capturing both the

trends and values of ST . The expression derived by Kobayashi also performs well but

tends to underestimate values of flame speed more so than the previous two equations.
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The correlations by Zimont and Ronney predict good trends when Ret > 150, however,

fail to calculate the values or trends for low turbulence levels. From these findings, the

Zimont correlation would be recommended for predicting trends for atmospheric flames,

as long as care is taken to note the turbulence levels because the correlation tends to under-

predict ST for low turbulence. For low turbulent or high pressure flames, the correlations

from this work or by Muppala are recommended for these conditions.

Each of the three studies aimed to provide the reader with insight into various turbulent

flame speed correlations. The combined findings of these studies show that the correla-

tions under investigation are applicable to the data under examinations. However the fact

that a minimum of two correlations and two sets of adjustable parameters from Study C

are required to accurately account for the entire range of data shows that there is cur-

rently no general turbulent flame speed correlation. While correlations are still required

for closing Favre-averaged c̄ equations, the author believes that an alternative approach

is needed for predicting ST for the assessment of combustor reactivity. Therefore the au-

thor has developed a modified version of Cantera’s 1D freely propagating laminar flame

speed model, which is capable of predicting ST . The following chapter will describe the

modifications made to Cantera to enable the prediction of premixed turbulent flame speed

using detailed chemistry and will present the results of a comparison between the model,

experimental data and the correlations used in Study C.
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Chapter 4

Predictive One-Dimensional Turbulent

Flame Speed Model

4.1 Introduction

Chapter 2 showed that DNS or LES approaches require large computational expense

and extensive expertise to solve premixed turbulent combustion, this is further compounded

with the inclusion of detailed chemistry. Turbulent flame speed correlations are there-

fore regularly employed to predict ST due to these limitations. However, as Chapter 3

has shown these expressions also have drawbacks. A general expression for predicting

ST does not exists, because of this the selection of the correct correlation is not always

straightforward. While the newly-developed correlation from Chapter 3 has show good

results it is entirely empirical and based on known experimental data set. Outside of these

data sets where little experimental data exists, for example gas turbine conditions, an al-

ternative method of predicting turbulent flame speed is needed. In an effort to improve on

these drawbacks a predictive one-dimensional freely-propagating planar turbulent flame

speed model, implemented in Cantera, has been developed. Cantera [42], written in C++,

is a collection of open source object-oriented software tools for solving 0D and quasi-1D

chemically reacting flows, with current versions of Cantera focusing on laminar combus-

tion. In comparison to laminar flow, turbulent flow is more complex, characterised by (1)

temporal fluctuations in properties, (2) increased rates of mixing and diffusion of species,
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momentum and heat, and (3) spatially non-uniform and locally-enhanced chemical reac-

tion rates.

Models for these phenomena exist and are briefly described here with more detailed

treatment given in Section 4.3.1. Three well known numerical methods are used to ac-

count for temporal fluctuations terms present in the transport equations for reactive turbu-

lent flows. These are (a) time-resolved, (b) filtered time-resolved, and (c) time-averaged

methods. These methods can be found in DNS, LES, and Reynolds-averaged Navier-

Stokes (RANS) models respectively. The widely used k-ε model, which is described in

Section 4.3.3, has been selected to define the level of turbulence within the flame in the

Cantera ST model for modelling the temporal fluctuations. The Reynolds fluxes, described

in Section 4.3.3.1, in the flame are defined using turbulent species diffusion (Dt) and ther-

mal conductivity (λt) terms. The turbulence-chemistry interaction (TCI) in the flame is

handled using the Eddy Dissipation Concept [44]. TCI causes spatial non-uniformity and

is described in 4.3.3.3. In addition to TCI, temperature fluctuations (T ′) present in the

turbulent flames enhances the mean chemical reaction rate of species i (ω̇i), and is mod-

elled using a Taylor series expansion of ω̇ around the time-averaged temperature (T̄ ) as

described in 4.3.3.2.

To validate the new ST predictive model an experimental data set consisting of 116 ex-

perimental points for methane flames over a range of turbulence and pressures was used,

further details regarding the experimental data are provided in Section 4.2. The chemical

kinetics within the flame were accounted for by employing the GRI3.0 mechanism and

transport is handled using a mixture-average diffusion approach as described in Section

4.3.2.2. To benchmark the predictive model against current methods for predicting ST ,

flame speeds from the model are compared to values determined by the correlations from

Study B in Chapter 3. To investigate the new predictive model as thoroughly as possible

the analysis was be carried out using the same MAPE and trend study approach imple-

mented in the Chapter 3 .
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This chapter is divided into four main sub-sections, Section 4.2 provides a short ex-

planation on the experiential data used in the validation of the predictive model. Section

4.3 describes the numerical and theoretical background of the existing freely-propagating

1D flame speed model. This is followed by an in-depth discussion of the modifications

that were made to the existing version of Cantera. With the addition of the turbulent mod-

ifications the robustness of the original solver has suffered, therefore the best practice for

implementation of the ST is described. A validation of the new predictive model through

a comparison of predicted results to a set of experimental data as well as the five correla-

tions from Chapter 3 is presented in Section 4.4. The chapter closes with a discussion of

the results and key findings related to the development of the model.

4.2 Experimental Data

The experimental data used to validate the ST predictive model was obtained from nine

experimental campaigns and contains a wide range of operating conditions. An overview

of the entire range of data gathered for this thesis is shown in Section 2.5.1, however

due to time restrictions only a portion of the data has currently be modelled. Table 4.1

shows the experimental results selected for validation of the predictive model. Figure 4.1

graphically summarises the turbulent conditions of each flame in the form of a modified

Borghi Diagram. A total of 116 flames were used, the main body of the experimental data

consisted of expanding flames (76 points), with Bunsen burner (28 points) and conical

diffuser flames (12 points) making up the remainder. The selected data was chosen as it

comprises of a wide range of turbulent conditions, occupying three turbulent combustion

regimes (see Figure 4.1), and covers both atmospheric and elevated pressures. The large

diversity in the measured data allows the new predictive model to be validated over a wide

range of conditions.
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Table 4.1: Experimental operating conditions, apparatus and measured c̄ iso-surfaces for

each data set used to validate the newly developed predictive model. Symbols shown

relate to the data in the modified Borghi diagram in Figure 4.1

Flame Apparatus Fuel c̄ φ P (MPa) u′
SL

Λ

δth

ST c̄=0.5
SL

A� CB CH4 0.1 0.8 0.1 10.6-20.8 70.1-70.6 9.4-12.6
B � CB CH4 0.1 0.8 0.2-1.0 4.9-14.6 94.8-170.1 5.0-10.0
F◦ BB CH4 0.5 0.7-1.2 0.1 5.5-11.7 3.5-5.6 3.2-3.9
G� SB CH4 0.1 0.6-1.3 0.5 2.0-9.9 5.3-6.3 2.7-8.0
H � SB CH4 0.34 0.6-1.3 0.1 4.1-14.3 20.2-45.8 2.5-6.4
I4 BB CH4 0.05 0.7,0.8,1.0 0.1 0.65-2.4 2.3-9.4 5.6-11.1
J × CB CH4 0.5 0.7-1.3 0.1 1.4-15.7 31.8-95.3 2.1-13.0
K + SB CH4 0.1 0.7-1.2 0.1 4.4-10.0 35.3-56.8 3.8-6.9
N � CV CH4 0.6 0.8-1.25 0.1 1.3-7.3 8.9-10.3 1.9-4.1
O4 CD CH4 0.5 0.95 0.1 0.2-1.3 16.0-51.6 3.1-6.0
Q + BB CH4 0.5 0.9 0.5-3.0 0.5-11.1 5.8-12.5 4.8-31.8

0.1

1

10

100

0.1 1 10 100 1000

u
'/S

L

/δth

Laminar

Distributed/Broken

Reaction Zone
Thin Reaction

Zone

u'/SL = 1

Wrinkled 

Flamelet

Corrugated

Flamelet

Figure 4.1: Flame conditions for the predictive model validation data displayed in Table

4.1 plotted on a modified Borghi diagram

The entire range of experimental data used in this chapter has been recorded at, or

can be related back to a flame surface with a reaction progress variable, c̄, of 0.5. As

previously shown in Section 3.4, the most accurate turbulent flame speed correlations
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were developed to predict ST at a progress variable of 0.5 (ST0.5). Liu [103] proposed

that c̄ = 0.5 is the most accurate measurement surface due to the experimental apparatus

used to measure ST . Figure 4.2 shows that as c̄ increases for a expanding flame so too

does ST , while the opposite is true for the Bunsen burner flame where ST decreases with

an increase in c̄. These discrepancies in the values of ST when measured with Bunsen

burners and expanding flames can be reduced by measuring turbulent flame speed in the

centre of the flame brush. For planar flame, like the ones predicted by the model, the

relationship between c̄ and ST is the same form as the expanding flame relationship as

shown in Figure 4.2. Therefore c̄ = 0.5 is selected for both the experimental and model

values of ST .

Figure 4.2: 2D representation of the relationship between c̄ and ST for (a) an expanding

flame, (b) a Bunsen burner flame and (c) a planar flame with c̄ iso-surfaces for 0, 0.5 and

1.0 through the flame brush

4.3 Methodology

In 1985 one-dimensional laminar flame speed model were first developed by Kee et

al. [150] in the form of Sandia’s Premix code written in Fortran [151]. Since then, other

laminar flame speed model have been developed such as Chemkin II , Chemkin PRO,

DARS [152], Ember [153] and Cantera. Cantera was selected for this project because of

its good agreement with experimental data, as shown by the CERFACS group through

their mechanism validation [154], large, active and supportive user community, and its
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free and open source nature. Cantera is built using objects that represent components

for gas/liquid mixtures, interfaces between the phases of matter, equations of state, ODE

solvers, reactors and flames. Figure 4.3 provides a graphical overview of the Cantera

structure. Although most of the source code is in C++, the user has a number of options

on how to interface with the solver, including Fortran 90/95, Python [155], and MATLAB

[156].

Figure 4.3: Overview of Cantera Interface and Wrapper Classes. Reproduced from [157]

When selecting the language to interface with Cantera a good approach to use is:

Python or MATLAB if possible; C++ or Fortran if necessary [42]. While Matlab and

Python are preferable interfaces when compared to C++ and Fortran, the Python interface

has several advantages over Matlab. Python provides more functionality than Matlab,

with most of the features of the C++ core being available in a flexible environment. An

example of this is that the freely-propagating SL model is accessible through the Python

interface but not the Matlab version. The ability to solve a freely-propagating, premixed

flame that allows for the calculation of the unstretched laminar flame speed is essential for
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this work. Due to these advantages, Python is currently the most commonly used interface

for Cantera.

The interfaces between the C++ source code and the interface languages are built us-

ing wrapper classes. These classes provide bindings between the interface language (i.e.

Python) and the underlying C++ code. These wrapper classes include the User Interface,

API and C layers, as shown in Figure 4.3. Also displayed is the C++ source code known

as the Kernel Layer. This layer is the core of Cantera and has been developed to have a

modular structure so that it can be configured with only the user desired features. When

introducing the turbulent properties into the Cantera’s source code, the Kernal Layer is the

location in which these modifications are made. In addition to the core Cantera packages,

external programmes, such as Sundials [158] and BLAS [159]/LAPACK [160], are re-

quired to successfully run the solver. These packages are used to solve the non-linear and

differential/algebraic equations while the software libraries of Boost are used to account

for the linear algebra (i.e. equations). All these equations need to be solved numerically

to calculate the properties of the flame.

To define chemical kinetics, thermodynamic and transport properties Cantera uses a

single input file (.cti). Existing Chemkin PRO files can be converted into the .cti format

using the ck2cti.py script. Figure 4.4 shows a comparison of Cantera and Chemkin PRO

predicted freely-propagating laminar flame speeds using two chemical mechanism, Zhao

[161] and AramcoMech1.3 [124], and two sets of experimental data from Yu et al. [162]

and Lowry et al. [163]. To ensure a valid comparison the same numerical settings and

grid refinement criteria, as shown in Table 4.2, were used in each solver. As a result, both

solvers give very similar predictions using the Zhao and AramcoMech1.3 mechanisms.
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Table 4.2: Numerical settings and grid refinement criteria used in Cantera and Chemkin

PRO to predict the SL values shown in Figure 4.4

Parameter Value Parameter Value
Gas Energy Equation On Absolute Timestepping Tolerance 1.0E-09
Transport Multi & Soret Absolute Tolerance 1.0E-09
Grid Control (Curvature) 0.12 Minimum Pseudo Time Step (sec) 1.0E-10
Grid Control (Gradient) 0.06 Maximum Pseudo Time Step (sec) 1.0E-02
Initial Number of Grid Points 12 Time Steps Before Increasing 25
Maximum Grid Points 1000 Maximum Pseudo Time Stepping 100
Ending Axial Position (cm) 30 Iterations before Updating Jacobian 20
Starting Axial Position (cm) -5 Relative Timestepping Tolerance 1.0E-4

Relative Tolerance 1.0E-4

Figure 4.4: Laminar flame speed comparison between the Cantera and Chemkin PRO

freely-propagating laminar flame speed solvers for CH4-air using AramcoMech1.3 and

Zhao mechanisms , Pi=0.1 MPa Ti=303 K)
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4.3.1 One Dimensional Numerical Methods

To predict SL, the laminar model calculates the 1D steady-state solutions for the con-

tinuity, energy and species conservation equations of a reactive gaseous mixture over a

user-specified domain that has been discretised into a computational grid. The governing

equations follow those derived in [63] for continuity, energy and species. Cantera does not

need to solve the momentum equation because d p/dz would be the only result which does

110



not occur outside the axial momentum equation. As a result the solution of the momen-

tum equation provides no useful information and so is not solved. The following section

focuses on the numerics of the solver and a detailed description of both the laminar and

turbulent versions of these equations will take place in Section 4.3.2 and 4.3.3 respec-

tively. Cantera uses a finite difference approach with the governing equations to form a

system of nonlinear algebraic equations. A first-order upwinded differences approach is

employed for the convective terms and second-order centred differences for the diffusive

terms.

Once discretised the equations become a system of non-linear expressions that are

solved using a damped Newton-Raphson method. This approach is employed to itera-

tively resolve continuity, energy and species values until equation errors reach user speci-

fied solution tolerances. By taking the difference between the true solution and the values

predicted (ϕn, j), for the nth equation at the jth point, by Newtons approach, a residual

vector (F(ϕ)) can be defined. Newton’s method is too expensive and lacks robustness

to be practically implemented, because the first guess (ϕ(0)) has to be close to the true

solution and the Jacobian matrices (∂F
∂ϕ

) is time consuming to resolve.

Cantera employs the usual numerical approaches to improve on these shortcomings

in the form of a damped Newton method. Rather than solving the Jacobian matrix at

every iteration, the matrix is inherited from the previous iteration of the algorithm. In

addition to this, the step from one solution sequence to the next, ϕ(n) - ϕ(n+1), may be

interrupted using a damping parameter (λ (n)), where 0< λ (n)< 1. As a result, the iterative

process becomes the expression shown in Equation 4.1. The selection of λ (n) and J(n) are

controlled by a look-ahead procedure, which puts certain restrictions on the behaviour of

the algorithm.

ϕ
(n+1) = ϕ

(n)−λ
(n)
(

J(n)
)−1

ϕ(n)
F
(

ϕ
(n)
)

(4.1)

This approach continues until ∆ϕ is reduced within user-specified relative tolerance

(R) and absolute tolerance (A). The relative tolerance specifies the number of significant
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digits the convergence values should contain, typically of the range of 10-3 to 10-4. The

absolute tolerance excludes solution components smaller than A from the relative toler-

ance assessment and should be greater than the smallest mass fraction (Y ) of all species

of interest. Other solution components are not considered as Y is typically the smallest

solution component in the solution array.

If convergence cannot be reached with a damped Newtons method, a new Jacobian

is computed, based on the most up to date solution variables, and the above process is

repeated. If convergence is still is not reached, a pseudo-transient approach is used to

estimate a new solution. While this is more expensive, the time integration process has a

larger likelihood of reaching convergence. The time step and the number of steps to be

taken are both user defined, usually having values of 10-6 seconds and 80 steps, respec-

tively. The time derivatives of the temperature and mass fraction equations are added to

obtain the transient T and Yk transport equations. This results in the system becoming a

set of partial differential equations, rather than ordinary differential equations. The back-

ward Euler method is employed to solve the finite difference approximations of the time

derivatives as shown in Equation 4.2.

ρA
∂ϕ

∂ t
= ρ

n+1
j A j

ϕ
n+1
j −ϕn

j

h
(4.2)

where h represents the size of the time step. The system is solved for each time step,

using the same damped Newton method employed for the steady-state equations. With a

sufficiently small time step it is likely the transient approach will reach convergence. The

switch back to the steady state approach takes place once the number of user-defined time

steps has been reached. The solution from the transient approach is then used as a new

starting point for the steady state Newton algorithm. This gives the Newton algorithm a

higher probability of solving than before the pseudo-transient step because the pseudo-

transient solution is closer to the converged result. If convergence is still not reached

another set of time steps are taken.
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Reaching convergence also relies heavily on an initial first guess. Each point is ini-

tialised assuming a linear approach, where inlet conditions are defined at the start of the

domain and equilibrium conditions at the outlet as illustrated in Figure 4.5.

Figure 4.5: General form of the first guess taken by Cantera using the equilibrium calcu-

lation

The initial guess is usually defined on a small equidistant grid (≈ 10 points). Once

the Newton iteration obtains a converged solution for this grid, more grid points are added

based on grid refinement value thresholds. The refinement criteria are user-defined and

assess the slope, curvature and ratio of all the solution components (temperature, velocity,

species mass fraction) within the flame. If these criteria are not satisfied, new grid points

are added and Cantera attempts to find a converged solution on the new grid. This pro-

cess is repeated until no new points are needed and a final converged solution is obtained.

Even though the solution meets the required level of grid refinement, a grid independent

solution may not have been reached therefore it is important to ensure the flame domain

is sufficiently discretised to avoid the number of points in the domain affecting Cantera’s

converged predictions.

The boundary conditions are implemented within the flow domain. The specified cold

(inlet) boundary condition for the species mass fractions (Yk,0) and temperature (T0) at the
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inlet point, z0, are determined using Equation 4.3. For the outlet boundary, the gradients

for temperature and species mass fluxes are kept at zero as shown in Equation 4.4.

T (z0) = T0 ṁ0Yk,0− jk(z0)−ρ(z0)u(z0)Yk(z0) = 0 (4.3)

∂T
∂ z

∣∣∣∣
z0

= 0
∂Yk

∂ z

∣∣∣∣
z0

= 0 (4.4)

4.3.2 The Global Laminar Theory

The previous section gave an overview of the numerical approach used by Cantera

to solve for SL. The following section presents the physics employed to describe the

reacting flow. The ST predictive model is built on top of the existing one-dimensional

freely-propagating laminar flame speed model within Cantera 2.3a. Cantera computes the

laminar flame speed by solving the steady-state solution for the transport equations for a

reactive gaseous mixture. The equations for continuity, species conservation and energy

conservation are reduced and solved in a single dimension.

4.3.2.1 Mass Conservation

Regardless of flow type or device configuration, a bulk-fluid mass conservation equa-

tion is essential. For Cantera this takes the form:

∂ρu
∂ z

= 0 (4.5)

where u is velocity.

4.3.2.2 Species Conservation

For species conservation, the mass fraction transport equation as show in Equation

4.6 is used. The expression takes into account the relationship between mass fluxes and

species concentration fields:
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ρu
∂Yk

∂ z
=−∂ jk

∂ z
+Wkω̇k (4.6)

where jk is the diffusive mass flux, Wk is the molecular weight and ω̇k is the molar pro-

duction rate of species k. With the presence of species in the flow, molecular diffusion

transports species from regions of high concentrations to regions of low concentration.

Fick’s law describes this transport using a diffusive mass flux, jk. The diffusion coef-

ficient can be defined using either mixture-averaged or multi-competent approach with

thermal diffusion due to a temperature gradient determined using Soret diffusion coef-

ficient. For turbulent flow, jk is dominated by the turbulent diffusion coefficient and as

a result, the differences in values between the mixture-averaged and multi-competent ap-

proach are negligible. Therefore, the mixture-averaged approach for defining the diffusion

coefficient (Dk,m) was selected. Under laminar conditions this approach takes the form:

j∗k = ρ
Wk

W̄
Dk,m

∂Xk

∂ z
(4.7)

where j∗k is the ordinary diffusion flux, Xk is the mole fraction for species k and the

mixture-averaged diffusion coefficient is defined using the matrix of binary diffusion co-

efficients (D jk):

Dk,m =
1−Yk

K
∑
j 6=k

X j/D jk

(4.8)

The mixture-averaged formulation does not guarantee that the sum of the diffusion

fluxes vanish and so Equation 4.9 ensures that the sum of the mass fluxes is zero.

jk = j∗k −Yk ∑
k

j∗k (4.9)

ω̇k can be defined in compact notation for a multi-step mechanism as:

ω̇k =
L

∑
r=1

υkrqr where υkr = (υ
′′
kr−υ

′
kr) (4.10)

υ
′
kr and υ

′′
kr are the stoichiometric coefficients on the reactants and products side of the
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chemical reactions r and the rate-of-progress variable qr is defined as

qr = k f ,k

N

∏
k=1

[Xk]
υ
′
ji− kb,k

N

∏
k=1

[Xk]
υ
′′
ji (4.11)

Cantera is capable of supporting a number of reaction types including Pressure Inde-

pendent, Three-Body, Falloff, Pressure Dependent Arrhenius Rate Expressions (P-Log)

and Chebyshev reactions. Each reaction type requires a different approach for defining

the rate coefficients.

Pressure-Independent Reactions [164]

The increase in the rate of chemical reaction with respect to temperature is well estab-

lished [11]. For reactions independent of pressure, this relationship is described using the

modified Arrhenius equation:

k f (T ) = AT β exp(−Ea/RT ) (4.12)

where k f (T ) is the forward rate constant and R is the universal gas constant. The A, β

and Ea terms are the Arrhenius parameters and are user supplied using chemical kinetic

mechanisms. To determine the reverse rate constant (kb), equilibrium constants (Kc,k) are

used to define a relationship between the forward rate and reverse rate constants:

kb(T ) =
k f (T )
Kc,k

(4.13)

Three-Body Reactions [164]

A three-body reaction takes the form A+B+M
 AB+M where M is a collision

partner that is required to carry away excess energy for the forward reaction to stabilize

the AB molecule or supply the energy in the reverse direction to break the AB bond. The

effectiveness of a collision partner depends on the species M represents. The effects of M

on the reaction rate can be described using a modified rate-of-progress variable by adding

an additional term as shown in Equation 4.14.
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qr =

(
N

∑
k=1

(akr) [Xk]

)(
k f ,k

N

∏
k=1

[Xk]
υ
′
ji− kb,k

N

∏
k=1

[Xk]
υ
′′
ji

)
(4.14)

If the contribution from each species in the mixture is equal the collision efficiency

(ak,r) is unity for all k. This is rarely the case and so ak,r differs for each species and must

be defined by chemical kinetics mechanisms.

Falloff Reactions [164]

For a reaction with the high-pressure limit, the reaction can be described using the Ar-

rhenius rate, Equation 4.12, and for the low-pressure limit a third body reaction coefficient

can be used. However, for a pressure and temperature where the reaction is between the

limits, neither of these approaches can be used. This kind of reaction is said to be in the

“fall-off” region. The simplest expression for defining the rate coefficient in the fall-off

region is the Linderman form [63]:

k f (T, [M]) =
k0[M]

1+ k0[M]
k∞

(4.15)

For the low-pressure limit Equation 4.15 approaches k0[M], whereas for the high-

pressure limit the expression approaches k∞. The rate coefficient at any pressure can then

be defined with a reduced pressure term (Pr) such that

k f (T,Pr) = k∞

(
Pr

1+Pr

)
(4.16)

where Pr =
k0[M]

k∞
. To more accurately model the rate coefficient in the falloff region re-

quires a more complex form for the dependence on reduced pressure. This can be achieved

with the inclusion of a falloff function F(T,Pr) in Equation 4.16. Cantera defines this

function using the TROE or SRI falloff functions which take the forms shown in Equation

4.17 and 4.18 respectively.

TROE:

log10 F(T,Pr) =
log10 Fcent(T )

1+ f 2
1
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Fcent(T ) = (1−A)exp(−T/T3)+Aexp(−T/T1)+ exp(−T2/T )

f1 = (log10 Pr +C)/(N−0.14(log10 Pr +C))

C =−0.4−0.67 log10 Fcent

N = 0.75−1.27 log10 Fcent (4.17)

with the first three parameters (A,T3,T1) requiring specifying by the user, while the fourth

parameter is optional.

SRI:

F(T,Pr) = d
[
aexp(−b/T )+ exp(−T/c)

]1/(1+log2
10 Pr)T e (4.18)

similar to the TROE function the parameters (a,b,c,d and e) are required user inputs.

P-LOG Reactions [164]

Rates are determined for the Pressure-Dependent Arrhenius Rate Expressions using

logarithmic interpolation between Arrhenius rate expressions for different pressures. At

two given pressure, P1 and P2 the related rate coefficient being defined as:

P1 : k1(T ) = A1T β1exp(−Ea1/RT ) P2 : k2(T ) = A2T β2exp(−Ea2/RT ) (4.19)

The rate coefficient at the desired pressure, where P1 < P < P2, can be expressed as

logk(T,P) = logk1(T )+
(
logk2(T )− logk1(T )

) logP− logP1

logP2− logP1
(4.20)

The P-Log approach for defining the rate coefficient is a straightforward approach that

allows for the inclusion of data from more than one pressure regime.
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Chebyshev Reaction Rate [164]

For these reactions k(T,P) is expressed in terms of a bivariate Chebyshev polynomial

and can be written as:

logk(T,P) =
NT

∑
t=1

NP

∑
p=1

αt pφt(T̃ )φp(P̃) (4.21)

where αt p are the constants defining the rate, φn(x̃) is the Chebyshev polynomial of the

first kind of degree n evaluated at x, and

P̃≡ 2logP− logPmin− logPmax

logPmax− logPmin
(4.22)

T̃ ≡
2T−1−T−1

min−T−1
max

T−1
max−T−1

min
(4.23)

4.3.2.3 Energy Conservation

As illustrated above, temperature is used extensively to define reaction rate. To de-

scribe the conservation of energy, Cantera uses a temperature transport equation derived

from the one-dimensional enthalpy transport equation, as shown below, under the perfect

gas assumption.

∑ ṁ
′′
k

dhk

dz
+∑hkṁ

′′′
k =

d
dx

(
λ

dT
dx

)
(4.24)

where the mass flux can be defined as ṁ
′′
k = (ρYku+ jk) and ṁ

′′′
k =

dṁ
′′
k

dz . Under the perfect

gas assumption the specific heat (cp) can be defined as:

cp,k =

(
∂hk

∂T

)
p
⇒ dhk = cp,kdT (4.25)

and substituted into Equation 4.24 such that the following equation can be written

(ρYku+ jk)cp,k
dT
dz

+∑hkṁ
′′′
k =

d
dx

(
λ

dT
dx

)
(4.26)
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Expanding Equation 4.26 and recognising that ṁ
′′′
k is the net rate of mass production

of species k, the temperature transport equation can be written as:

∑
k

ρcpu
∂T
∂ z

=
∂

∂ z

(
λ

∂T
∂ z

)
−∑

k
jkcp,k

∂T
∂ z
−∑

k
hkWkω̇k (4.27)

Note that the heat source due to chemical-reaction is not really a source term per se.

Chemical reaction breaks and forms chemical bonds, causing the temperature to increase

or fall. However, the total energy in the system is not altered by the reaction. Rather

chemical energy is converted to thermal energy, which manifests as changes in temper-

ature and species composition. Thus the temperature form of the energy equation has a

chemical-reaction term, whereas the enthalpy (or internal energy) form does not.

4.3.3 The Global Turbulent Theory

This section describes the modifications made to laminar flame modelling theory to

allow for the predictions of ST . Before additions to the model accounting for the influence

of turbulence on the flame can be made, a method to introduce turbulence is needed. The

well-known k-ε model [165] was selected due to the relative simplicity of two-equation

models and the significant level of information available for the model in the literature.

The turbulent kinetic energy (k) and energy dissipation (ε) are defined in the z-direction

as:

∂

∂ t
(ρk)+

d
dz

(ρku) =
d
dz

(
µ +

µt

σk

dk
dz

)
−ρu′iu

′
j
∂u j

∂ z
−ρε (4.28)

∂

∂ t
(ρε)+

d
dz

(ρεu) =
d
dz

(
µ +

µt

σε

dε

dz

)
+C1ε

ε

k
ρu′iu

′
j
∂u j

∂ z
−C2ερ

ε2

k
(4.29)

µt =Cµρ
k2

ε
(4.30)

where the model constants are defined as C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σk = 1.0, σε
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= 1.3 and µt is the turbulent viscosity. Unfortunately, due to the flame being in a single

dimension and the 3D nature of turbulent eddies, a transport equation for the turbulent

terms cannot be implemented within the Cantera domain. Although a 1D transport equa-

tion can be written, similar to the u and T expressions above, the Reynolds stress tensor

(ρu′iu
′
j
∂u j
∂ z ) cannot be accounted for with a unidirectional flow as there is no radial velocity

(u j). Attempts where made to define ρu′iu
′
j
∂u j
∂ z using the Boussinesq approach with axial

velocity as shown in Equation B.4 in Appendix B. It was found that this approach was

unable to accurately predict k− ε profiles within the flame for a range of turbulent inlet

conditions. This was due to the under prediction of the rates of production of k and ε

as the values of dui
dz were too small to use in the Boussinesq approach when compared to

du j
dz . The approach used in the new predictive model is to define turbulent conditions at

the inlet and hold them constant throughout the flame domain. The inlet conditions are

defined using k-ε theory, as shown in Equation 4.31, with the fluctuating velocity (u′) and

integral length scale (Λ) taken from experimental results as input values and Cµ = 0.09.

Turbulent viscosity is also defined using k-ε theory and can be seen in Equation 4.30.

k =
1
2

u
′2

ε =C
3
4
µ

k1.5

Λ
(4.31)

To solve for premixed turbulent flame speed significant additions to the existing Can-

tera model were made. These modification were made to model the effects of: (1) the

enhanced transport of the species and temperature due to the respective fluctuating terms,

(2) an increase in the reactivity of the flame as the result of temperature fluctuation and

the exponential nature of the Arrhenius rate, and (3) a decrease in the flames reaction rate

caused by the influence of the turbulent-chemistry interactions. The new predictive model

accounts for each of these phenomena by implementing (1) the gradient transport model

for the temperature and species transport equations, (2) a Taylor series expansion of the

reaction rate around the mean temperature, and (3) the eddy dissipation concept model

with finite rate chemistry.
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4.3.3.1 Addition of fluctuating terms in transport equations

One of the major differences between laminar and turbulent reactive flow is the tem-

poral fluctuating terms for species, temperature and velocity. In the governing equations

these are represented by Reynolds stresses (ũ′′i u′′j), species Reynold fluxes (ũ′′i Y
′′
k ) and en-

thalpy Reynold fluxes (ũ′′i h′′k). These terms physically correspond to the transport of each

property due to the turbulent fluctuations. The Reynolds stresses are implemented in the

momentum equation in standard CFD models, however, Cantera does not solve for mo-

mentum because d p/dz would be the only result from this equation and this does not occur

outside the axial momentum equation. As a result, the momentum equation and therefore

ũ′′i u′′j is not included in the predictive model. For the scalar fluxes (ũ′′i ϕ
′′
), it is general

practice in turbulent combustion to use a gradient transport model, first introduced by

Daly [51], for both non-reactive and reactive scalars. The scalar fluxes can, therefore, be

defined using a turbulent diffusive term as shown in Equation 4.32. For ũ′′i Y
′′
k , the diffusion

term is defined using µT and a turbulent Schmidt number (Sct) with a value of 0.7 [166].

The new term can then be combined with Dk,m (defined in Equation 4.8) to form an ef-

fective diffusive flux as shown in Equation 4.33 and replaces the existing diffusive flux

term in Equation 4.6. A similar approach is used for the energy transport equation where

a turbulent thermal conductivity term can be derived from ũ′′i h′′k to construct a turbulent

heat flux, using an effective thermal conductivity as shown in Equation 4.34 employing a

Prandtl (Prt) number of 0.85.

ũ′′i ϕ
′′
=−DT ∇ϕ (4.32)

jk,e f f =−ρDk,e f f ∇Yk−Dt,k
∇T̄
T̄

(4.33)

where Dk,e f f = Dk,m + µT
ρSct

λe f f = λlam +
CpµT

Prt
(4.34)

Substituting these new effective (eff ) terms into the laminar transport equations allows

for turbulent species and temperature transport equations to be defined as shown below.
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ρu
∂Yk

∂ z
=−

∂ jk,e f f

∂ z
+Wkω̇k (4.35)

ρcpu
∂T
∂ z

=
∂

∂ z

(
λe f f

∂T
∂ z

)
−∑

k
jkcp,k

∂T
∂ z
−∑

k
hkWkω̇k (4.36)

The expressions in Equations 4.33 and 4.34 relate to the gradient transport model

[167]. While countergradient transport often takes place in turbulent premixed flames,

the predictive model uses gradient transport. Countergradient transport occurs when the

pressure decreases from the unburned to the burned side of the flame and as a result the

pressure gradient causes a stronger acceleration of the lower density product gases towards

the high density reactants. The countergradient transport is a pressure-driven effect [167]

and because pressure remains constant throughout the domain in Cantera, the gradient

transport model was selected.

4.3.3.2 Influence of temperature fluctuations on reaction rate

As shown in the previous section, Cantera is capable of solving complex gas phase

chemical kinetics problems. For laminar flames, the reaction coefficients are calculated as

functions of mean temperature (T̄ ) and composition, for turbulent flames because of the

nonlinear relationship between reactivity and temperature (see Equation 4.12 for example)

the mean temperature cannot be used. In a turbulent flame, the average temperature is

much smaller when compared to the temperature required to calculate the true reaction

rate present in the flame, defined as the equivalent kinetic temperature (T̄k) [168]. This

is due to the significant effect time-dependent temperature fluctuations (T ′(t)), as defined

in Equation 4.37, have on average values of k. Figure 4.6 shows the time-dependent

temperature fluctuations and the mean temperature typically encountered in a turbulent

flame, as well as the equivalent kinetic temperature.

T (t) = T̄ +T ′(t) (4.37)
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Figure 4.6: Temporal temperature profile of the mean and fluctuating temperature

Due to the exponential nature of the reaction coefficient, temperature fluctuations

above the mean have a greater influence on reactivity than those below the mean. Equa-

tion 4.38 illustrates how the reaction rate based on the time-dependent temperature cannot

equal k (T̄ ), and how this effect increases with larger temperature fluctuations.

k̄ =
∫

τ

0 k (T (t))dt
τ

= k(T̄k) 6= k (T̄ ) (4.38)

To account for this phenomenon, with a minimum of computational effort, a Taylor

series expansion of k around the mean temperature is used to define a correction coefficient

(Cc) [168,169] as shown in Equation 4.39. A Taylor series expansion of this equation can

be seen in Equation 4.40. At a given temperature fluctuation intensity (T ′/T̄ ) the series

expansion is slowest to converge when the activation temperature (Ta f ) is great than T̄ .

k̄ = k (T̄ )×Cc = k (T̄ )+
∞

∑
n=2

1
n!

∂ nk
∂T n

∣∣∣∣
T̄
·T ′n (4.39)
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k̄= k (T̄ )×Cc= k(T̄ )·

 1+ β 2R2−βR2+2EaRT̄−1(β−1)+E2
a T̄−2

4R2 x
(

T ′
T̄

)2
+

R3β (β−1)(β−2)+3EaR2(β−1)(β−2)T−1
+3E2

a R(β−2)T−2
+E3

a T−3

6R3 ·
(

T ′
T

)3
+ ...


(4.40)

Cc is dependent on the temperature, activation energy (Ea) and temperature exponent

(β ), and because of this, the Cantera source code was modified so that a Cc value is calcu-

lated for each reaction, reaction type and temperature at each grid point within the flame

by the model.

Three-body reactions are modelled with the modified Arrhenius term and the addi-

tional Cc term to describe the influence of T ′. To account for the falloff and pressure

dependent reactions, the Arrhenius portion of each of these reaction coefficients is modi-

fied to reflect the form shown in Equation 4.40. For falloff reactions, the Cc is included in

the lower (k0) and higher limits (k∞) of the reaction coefficients such that Equation 4.16

becomes:

k f (T,Pr) = (k∞×Cc)
(

Pr

1+Pr

)
(4.41)

where Pr =
k0[M]×Cc

k∞×Cc . The falloff function can be calculated in a number of ways, one of

the most common approaches is the Troe and SRI methods, with both temperature and

pressure required for these approaches. The Chebyshev expressions have remained un-

modified as there is no Arrhenius form for the rate coefficient to correct for these types of

reactions.

The correction coefficient increases with temperature when activation energy is kept

constant, similarly Cc also increase with β when temperature is held constant. For reverse

reactions, Cc is calculated using the same approach but using the parameters of the reverse

reactions. When compared to the computationally more expensive β -pdf model [170], the

approach described above has shown good agreement [168]. To achieve this agreement

a significant number of terms are recommended for the series expansion. To improve
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convergence time, a simple truncation of the series after the first few terms is attractive.

However, at high temperature fluctuation intensity (T ′/T̄ ) and/or Ta f up to the eighth

term in the expansion is required [168, 169]. The influence of each additional term on the

overall Cc, with n equal to the number of the terms in the expansion, can be seen in Figure

4.7 for a reaction with Ea = 30,000 cal/mol, β = 0.0 and T̄ = 1500 K. To put some perspec-

tive on the meaning of the Cc, for T ′/T̄ = 0.5, a mean temperature 1500 K corresponds to

equivalent average kinetic temperature 2030 K. These larger kinetic temperatures have a

significant effect on k and as a result the overall reaction rate.
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Figure 4.7: Breakdown of the correction coefficient Taylor series showing (a) the influence

of each term in the series, and (b) the individual values of each term for a series of eight

terms for a reaction with Ea = 30,000 cal/mol, β = 0.0 and T̄ = 1500 K
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The fluctuating temperature term (T ′) in Equation 4.40 can be described by solving

a transport equation for the temperature variance T
′2 [171, 172], where T ′ =

√
T ′2 or

using an algebraic approach [173]. The transport equation can be derived from the energy

equation such that

ρ
d ¯T ′2

dt︸ ︷︷ ︸
AT ′

+ρu
d ¯T ′2

dz︸ ︷︷ ︸
CT ′

=− d
dz

(
¯uT ′2 +λ

d ¯T ′2

dz

)
︸ ︷︷ ︸

DT ′

−2ρ ¯uT ′
dT̄
dz︸ ︷︷ ︸

PT ′

−2ρεT ′ (4.42)

where AT ′ is the accumulation term, CT ′ is the convective term, DT ′ is the diffusive term,

PT ′ is the production term and εT ′ is the dissipation term. The three terms on the right hand

side of the transport equation require closure. It can be seen from the production term that

¯uT ′ is the heat flux term and so can be closed using the gradient diffusion hypothesis.

Similarly the same approach can be applied to the ¯uT ′2 parameter in the diffusive term,

which leads to:

¯uT ′ =
µt

σt

dT̄
dz

¯uT ′2 =
µt

σt

d ¯T ′2

dz
(4.43)

The dissipation of the temperature variance can be described using an additional trans-

port equation for εT ′ , however the expression is very difficult to close due to the large

number of free parameters present. An alternative approach is to adopt a constant tem-

perature fluctuations (τθ ) and turbulence (τm) decay time scale ratio (R) [172] defined

as:

R =
τθ

τm
(4.44)

where τθ = T ′2
2εT ′

and τm = k
ε
. Assuming R = 0.5 [174, 175], the dissipation rate can be

defined as shown in Equation 4.45. It should be noted that taking R = 0.5 results in the

dissipation term matching the definition used within the Fluent CFD package [166]

εT ′ = 2
ε

k
T
′2 (4.45)
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Substituting these closed terms back into Equation 4.42 allows for the temperature

variance transport equation used in the new predictive model to be defined as:

ρu
dT

′2

dz
=

d
dz

(
µ +

µT

σT

dT
′2

dz

)
+CgµT

(
dT̄
dz

)2

−Cdρ
ε

k
T
′2 (4.46)

The new transport equation is added to the Cantera source code and solved in the same

manner as the existing transport equations using Cantera’s existing numerical solver, Sun-

dials. It also worth noting that T
′2 is also included in the solution array and so influences

the grid refinement process. Similar to the other transport equations, the diffusive term

is calculated using the gradient transport model with σT = 0.85 [166]. For the boundary

conditions, T
′2 is treated using the same approach employed for T̄ . For the inlet, the user-

specified conditions are held constant, for a boundary located at a point z0 where there is

an inflow, T
′2(z0) = T

′2
0 is computed, where T

′2
0 is user-specified. For the outlet boundary

conditions, the gradient of the temperature fluctuations is held constant, for a boundary

located at a point z0 where there is an outflow, ∂T
′2

∂ z

∣∣∣
z0
= 0 is solved.

The algebraic model, shown in Equation 4.47, attempts to represent some of the phys-

ical properties of the temperature variance transport equation. It was found that, as the

source, convection and diffusion terms were neglected, the algebraic approach was inad-

equate for defining the temperature fluctuations in the new model. For this reason the

transport equation was employed.

T ′2 =
µT

ρ

k
ε

Cg

Cd
(∇T̄ )2 (4.47)

where Cg and Cd are constants with values of 2.86, and 2.0, respectively.

4.3.3.3 Turbulent Chemistry Interaction

Many approaches to account for turbulent chemistry interaction have been discussed

in Chapter 2. Because detailed chemistry is a highly desired attribute of the predictive
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model, the Eddy Dissipation Concept (EDC) approach has been selected to account for

TCI in the predictive model. The EDC model is based on the eddy break-up model and

has been developed over the past few decades. It was first described by Magnussen et al.

[176] in 1977 and further expanded a decade later [177]. The model has the capability to

define an empirical expression for the mean reaction rate for premixed, partially premixed

and nonpremixed combustion. The EDC model assumes that chemical reactions only

take place in regions where there is sufficient dissipation of turbulent energy into thermal

energy and adequate molecular mixing. According to the turbulent energy cascade theory

[178], the dissipation of turbulent kinetic energy into heat takes place where the smallest

eddies are dissipated due to viscous forces. This process occurs as the mechanical energy

of the mean flow is transferred from bigger to smaller turbulent structures as shown in

Figure 4.8. Each step in the cascade is represented by a certain strain rate (ω ′) interval.
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Figure 4.8: A model representing the cascade of energy from mechanical energy, within

the mean flow, being transferred from larger to smaller turbulent structures and finally

dissipated as heat. Reproduced from Magnussen [177]

The first level in the above figure represents the whole spectrum of turbulence and

is typically modelled using a turbulent velocity (u′), length scale (L′) and vorticity or

characteristic strain-rate (ω ′ = u′/L′). Similarly the next level is characterized by velocity

(u′′), length scale (L′′) and vorticity or characteristic strain-rate (ω ′′) where ω ′′ = 2ω ′.

The transfer of energy (w′) and the proportion dissipated into heat (q′) between these

levels are defined as:

w
′
= ζ

212
u
′

L′
(

u
′′′
)2

(4.48)

q
′
= ζ

215υ

(
u
′

L′

)2

(4.49)
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where ζ = 0.18. For each subsequent level, more energy is dissipated into heat, with

this sequence continuing down to a level where all the energy transferred from the level

above is dissipated as heat. The EDC model defines the final level, where all of the kinetic

energy is dissipated as heat, as fine structures and are on the order of the Kolmogorov

scale in two directions, but not the third. The fine structures are characterised by velocity

(u∗), length scale (L∗) and strain-rate (ω∗) with the mechanical energy transferred to the

fine structure being expressed as:

w∗ = ζ
26

u∗

L∗
(u∗)2 (4.50)

and the heat dissipation by:

q∗ = ζ
215υ

(
u∗

L∗

)2

(4.51)

It can be shown that ≈ 75% of the total dissipation of turbulent kinetic energy to heat

occurs in these fine structures [179]. The model assumes that the fluid state within the

flame is determined by three distinct volumes of fluid. These volumes are defined as (1)

fine structure, (2) the remaining portions of the flame, known as the surrounding fluid,

and (3) the fraction of the fine structure that is reacting. The model uses superscripts to

differentiate between the fine structure (∗) and surrounding fluid (◦) properties.

Figure 4.9 shows a 2D illustration of the various portions of a flame defined by EDC

theory. The overall mass is represented by the large black circle, and within this mass ex-

ists a fine-structure (black region) where, it is assumed, all of the turbulent kinetic energy

is dissipated into heat. The fraction of the flow occupied by such a region is expressed

using γ . The definition of γ can be seen in Equation 4.52 and is limited to values between

0 and 1.
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Figure 4.9: 2D breakdown of the EDC regions within a turbulent flame showing the fine

structure region and the reacting and non-reacting fine structure within an insert

γ =

(
3CD2

4C2
D1

)0.25(
υε

k2

)0.25
where CD1 = 0.134 and CD2 = 0.5 (4.52)

Contained in these fine structure regions, is the fine structure (vertically hatched area

shown in the smaller inserted circle). The ratio of mass in the fine structure to the total

mass is expressed as γ3. The fine structure can be further broken down into a reacting and

non-reacting portion. Portion within the fine structure where there is insufficient energy

dissipation, a lack of reactants or a combination of both can result in an inert mixture,

and are defined as non-reacting portion. The reacting portion of the fine structures have

suitable condition for reactivity to occur. The ratio of reacting and non-reacting mass is

determined by χ . While it is possible to determine χ using detailed chemistry, the current

approach assumes fast chemistry, therefore, the definition of χ below is used with the

model.

χ = χ1 ·χ2 ·χ3 (4.53a)

χ1 =

(
Ỹmin + Ỹpr/(1+ r)

)2(
Ỹf u + Ỹpr/(1+ r)

)(
Ỹox + Ỹpr/(1+ r)

) (4.53b)

χ2 = min
{

1
γ

Ỹpr/(1+ r)
Ỹmin + Ỹpr/(1+ r)

,1
}

(4.53c)

χ3 = min

{
γ
(
Ỹmin + Ỹpr/(1+ r)

)
Ỹmin

,1

}
(4.53d)
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where Ỹmin = min
{

Ỹf u,Ỹox/r
}

r is the number of moles of oxidiser per mole of fuel and the subscripts fu, ox and pr

relate to fuel, oxidiser and product respectively. The EDC model can be used with a fast

chemistry or detailed chemical kinetics. Fast chemistry assumes that there is sufficient

time for equilibrium to be reached in the fine structures. This allows for the reaction

to be represented by a single one-step infinite-rate irreversible reaction. By using the

fast chemistry approach the EDC method is greatly simplified however assuming there is

sufficient time to reach equilibrium is not always valid and does not allow for detailed

chemistry to be used. For this reason the detailed chemical kinetics was selected over fast

chemistry. To account for finite rate chemistry within the predictive model using the EDC

model, the reacting portion of the fine structures are treated as constant pressure perfectly

stirred reactors (PSRs). As radiation is neglected, an adiabatic assumption is made and the

governing equations are defined using Equations 4.54 to 4.56. The rate of mixing within

the reactor is expressed using the mass transfer per unit of mass of the fine structure region

(ṁ∗), and can be considered as an inverse of residence time (τ∗) as shown in Equation

4.57.

dh
dt

= 0 (4.54)

d p
dt

= 0 (4.55)

dYk

dt
= ω

∗
k + ṁ∗

(
Y 0

k −Y ∗k
)

(4.56)

ṁ∗ =
1
τ∗

=

(
CD2

3

)0.5(
υ

ε

)0.25
(4.57)

Using Equations 4.52, 4.53a and 4.57, a PSR is created at each grid point, as shown

in Figure 4.10, and the existing Cantera PSR solver is used to solve the reactors transport

equations within the 1D flame model. The configuration of the reactors and grid points

results in the grid points becoming the surrounding fluid and the reactors being connected

to a single grid point. As a result, the only mass transfer that occurs for a PSR is to and

from its associated grid point. As the Arrhenius rate is used to calculate ω∗k for each of the
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PSRs, the correction coefficient defined in Equation 4.40 is used in each reactor. Equation

4.58 is then used to express the new reaction rate for the temperature and species transport

equations shown in Equations 4.36 and 4.35. The old reaction rate, in the surround fluid

(i.e. in the 1D model), is discarded, essentially shifts kinetic modelling out of the 1D

flame and into the 0D reactor.

Figure 4.10: Graphical representation of the predictive models 1D domain with each grid

point and its associated PSR. The inset image shows the flow from the surrounding fluid

(SF)/grid point into the reacting fine structure (PSR).

ω̇k = ρṁ∗γ2
χ (Y ∗k −Y o

k ) (4.58)

When solving the PSR with each iteration of the flame governing equations (Equa-

tions 4.5-4.6) the predictive model was very computationally expensive, to the point of

being impractical. To improve the computational time the reactors were only solved after

each grid refinement and ω̇k was held constant between each refinement. An approach

where the PSRs were refreshed after a set number of iterations was also tested. However

it was found that recalculating the PSRs properties after each grid refinement proved to be

a more robust approach. A combination of the two approaches was also tested, however

the grid refinement only approach remained the most efficient option.
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4.3.3.4 Numerical Implementation

Unfortunately, the inclusion of EDC in Cantera’s source code adversely affected the

robustness of the model, making it difficult to reach convergence. By limiting the refresh

rate of the PSR solutions, the solver is more likely to diverge. While the refresh rate can

be increased this leads to unacceptable computational time. Because of this, the solution

approach used within the Python interface has a large influence on whether the predic-

tive model reaches convergence or not. Parameters such as initial grid size, domain size

and refinement criteria were found to have the largest influence on robustness. The best

method to ensure convergence is an iterative approach involving the following steps:

1. Starting on an equidistant coarse grid (5-15 points), the predictive model solves

for loose grid refinement criteria, slope and curve values ≈ 0.75-0.99, with all

turbulent additions active apart from the influence of EDC. Instead a scaled ver-

sion of the laminar reaction rate (ω̇k,lam) is used as shown in Equation 4.59 where

ω̇EDC,k < ω̇k,lam.

ω̇EDC,k = (γ)2
χω̇k,lam (4.59)

2. When step one has reached convergence the solution is used as a first guess with

full EDC switched on. The grid refinement criteria are reduced by a user-defined

grid reduction value (rv), generally ranging between 0.65 and 0.85. Equation 4.60

shows how the gradient ratio (Grad) is calculated using the new grid refinement

criterion.

Gradnew = Gradcurrent× rv (4.60)

3. Taking the solution from the step two as a first guess, the predictive model iterates,

adding new grid points, until the grid refinement criteria are satisfied. This process

is repeated until a user-defined slope and curve target value is reached, typically

equal to 0.08.
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An example of this approach can be seen in Table 4.3, with a grid reduction value of

0.75 and a grid refinement slope and curve target value of 0.08. It should be noted that

the conditions shown in the table are only an example and different grid reduction values

can influence the solver performance and robustness. At conditions in which convergence

was difficult to reach, small adjustments to the predictive model parameters had a large

influence, with the initial grid size and grid reduction value being the most important pa-

rameters.

Table 4.3: Adaptive grid settings used in turbulent burning velocity computations with a

grid reduction value of 0.75 and a grid refinement slope and curve target value of 0.08

Calculation Number Slope Curvature Reaction Rate
1 0.80 0.80 Scaled ω̇k (Eqn 4.59)
2 0.60 0.60 Fully Enabled (Eqn 4.58)
3 0.45 0.45 Fully Enabled (Eqn 4.58)
4 0.34 0.34 Fully Enabled (Eqn 4.58)
5 0.25 0.25 Fully Enabled (Eqn 4.58)
6 0.19 0.19 Fully Enabled (Eqn 4.58)
7 0.14 0.14 Fully Enabled (Eqn 4.58)
8 0.11 0.11 Fully Enabled (Eqn 4.58)
9 0.08 0.08 Fully Enabled (Eqn 4.58)

A good initial guess is essential for reaching a converged solution for the laminar

model, and this also holds true for the turbulent predictive model. A second numerical

approach was used, in Python, to provide a better first guess for conditions that cannot be

solved using the above approach alone. This method involved using a previous solution as

the first guess for the current conditions under investigation. This was achieved by using

the approach shown in Table 4.3 to solve conditions which are known to converge (Con-

ditions A), then using this solution as an improved first guess for the conditions of interest

(Conditions B). If the change in parameters between the two set of conditions is too large

or convergence is particularly difficult to reach, a number of iterations between the first

and final set of conditions may be required. An example of this is to start at φ = 0.8 with

a target condition of 1.0. To ensure convergence a solution at φ = 0.9 may be needed as it

would provide a better first guess for the stoichiometric case.
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When using this approach, a fully converged grid of the previous solution for Condi-

tions A cannot be used as an initial guess. This is because the change in the values in the

solution array is too small for each iteration, therefore the predictive model stops iterat-

ing as the small changes are still within convergence criteria. However, the results will

not reflect the operating conditions desired by the user (Conditions B), but more closely

related to the conditions used to provide the initial guess (Conditions A). This issue is

overcome by coarsening the initial guess solution to a less refined grid (i.e. changing

the number of grid points from 500 to ≈ 100) before using the initial guess as a starting

point. By keeping the original slope and curve target value, the predictive model will it-

erate and refine the grid using the method described above, and in doing so move towards

the converged solution with the desired operating conditions. An example of the solution

approach described above can be seen in the Python code in Appendix C and a flow chart

of the process used to solve for turbulent flame speed is shown in Appendix D.

4.4 Results

The following section is dividedintofour subsections which examines the effects of

the modifications to Cantera, assess the accuracy of the new model using a MAPE and

trend studies and finally examines the the influnence of chemical kinetic mechanisms on

turbulent flame speed. Due to the extensive number of data points examined and wide

array of domain size, grid reduction value, initial and final gird size, which do not remain

constant, are not described.

4.4.1 Impact of individual turbulence modifications

The sequential modification to Cantera’s laminar freely-propagating flame model have

different influences on the predicted values of premixed turbulent flame speed. The ad-

dition of enhanced transport and correction coefficient both increase ST values, while

the inclusion of the EDC model reduces flame speeds. The new predictive model was

developed to allow the user to independently switch on/off the effects of each turbulent
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phenomena. This allows for better control of the solution process in an attempt to improve

the robustness of the model. An example of this is switching to full EDC chemistry af-

ter a number of iterations, since starting with full EDC can result in a divergent solution.

This also allows a user to examine the effects of individual turbulence modifications on

turbulent flame speed as shown in Figure 4.11.
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Laminar + Enhanced Transport + Cc + EDC (Full)
Laminar + Enhanced Transport + Cc
Laminar + Enhanced Transport
Laminar

Figure 4.11: The cumulative influence of each modification for (a) Flame N at φ= 0.8 (b)

Flame N with φ= 1.0, (c) Flame K for u′/SL= 1.5, and (d) Flame H where u′/SL= 2.0 for

CH4 at an inlet pressure and temperature of 0.1 MPa and 300 K respectively

The importance of each modification can clearly be seen in the above plots. The ad-

dition of the enhanced transport increased the level of thermal conductivity and species

diffusion thus extending the reaction zone. The correction coefficient accounts for the

effect of T
′

on the Arrhenius rates which increases the rate of reaction within the flame.

Both modifications considerably increased the flame speed predicted by the model. The

inclusion of EDC theory reduced the volume of the reaction zone, resulting in a decreased
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rate of reaction in the flame and therefore a lower predicted flame speed. Figure 4.11

shows how the results of the combined modifications show good agreement with the ex-

perimental data. The addition of EDC is also particular important for matching experi-

mental trends for varying φ . As shown in Figure 4.11(c) and 4.11(d), the new predictive

model displays an overly large sensitivity to equivalence ratio when EDC is excluded.

4.4.2 MAPE Study

Figure 4.12 shows the comparison between the four state-of-the-art correlations from

the literature (Zimont, Muppala, Kobayashi, and Ronney) using the original author’s pa-

rameters, the newly developed empirical correlation and the Cantera flame speed pre-

dictive model using GRI3.0. The mean absolute percentage error was calculated using

Equation 3.1 from Chapter 3. A data set of 116 flame speed predictions were used for the

MAPE analysis. The results are presented for weak turbulence (Ret < 150) and moderate

turbulence (Ret > 150). The selected data covers three regimes of turbulence (thin reaction

zone (Ka > 1), corrugated flamelet zone (Ka < 1) and wrinkled flamelet (u′ < SL)) and a

wide range of Da (0.30 - 129.2), for varying values of φ and pressures. This allows for an

extensive study of each correlation over a broad range of turbulent combustion conditions.
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Figure 4.12: Accuracy of the state-of-the-art correlations and the predictive model using

GRI3.0, determined through the use of MAPE for reported parameters

For the above MAPE study, which contains the entire range of the experimental data,

the predictive model shows satisfactory agreement with < 3.5% difference between the

model and the most accurate literature correlation. The breakdown of the data, based

on Ret , gives more insight into the errors. Figure 4.12 shows the low turbulence flames

(Ret < 150) has a larger contribution towards this error than the high turbulence flames at

(Ret > 150), with a MAPE of 55.1% and of 28.5% respectively. It should also be noted

that at Ret > 150 the predictive model is more accurate than the entire range of literature

correlations included in the validation.

A small number of ethane flames (5 data points) in the wrinkled flamelet and thin re-

action zone regimes have also been modelled using a high temperature C3 version of the

AramcoMech2.0 mechanism (89 species and 668 reactions) [180]. While only a small vol-

ume of results were predicted, an average MAPE of 37% was achieved over the range of

data examined. Although the predictive model was not the most accurate when compared
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to the literature correlations, it was found to have < 4% difference in MAPE between the

model and the most accurate literature correlation of Muppala.

4.4.3 Trend Studies

Figures 4.13 to 4.16 shows the comparison between the five correlations and the pre-

dictive model for a series of experimental trends. To assess the ability of predictive model

to match ST trends, predicted values are compared to individual ST data points and the

trends of five correlations. The selected data covers three regimes of turbulence (thin re-

action zone (Ka> 1), corrugated flamelet zone (Ka< 1) and wrinkled flamelet (u′< SL)),

a wide range of Da (1.1 - 127.6), for varying values of φ and pressures up to 3.0 MPa.

This allows for an extensive study of each correlation over a broad range of turbulent

combustion conditions. The trend studies also provide some insight into why the MAPE

is higher for low turbulence flames (Ret < 150) when compared to the error associated

with high turbulent flames (Ret > 150).
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Figure 4.13: Predicted trends for (a) Flame J for u′= 0.47 m/s, (b) Flame O at φ= 0.75,

and (c) Flame O with φ= 0.95 for CH4 at an inlet pressure and temperature of 0.1 MPa

and 300 K respectively
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Figure 4.14: Predicted trends for (a) Flame Q (CH4, T = 300 K, P = 0.5 MPa) at φ= 0.9,

(b) Flame Q (CH4, T = 300 K, P = 2.0 MPa) where φ= 0.9, (c) Flame B (CH4, T = 300

K, P = 3.0 MPa) for φ= 0.8
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Figure 4.15: Predicted trends for (a) Flame K for u′= 1.5 and T = 300 K, (b) Flame Q

with u′= 2.0 m/s and T = 360 K, (c) Flame A at φ= 0.8 and T = 300 K, for CH4 at an inlet

pressure 0.1 MPa
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Figure 4.16: Predicted trends for (a) Flame Q (CH4, T = 300 K, P = 3.0 MPa) where φ=

0.9, (b) Flame Q (CH4, T = 300 K, P = 0.5 MPa) with φ= 0.9, (c) Flame B (CH4, T = 300

K, P = 0.5 MPa) at φ= 0.8
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For flames in the corrugated and wrinkled flamelet regimes, the predictive model strug-

gles to predict turbulent flame speeds due to the model inability to accurately determine k

and ε within the flame. Hydrodynamic (Landau-Darrieus) instabilities [40] have also been

found to result in an under prediction for low turbulent flames, where u′ < SL, with these

instabilities having a significantly larger effect at elevated pressures as shown in Figure

4.14. For values of u′ > SL the role of the instabilities and the necessity to accurately pre-

dict k and ε play a reduced role. Therefore better agreement is seen between the predicted

and experimental values of ST . For flames in the thin reaction zone, an accurate prediction

of k−ε in the flame and the Landau-Darrieus instabilities have less of an impact, however

the stretching of the flame geometry begins to have an effect on turbulent flame speed.

Figures 4.15 (a) & (b) and Figures 4.16 (b) & (c) show that at moderate stretch effects, the

predictive model is still capable of accurately predicting ST . Figure 4.15 (c) and Figure

4.16 (a) show that at intense stretching turbulent flame speed is under predicted.

4.4.4 Kinetic Mechanism Analysis

GRI3.0 was used for the main analysis and validation of the new freely-propagating

turbulent flame speed model. The DRM19 mechanism was also employed to predict val-

ues of ST to investigate the influence of chemical kinetics mechanism on predictions.

Figure 4.17 shows the comparison between the two mechanisms for atmospheric pres-

sure methane flames. It should be noted that the laminar flame speeds used to normalise

turbulent flame speed in Figure 4.17 are the same for both mechanisms. Therefore any

difference presented in the plots are soley differences in ST . Figure 4.17(a) and 4.17(b)

show predicted results for Ret < 150 and Figure 4.17(c) and 4.17(d) show flame speeds

for Ret > 150.
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Figure 4.17: Predicted trends using DRM19 and GRI3.0 for (a) Flame N at φ= 0.8 (b)

Flame N at φ= 1.0, (c) Flame K with u′/SL= 1.5, and (d) Flame H with u′/SL= 2.0 for

CH4 at an inlet pressure and temperature of 0.1 MPa and 300 K respectively

The comparison shows there is little difference in turbulent flame speed between the

two mechanisms for the conditions examined. The largest variation in ST is seen for flames

with varying equivalence ratio where the importance of chemistry is more significant.

However these variations are still small because the mechanisms are based on similar

chemistry.
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4.4.5 Summary

From the results displayed above the following observations can be made:

1. Figure 4.11 shows the importance of including all of the modifications, discussed

in Section 4.3.3, within the new predictive model in order to accurately predict tur-

bulent flame speed. The inclusion of the eddy dissipation concept theory is particu-

larly important for matching experimental trends for varying φ . As shown in Figure

4.11(c) and 4.11(b), the new predictive model displays an overly large sensitivity to

equivalence ratio when EDC theory is excluded.

2. The MAPE analysis shows satisfactory agreement between the predicted and exper-

imental values of ST over the entire range of 116 data points with < 3.5% difference

between the model and the most accurate literature correlation. As shown in Figure

4.12, the low turbulence flames (Ret < 150) had a larger contribution towards this

error than the high turbulence flames (Ret > 150). The trends displayed in Section

4.4.3 give insight into the reasons behind the different contributions.

– For flames with a Ka < 1 the prediction of an accurate turbulent kinetic energy

and its dissipation is essential for the prediction of ST . The constant values of

k and ε predicted by the model result in an under prediction of flame speeds

for flames with Ka < 1 as shown in Figure 4.13. For flames in the thin reaction

zone, there is less variation in k and ε , and as a result the model better predicts

ST as shown in Figure 4.15.

– The lack of hydrodynamic (Landau-Darrieus) instabilities [40] within the model

have also been found to result in an under-prediction of ST for low turbulent

flames where u′ < SL. These instabilities having a significantly larger effect

at elevated pressures as shown in Figure 4.14. For values of u′ > SL the role

of the instabilities play a reduced role and as a result better agreement is seen

between the predicted and experimental values of ST for u′/SL > 1.

– While an accurate prediction of k− ε in the flame and the Landau-Darrieus

instabilities have less of an impact at higher turbulence levels, the stretching
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of the flame geometry begins to have an effect on turbulent flame speed. At

moderate stretch effects, the predictive model is still capable of predicting ST ,

as shown in Figure 4.15 (a) and (b), while at intense stretching turbulent flame

speed is under predicted, as can be seen in 4.15 (c).

3. From the comparison of the results predicted by DRM19 and GRI3.0 it was shown

that there is very little difference in the values of ST predicted by the two chemical

mechanisms for the data examined. The largest variation in ST occurs for the flames

where φ is not constant resulting in a variation in chemical kinetics within the flame.

4.5 Discussion

Turbulent flame speed is a important property of premixed turbulent combustion. Cur-

rent methods for predicting ST include computational approaches such as LES or DNS or

single line equations that correlate operating conditions to flame speed. The drawbacks

associated with these methods requires a new approach for predicting premixed turbulent

flame speed that can account for turbulence, chemistry and the interactions between them.

A modified version of Cantera’s freely-propagating laminar flame speed solver has been

developed to meet this requirement. The aim of this chapter is to provide insight into (1)

the numerics of the standard version of Cantera, (2) the theory behind the modifications

made to account for the influence of turbulence within the flame, and (3) the validation of

a new predictive model through comparison with experimental data and values predicted

by five state-of-the-art correlations. The numerical solution method used by Cantera has

not been modified and is discussed in detail elsewhere [151], therefore the following dis-

cussion will be limited to the modifications and validation of the predictive model.

4.5.1 Model Modifications

The first addition to Cantera’s laminar flame speed model was a method for defining

turbulence within the flame. The k− ε model was selected due to it’s widespread use,

ease of implementation and low computational expense. The first attempt to implement
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the k−ε was made by adding the turbulent kinetic energy and energy dissipation transport

equations shown in Equation 4.28 and 4.29, and solving them in the same manner as the

existing transport equations. As the flame domain exists in one dimension, the Reynolds

Stresses were solved using the Boussinesq approach [181] where the velocity gradients

were set equal to the gradient along the 1D domain (du
dz ). It was found that this approach

was unable to accurately predict k− ε profiles within the flame for a range of turbulent

inlet conditions. This was due to the under prediction of the rates of production of k and

ε as the values of du
dz were too small to use in the Boussinesq approach when compared to

du j
dz . While the spatial version of the One-Dimensional Turbulence model [87] is capable

of solving the Reynolds stresses, this technique requires two dimensions to fully resolve

the velocity field. The additional dimension required to solve the k−ε transport equations

would result in an larger computational expense. To keep computational time low, a de-

cision to define turbulence at the inlet, based on experimental values, and hold it constant

throughout the domain was made. Although variations in k− ε within the flame occur, it

is not expected to change significantly from the inlet conditions. This is particularly the

case with flames in the thin reaction zones regime [182, 183].

Once turbulence was introduced, its influence on the transport of species and temper-

ature was accounted for using the gradient transport model [178]. Similar to the k− ε

model, the gradient transport model is employed due to its widespread use in the litera-

ture. Although countergradient transport often takes place in turbulent premixed flames it

is not implemented in the new predictive model. Countergradient transport occurs when

the pressure decreases from the unburned to the burned side of the flame and as a result

the pressure gradient causes a stronger acceleration of the lower density product gases to-

wards the high density reactants. The countergradient transport is a pressure-driven effect

and because pressure remains constant throughout the domain in Cantera, the gradient

transport model was selected. The constant Schmidt and Prandtl numbers used in the

model for the species and temperature diffusion were based on the values employed in

the commercial CFD program Fluent [166]. Values of Prt = 0.85 and Sct = 0.7 are used

by the predictive model however the Schmidt number can vary from 0.4 to 0.9, while the
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Prandtl number can have a value between 0.5 and 0.91 [184]. Ideally these values would

be optimised to better account for reactive turbulent flow within the predictive model, and

potentially vary based on the properties at each grid point, however, this is beyond the

scope of this thesis.

In addition to accounting for the increased effective thermal conductivity and species

diffusivity, the increased reactivity as the result of the temperature fluctuations also needed

to be considered. The correction coefficient [168, 169] was selected over an assumed

Gaussian probability density function (PDF) or β PDF [170] as these approaches have

been found to be more computational expensive while predicting similar results [168].

To determine the temperature fluctuation intensity required for the correction coefficient

expression, in Equation 4.39, a complete transport equation was implemented. While

slightly more challenging to implement when compared to an algebraic model, the results

were found to be much more realistic, as shown in Figure 4.18, while having no signifi-

cant effect on computational expense. Although the range of data measuring T ′ is sparse,

the complete transport equation satisfied the temperature ratio limit, T ′
T > 1.0 [169], with

values typically of T ′
T > 0.7. While the algebraic model neglects the source, convection

and diffusion terms, T ′
T is often predicted with values greater than unity, which results in

the divergence of the Taylor series used to calculate Cc [169].
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Figure 4.18: Comparison of calculation approaches for temperature fluctuation intensity

for flames at φ= 1.0 and (a) u′/SL= 1.4, and (b) for u′/SL= 2.7 for CH4 at an inlet pressure

and temperature of 0.1 MPa and 300 K respectively

To account for turbulent chemistry interaction within the predictive model, the eddy

dissipation concept model was also included in the modifications. When compared to the

other combustion models discussed in Section 2.3.3, the EDC model was selected as (1)

it has a high level of theory, and (2) uses Arrhenius rates to account for detailed chemistry

which accurately account for the reactivity in the flame. Where as the FSD model and

Level Set approaches, as discussed in Section 2.3.3, employ laminar flame speed to incor-

porate finite rate chemistry. While the transported PDF combustion model which has no

theoretical basis. Although one of the most widely used combustion models [185], EDC

also has its drawbacks. When compared to the rest of the modifications made to Cantera,

the addition of EDC results in a significant increase in solution time and a negative effect

on the solver’s robustness. While further investigation is required to determine the rea-

sons behind the loss in robustness, the increase in solution time is due to the addition of a

PSR at each grid point. Limiting the rate at which the reactor solution is updated to after

each grid refinement aided in reducing the solution time. A similar approach is used by

Gran [186]. However while improved, the solution time still remains large (≈ 10×) when

compared to the laminar solver. Despite these shortcomings, the modified model has been

rigorously tested using both DRM19 and GRI3.0 mechanisms, over a range conditions for

methane flames. It can be seen from Figure 4.17 that there is very little difference between

the values predicted by the two mechanisms for the constant φ flames and a maximum of
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a 12% difference at constant u′/SL. For laminar flames under the same conditions a maxi-

mum difference of 8.6% is observed. The larger difference for the turbulent flames shows

how the new turbulent model is more sensitive to chemistry than the laminar model. Fur-

ther testing is also required for larger mechanisms. A small number of ethane flames in the

wrinkled flamelet and thin reaction zone regimes have been modelled using a high temper-

ature C3 version of the AramcoMech2.0 mechanism (89 species and 668 reactions) [180].

However, only a small volume of results (5 data points) were predicted. While an average

MAPE of 37% was achieved over the range of data examined, additional investigation is

required to determine the applicably of the model for larger hydrocarbon fuels.

Each addition to the new model was implemented so that it can be switched on/off

from the Python interface. Figure 4.11 shows the influence of each modification on the

turbulent flame speed. The enhanced transport increases the mixing of species and effec-

tive conduction of heat resulting in an extended reaction zone due to the increased level of

transport. This leads to higher values of ST . The correction coefficient serves to increase

the reactivity of the flame due to the effect of temperature fluctuation on the Arrhenius

rates. As a result the burning rate, and therefore the flame speed, is increased. Finally, the

EDC model significantly reduces the reaction rate through a reduction in the reaction vol-

ume which has the opposite effect as the previous additions, reducing ST . It should also

be noted that the addition of EDC does not result in a uniform reduction of the reaction

rate. Figure 4.11(c) and 4.11(b) show how EDC has a larger effect on ST at stoichiometric

conditions when compared to the lean and rich conditions, as a result, the predictive model

shows better agreement to the constant φ trends when EDC is included.

4.5.2 Validation

To validate the newly developed predictive model the same approaches (MAPE and

trend studies) employed to assess the accuracy of the correlations in Chapter 3, are also

used in this chapter. In addition to comparing the numerically predicted values of ST to ex-

perimental results, comparisons to the most accurate correlations from Chapter 3 are also
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included. This allows the predictive model to be assessed against both measured values

of ST and values predicted by the current state-of-the-art approaches. The MAPE results

in Figure 4.12 show that while the new predictive model is not as accurate as the empir-

ical correlation developed in Chapter 3, the predictive model has a MAPE only slightly

higher (< 3.5%) than the most accurate literature correlation for the entire range of data

examined. The breakdown of the MAPE displayed in Figure 4.12 shows that the results

predicted for flames with Ret < 150 have a larger contribution to the error than the higher

turbulent flames with MAPEs of 55.1% and 28.5% respectively. It should also be noted

that the MAPE for flames with Ret > 150 is lower than that of the correlation developed

by Muppala, making the model more accurate than the existing literature approaches for

predicting ST at gas turbine relevant conditions.

Although these results are promising, errors still exist as the modifications do not

account for the entire range of physics encountered within a premixed turbulent flame.

Three of the most important phenomena found in turbulent flames that are not accounted

for in the model are (1) generation and dissipation of turbulent kinetic energy throughout

the flame [182,187], (2) hydrodynamic (Landau-Darrieus) instabilities, and (3) the effects

of flame geometry [39]. The influence of these phenomena on turbulent flame speed

vary depending on the level of turbulence present in the flame. For flames with weak

turbulence (Ret < 150), the effects of phenomena (1) and (2) are large. In contrast, for

moderate turbulence the influence of (1) and (2) weaken, and (3) becomes prominent.

4.5.2.1 Ret <150 Flames

As previously discussed, the k and ε terms are kept constant and uniform at the initially

calculated values throughout the flame domain. This is not the case in reality. In addition

to turbulent kinetic energy being transferred through the flow via the energy cascade [178],

flame generated turbulence can augment turbulent kinetic energy and its dissipation rate

[188]. For the corrugated flamelets regime, this effect can be significant [182, 183]. This

effect is due to the mean pressure gradient, mean velocity gradient, pressure dilatation and

viscous dissipation terms, which all contribute to the transport of k. The mean pressure
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gradient term and the pressure dilatation term counteract the decay of the turbulent kinetic

energy by viscous dissipation, resulting in the profiles of k and ε for Case A (corrugated

flamelets regime) in Figure 4.19. It can be seen that there is a large variation in the profiles

of k and ε throughout the flame domain for Case A. The predictive model is unable to

account for this and so under predicts ST at these conditions.

(a) (b)

Figure 4.19: Variations of (a) k and (b) ε normalised by the values at the leading edge of

the flame (c̄ = 0.005) across the flame brush for three flames. Case A relates to a flame in

the corrugated flamelets regime, while Case B and C relate to flames in the thin reaction

zones regime. [182]

The second phenomena not modelled is the geometry of the flame. According to the

flamelet assumption, turbulent flames locally retain the structure of laminar flames and

are influenced by the turbulent eddies present in the flow [41]. The geometry of a pre-

mixed turbulent flame is important as ST depends on the flamelet wrinkling process. This

process increases the surface area of the flame and, in turn, increases the turbulent flame

speed [39]. The extent to which the turbulent eddies affect the flame depends on the ra-

tio between the Kolmogorov length scale and the laminar flame thickness. The Karlovitz

number (Ka = (δL/η)2) is often used to define the different influences turbulence has

on the structure of the flame. Flames with weak turbulence are typically characterised

by a Ka < 1, which is used to define the wrinkled flamelet regime in which the turbu-

lent eddies are too large to affect the structure of the flame. Instead these eddies only
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wrinkle the surface and have very little influence on ST . However at u′ ≈ SL hydrody-

namic instabilities can lead to a large increase in turbulent flame speed for small increases

in u′/SL [32]. These instabilities have an even larger influence at elevated pressures, at

which the stabilising diffusive effects weaken with increasing P [40] and ST can be ef-

fected by Landau-Darrieus instabilities at conditions where u′/SL > 1.

For Ret < 150, displayed in Figure 4.12, the errors between the predicted and exper-

imental values for the atmospheric pressure flames can be attributed to the lack of k− ε

transport equation. These are required to accurately represent flames in the corrugated

regime, as shown by the data for Case A in Figure 4.19. For the values measured at

elevated pressure, where hydrodynamic instabilities have a considerable influence [32],

the MAPE is significantly higher for the predictive model (72%) compared to the overall

MAPE for the model (41.3%). These errors are however similar to the Muppala correla-

tion (71%). Due to a lack of information on the budget of turbulent kinetic energy and its

dissipation at elevated pressure, it is difficult to determine the effect of the constant k− ε

assumption at these conditions. However with the instabilities present in the flame, the

error may remain high unless both phenomena are accounted for.

Figures 4.13 and 4.14 show the trends for a variety of conditions in the flamelet regime

(Ka < 1) for a range of operating conditions. Figure 4.13 shows ST measured in flames

with very weak turbulence in which u′/SL ≈ 1. At these conditions, both the predictive

model and the correlations struggle to match the values of flame speed and the trends.

As previously discussed, with u′ ≈ SL,/ Landau-Darrieus instabilities have a large effect

on the turbulent flame speed which results in an under prediction of the trends by all of

the correlations. Coupling this with the inability to accurately predict the k− ε budget,

the predictive model significantly under predicts the turbulent flame speed. For the ele-

vated pressure flames shown in Figure 4.14 the level of turbulence with these flames is

higher, with an average Ret ≈ 57 and Ka≈ 4.4, when compared to Figure 4.13. However

as Kobayashi et al. [32] stated, elevated pressure results in larger hydrodynamic insta-

bilities even at higher values of u′. For this reason, many of the correlations and the
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predictive model, while matching the trends, significantly under predicts the values of tur-

bulent flame speed. It should be noted that the correlations that show good agreement at

these conditions are empirically based and have been optimized for the data measured by

Kobayashi et al. [32]. While the remaining correlations are theoretical based and have not

be optimised for the data in these graphs. It can be seen from Figure 4.14 that of the four

theory based models, the predictive model best represents the trend in each of the plots.

4.5.2.2 Ret >150 Flames

For flames with Ka> 1 the smallest turbulent eddies can penetrate and thicken the pre-

heating zone of the flamelets and as a result, the turbulent flame speeds are substantially

increased by u′. These flames are said to be in the thin reaction zone regime. The accurate

prediction of the k− ε budget has been found to be less relevant in thin reaction zones

regime where k and ε monotonically decay across the flame domain. For Ka larger than

unity, the molecular diffusion and viscous dissipation, which act as a sink of k, become

dominant over the mean pressure gradient and pressure dilatation contributions [182,187].

This leads to the profiles of k and ε in Figure 4.19 for Case B and C. When compared to

the results of Case A, the assumption of constant k− ε in the model has less of an influ-

ence on turbulent flame speed predictions for flames in the thin reaction zone.

For the markedly higher values of fluctuating velocity associated with Ka > 1, the

influence of the hydrodynamic instabilities on ST weakens, even at elevated pressures.

At Ka > 1 the instabilities are dampened by local flamelets strain rate produced by the

large scale eddies [40]. For these conditions flame geometry plays a more significant role.

The extensive review by Driscoll [39] concluded that the dependency of turbulent flame

speed on the flame geometry can only be accounted for through the solution of a transport

equation for the flame surface area. The one-dimensional nature of the newly developed

predictive model makes the implementation of such an equation practically impossible.

While the current version does not account for the effect of turbulent eddies on the flame

structure, future work may examine alternative methods for accounting for the wrinkling

process within the predictive model.
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The MAPE for the flames with Ret > 150 is considerably smaller for the predictive

model as can be seen in in Figure 4.12. The predictive model is unable to account for the

decay of k and ε and the wrinkling of the flame geometry, however it has been found that

at moderate values of the Karlovitz number (1.5 < Ka < 4.5) it is capable of predicting

values of ST that show good agreement with experimental data. This is most likely due to

the constant values of turbulent kinetic energy and its dissipation predicted by the model,

which over estimates the k− ε budget, compensating for the lack of stretch effects. For

the larger values of Ka, where stretch effects are stronger, the predictive model under

predicts the values of ST as the constant k− ε budget cannot compensate for the effects

of the wrinkling process on the flame geometry. For the case with elevated pressure and

Ret > 150 the Landau-Darrieus instabilities have a vastly reduced effect when compared

to the Ret < 150 cases. Therefore the same theory for the high turbulence atmospheric

flames can be applied to the predictions made at elevated pressures where higher values

k−ε compensate for the stretch effects at moderate Ka values, but cannot overcome them

at higher Karlovitz numbers.

The trends for flames with the larger Ret are shown in Figure 4.15 and 4.16. It was

found that pressure had little influence on the MAPE for the predictive model for flames

with Reynolds numbers great than 150. Instead the level of flame stretch became more

dominant in influencing the error between the predicted and experimental values. For

moderate values of Karlovitz number, where stretch is also moderate, the predictive model

shows good agreement to the experimental data for both the values and the trends because

the k−ε budget is overestimated by the predictive model therefore compensating for lack

of stretch effects. In addition to showing good agreement with the experimental data,

the predictive model also, on average, outperforms each of the correlations when predict-

ing both the values and trends of turbulent flame speed under conditions with moderate

Karlovitz numbers and Ret > 150. The cases of moderate Ka can be seen in Figures 4.15

(a) & (b) and Figures 4.16 (b) & (c). Values of Ka are much larger in Figure 4.15 (c) and

Figure 4.16 (a) and so have a larger stretch effects, therefore the trend is under predicted
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by the predictive model.

4.6 Conclusion

The aim of this chapter is to provide insight into the numerics and theory used by the

existing laminar flame speed model within Cantera, and to discuss and validate the new

turbulent flame speed predictive model. In order to solve for premixed turbulent flame

speed, significant addition to the existing model had to be made. These modification were

made to model the effects of: (1) the enhanced transport of the species and temperature

due to the respective fluctuating terms, (2) an increase in the reactivity of the flame as the

result of temperature fluctuation and the exponential nature of the Arrhenius rate, and (3)

a decrease in the flames reaction rate caused by the influence of the turbulent-chemistry

interactions. The new predictive model accounts for each of these phenomena by imple-

menting (1) the gradient transport model for the temperature and species transport equa-

tions, (2) a Taylor series expansion of the reaction rate around the mean temperature, and

(3) the eddy dissipation concept model with finite rate chemistry.

With the addition of these modifications it became apparent that both the robustness

and the solution times of the solver had been negatively affected mainly due to the inclu-

sion of the EDC model. To overcome these drawbacks an alternative solution approach,

within Python, had to be developed in an effort to reduce the solution time and improve ro-

bustness. After considerable testing, the solution approaches discussed in Section 4.3.3.4

were determined to be the best numerical method and were used to validate the predictive

model for 116 experimental points of turbulent flame speed over a wide range of turbulent

and operating conditions.

The predictive model was also compared against five state-of-the-art premixed tur-

bulent flame speed correlations to assess the models accuracy against current literature

approaches. The comparison for the entire range of data found only small difference ex-

ists between the MAPE of the most accurate correlation, developed by Muppala, (38.1%)
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and the error associated with the predictive model (41.3 %). A significant portion of this

MAPE comes from flames with weak turbulence (Ka < 1.5 and Ret < 150) where the

predictive model struggled with the large variations in the k− ε budget and the Landau-

Darrieus instabilities. These became even more influential at weak turbulence and ele-

vated pressure. For moderate turbulence where flame stretch effects are also moderate

(1.5 < Ka < 4.5 and Ret > 150) the model performs significantly better capturing both

the values and the trends well. Even more importantly, at these conditions and elevated

pressures, which are relevant to gas turbines, the model outperforms all of the literature

correlations making it a valuable tool for gas turbine designers. Although additional mod-

ifications are required to further improve the accuracy of the model, the current version

has shown to be as accurate as existing empirical approaches and more accurate for gas

turbine relevant conditions.
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Chapter 5

Discussion and Conclusion

This chapter summarises and discusses the findings of the work carried out during

this research. A summary of the outcomes of the work presented in this thesis is given

in Section 5.1. Ideas for future studies related to this work are provided in Section 5.2.

Finally, overall conclusions are given in Section 5.3.

5.1 Discussion of Thesis

In order to further improve gas turbine combustor technologies, a better understanding

of the combustion process is required. Premixed turbulent flame speed is an key parameter

in turbulent combustion, and is influenced by chemistry, flow properties and laminar and

turbulent transport. As a result it can be used to indicate the level of reactivity of the flame

within the gas turbine combustor. Due to the importance of premixed turbulent combus-

tion, a significant amount of research has taken place with particular focus on turbulent

flame speed. Current approaches for defining ST include experimental campaigns, empir-

ical correlations and computational methods. Key contributions from this thesis include

(i) assembly of a large database of experimental data from a wide range of sources, (ii)

comprehensive review of the extensive range of empirical correlations, (iii) optimization

of the five most accurate correlations over a large volume of experimental data, (iv) devel-

opment and testing of a new empirical correlation, and (v) development and validation of

a 1D turbulent flame speed predictive model using detailed chemistry.
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The long list of literature correlations, shown in Section 2.5.2, the complexity of tur-

bulent premixed flames, and large variety of theory used to develop each expression can

make choosing the correct correlation to predict ST difficult. To provide a better un-

derstanding of the current empirical ST predictive methods available in the literature, an

extensive study of fifteen turbulent flame speed correlations was carried out in Chapter 3.

In addition to the literature correlations, a newly developed empirical correlation is also

purposed and tested along side the literature correlations. The first comparison (Study A)

involved all of the correlations and a portion of the total experimental data available. Only

a portion of the data could be used for Study A due the requirement of having ST mea-

sure at progress variables of 0.05 and 0.5. From this comparison, using 200 data points

for a variety of turbulent conditions, the expressions by Zimont, Kobayashi, Muppala,

Ronney and the newly-developed correlation were found to be the most accurate. These

correlations were therefore selected for further investigation with a larger data set of 335

experimental data points. Two studies were carried out for this data set. The first (Study

B) used the authors original adjustable parameters. While the second comparison (Study

C) used parameters optimized using a Nelder-Mead simplex direct search method and the

large experimental data set.

It was found in both studies that the newly-developed correlation had the smallest

MAPE, followed in order of decreasing accuracy by expressions developed by Muppala,

Kobayashi, Zimont and Ronney. For the trend studies it was found again that the newly

developed correlation was best suited to match experimental trends for the data exam-

ined. The literature correlations were less suited and tended to struggle depending on the

conditions under investigation. Many of these areas can be associated with inappropriate

adjustable parameters. The optimization of the adjustable parameters of the literature cor-

relations reduced the MAPE for each correlation by an average of ≈ 13% and improved

each correlations ability to match trends. While correlations are still required for closing

Favre-averaged c̄ equations, the author believes that an alternative approach is needed for

predicting ST for the assessment of combustor reactivity as the study showed no general
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correlation exists for predicting turbulent flame speed.

For this reason, the author developed a modified version of Cantera’s 1D freely propa-

gating laminar flame speed model, which is capable of predicting ST . Chapter 4 describes

the underlying theory used by the laminar version of Cantera before going on to discuss

the development of the new turbulent flame speed predictive model. The modifications to

Cantera include:

• The gradient transport model to handle the increased transport of species, tempera-

ture variance and energy due to the respective fluctuations within the flow.

• A Taylor series expansion of the reaction rate around the time-averaged temperature

to account for the influence of temperature fluctuations on the reaction rate.

• The eddy dissipation concept model to account for the interactions between the

turbulent flow and detailed chemistry.

As shown in Section 4.4 each of these additions are essential for the accurate prediction

of ST . As expected the increased transport and enhanced reaction rate drastically increased

the turbulent flame speed. The EDC theory on the other hand results in a reduction in

reactivity and therefore ST due to the interaction between turbulence and chemistry. A

negative outcome of these modifications was (1) the increase in solution time due to the

need to solve the PSRs, and (2) the decrease in the robustness of the solver due to the

refresh rate of the PSR solution which is a trade off between stability and solution time.

A new solution approach, within Python, was developed in order to resolve these issues.

Using this approach, the predictive model was validated against 116 data points over a

wide range of turbulence and operating conditions. From the validation the following

observations were made:

• For flames with weak turbulence, in which Ka < 1, the constant k− ε assumption

results in under prediction of the turbulent flame speed. This assumption was made

as k− ε transport equations can not be implemented in a 1D domain.
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• Landau-Darrieus instabilities are not accounted for by the above modifications,

therefore for flames with hydrodynamic instabilities present, the model tends to

under predict ST .

• At moderate turbulence (1.5 < Ka < 4.5 and Ret > 150) the instabilities and vari-

ation in the k− ε budget have less of an influence on the turbulent flame speed,

resulting in good agreement between the model and experimental data.

• For flames with high levels of stretching, ST tends to be under predicted by the

predictive model as the model does not account for geometry effects on ST .

Overall both the new empirical correlation and the predictive model were found to

be more accurate than the existing state-of-the-art empirical approaches available in the

literature for gas turbine relevant conditions.

5.2 Recommendations for Future Work

The work presented here provides a significant investigation into methods for the pre-

diction of turbulent flame speeds using both correlations and numerical approaches. Over

the course of this work, several areas for additional study were identified. These areas

would aim to further improve the accuracy of the empirical and predictive methods. This

section provides details on a number of potential areas that could be investigated as a

direct follow on from this research.

5.2.1 Correlations

The empirical correlation has been optimised over a wide range of experimental con-

ditions and shown a high level of accuracy for the data investigated. For future work it

would be valuable to investigate the accuracy of the empirical model against experimental

conditions beyond the ranges of data examined in Chapter 3 in order to test the appli-

cability of the correlation at conditions outside the optimization range. Such conditions

would include flame speeds at elevated pressure with moderate to intense turbulence. It
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was interesting to note that the MAPE was larger in Study A when compare to Study B

even though the size of the data set in Study A was a smaller subset of that used in Study

B. This is due to the correlation being optimised for the entire range of data in Study B

rather than the subset of data in Study A. Therefore studying the correlations outside of

the optimization range would give further insight into the empirical correlations. Such

an investigation would be valueable for (1) gas turbine conditions, and (2) hydrogen and

hydrogen/hydrocarbon blends, to determine the applicability of transferring the adjustable

parameters defined in Chapter 3 to these conditions.

5.2.2 Predictive Model

Significant modifications have been made to Cantera’s source code to allow for the

accurate prediction of turbulent flame speed. While the validation of the model shows

satisfactory agreement with experimental data, future work would aim to further improve

the model by:

• Optimizing the turbulent Prandtl and Schmidt numbers within the model: As dis-

cussed in Section 4.5.1, values of Prt = 0.85 and Sct = 0.7 are used by the predictive

model and were selected based as their default values in the commercial CFD pro-

gram Fluent. These values can however vary significantly depending on the flame

conditions [184]. For this reason optimizing Prt and Sct for the flame conditions

under investigation, could lead to reduced MAPE values and improve the predictive

models ability to match trends.

• Modification to include flame stretch effects: As shown in Chapter 4, for flame with

Ret > 150 and intense flame stretch, the predictive model tended to under predict

the turbulent flame speed. A major contribution to this was the inability of the

model to account for the dependency of ST on the flame geometry. According to

Driscoll [39] the dependency of turbulent flame speed on the flame geometry can

only be accounted for through the solution of a transport equation for the flame

surface area. However the single dimensional nature of the predictive model makes

a transport equation for the flame surface area impossible to implement. Therefore
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future work would aim to use an alternative method similar to that proposed by

Zimont [189] and used in Ansys Fluent [166]. This approach includes a stretch

factor (G) in the source term of the progress variable transport equation to account

for the effect of stretching on the turbulent heat release intensity. While this exact

method is not applicable for the predictive model, as there is no c transport equation,

future work would aim to implement a similar approach of modifying a transport

equation to represent the increase in reactivity associated with the increase of flame

surface area due to turbulent stretching of the flame front.

• Further testing kinetic mechanisms: While GRI3.0 and DRM19 have been used

over a wide range of experimental data, a large number of alternative mechanisms

are available in the literature. Some of these mechanisms, DLW99 [190], have

been found to predict results similar to GRI3.0, while others, San Diego mech-

anism [191], have found to show better agreement with experimental data [192].

This is due to mechanisms having different Arrhenius parameters for describing

chemistry and therefore predict different results rather than the mechanisms being

larger in size and therefore more accurate [192]. It should also be noted that GRI3.0

has not been optimised for pressures greater than 2.0 MPa [193] or pure fuel hy-

drocarbons (such as ethane, propane, methanol, ethylene and acetylene) [194]. For

these reasons future work would investigate the influence of alternative chemical

kinetic mechanisms on both MAPE and trend predictions.

• Modelling larger fuels: Following on from the previous point, larger mechanisms

would allow for modelling of larger fuels. As natural gas is not composed of pure

methane, but rather a mixture of various hydrocarbons, validating the predictive

model for fuels molecules larger than CH4 as well as mixtures similar to natural gas

would be highly valuable. Although large chemical mechanism would be required,

resulting in longer computational times, a validated turbulent flame speed model for

gas turbine relevant conditions and fuels would be a significant asset for designers.

• Improve solver solution time and robustness: One of the major draw back as a result

of the modifications is the increase in solution time and loss of robustness. These
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two phenomena are interlinked, therefore improving solution time will allow for the

refresh rate of the PSR to be increased and therefore improve robustness. There

are a number of approaches that can be taken to achieve this such as (1) decreasing

the refresh rate of the reactors where reactivity is low (i.e. close to the inlet/outlet),

and (2) solving a number of the PSRs simultaneous rather than individually as is

currently done.

5.3 Conclusion

This work has resulted in numerous useful observations relating the determining pre-

mixed turbulent flame speed using empirical and predictive methods. A number of the key

finding found during this research are summarised below:

• A large number of ST correlations existing in the literature and are based on a va-

riety of turbulent combustion theory. However even after seventy years of research

examining ST correlations a general expression remains elusive. Chapter 3 pro-

vides a detailed study of the existing correlations and presents a newly developed

empirical correlation. Using an extensive data set of 335 experiential flame speed

values, it was found that the newly developed correlation was overall the most ac-

curate expression for both MAPE and trend studies, while the equation developed

by Muppala was the best preforming literature correlation. However the study also

showed that a minimum of two correlations and two sets pf adjustable parameters

are need to achieve these findings.

• In an attempt to overcome these drawbacks a turbulent flame speed predictive model

has been developed which incorporates turbulence and detailed chemistry in a one

dimensional model. The additions made to Cantera included: (1) the gradient trans-

port model for the temperature and species transport equations to account for in-

crease transport, (2) a Taylor series expansion of the reaction rate around the mean

temperature to model the effects of temperature fluctuation on the Arrhenius rate,

and (3) the eddy dissipation concept model with finite rate chemistry to define the
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influence of the turbulent-chemistry interactions. From the validation of the model

it was found that each of the modifications made to Cantera were essential for the

accurate prediction of ST .

The results from the model showed a very small difference between the MAPE of

the most accurate correlation of Muppala, (38.1%) and the predictive model (41.3

%). For gas turbine relevant conditions it was found that the model improved on

existing empirical approaches, providing a smaller error. This is due to the new

model being more accurate for flames with moderate turbulence and stretch effects

and at these conditions the model out performed the most accurate literature empir-

ical correlations. While accurate at moderate conditions, the model tends to under

predict turbulent flame speeds where the influence of flame geometry plays a signif-

icant role. Further work will seek to include this phenomenon, thereby expanding

the applicability of the model.
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Appendix A

Nelder-Mead Direct Simplex Search

Method

The solution approach implemented by the algorithm can be easily visualised. An ini-

tial first guess is defined by the user, with the number of variables k in the guess being one

greater than the spatial domain (3 points for a 2D domain, 4 points for a 3D domain, etc.).

By having the number of points one greater than the dimensions of the domain, a simplex

S can be defined where a two-dimensional simplex would take the form of a triangle. The

initial simplex is defined by generating vertices x0, ...,xk where x ∈ Rk. The algorithm

evaluates the function at each point within the simplex, seeking a better estimate using a

variety of approaches, described below, through an iterative process.

Assuming a function f (x) with 3 variables such that the simplex is a triangle, to sim-

plify the description, the following steps are taken with each iteration.

1. Ordering: The order of the best to worst (resulting in the smallest to largest func-

tions/MAPE) vertices of S is determined such that the below equality is satisfied.

f (x0)≤ f (x1)≤ f (x2)
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2. Calculation of the Centroid: The centroid (c) of the best side of the simplex is

determined using the following equation.

c :=
1
k ∑

j 6=h
x j (A.1)

3. Transformation: In order to minimize the function f (x), a new working simplex

is calculated from the current one. This is achieved by replacing only the worst

vertex (x2) with a better point using reflection, expansion or contraction methods

with respect to the best side. If this succeeds, the new point is used to define the

working simplex and the iteration returns to step 1. If these approaches fails, the

simplex is shrunk towards the best vertex, x0, where all points are replaced except

(x0). The transformations of S are controlled by four parameters: α for reflection,

β for contraction, γ for expansion and δ for shrinkage and typically have values of:

α = 1, β =
1
2
, γ = 2, δ =

1
2

– Reflect: The worst vertex, x2, is reflected through the centroid c to calculate

the new vertex xr. This can be seen in Figure A.1 where xr = c+α(c−x2). If

f (x0)≤ (xr)< f (x1) is satisfied, xr is accepted as a new vertex and the current

iteration is terminated.

Figure A.1: Reflection of the worst vertex, x2, through the centroid. The red triangle

represents the initial simplex and the blue represents the newly calculated simplex
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– Expand: If f (xr) < f (x0), the expansion point xe is computed such that xe =

c+γ(xr−c) as shown in Figure A.2. If f (xe)< f (xr) is satisfied, xe is accepted

as the new vertex and terminate the iteration. Otherwise, if f (xe) ≥ f (xr),

accept xr and the iteration is terminated.

Figure A.2: Expansion of the reflected point xr away from the centroid

– Contract: If f (xr) ≥ f (x1), the contraction point xc is calculated using the

better of the two points x2 or xr.

– Outside: If f (x1)≤ f (xr)< f (x2), the new vertex is computed outside the

initial simplex such that xc = c+β (xr− c) as shown in Figure A.3(a). If

f (xc)≤ f (xr) is satisfied, xc is accepted as the new vertex and the iteration

is terminated, otherwise the shrink transformation is performed.

– Inside: If f (xr) ≥ f (x2), the new vertex is computed inside the initial

simplex such that xc := c+β (x2−c) as shown in Figure A.3(b). If f (xc)≤

f (x2) is satisfied, xc is accepted as the new vertex and the iteration is

terminated, otherwise the shrink transformation is performed.
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(a) (b)

Figure A.3: Contraction of the reflected point away from xr to the (a) outside and (b)

inside of the initial simplex

– Shrink: The simplex is shrunk by computing k-1 new vertices, where the best

vertex remains unchanged. The new points are calculated as x j := xl +δ (x j−

xl), for j = 0...k−1 , with j 6= l

Figure A.4: Shrink of the worst points in the simplex towards the best vertex

Figure A.5 show this process for ten steps of the simplex search method in a 2D do-

main converging to the point (3, 2).
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Figure A.5: Ten iterations of the Nelder-Mead simplex direct search method for a 2D

problem [195]

To determine when convergence is reached, the algorithm uses three parameters (1) the

number of iterations taken, (2) the size of the current simplex, and (3) the current solution

values of the function. The user can assign values for each of these parameters and when

one of the convergence parameters is satisfied, the algorithm will return the values of the

function. For the simplex size convergence parameters, this is satisfied when the working

simplex is sufficiently small such that a user limit is reached for some or all vertices of the

simplex. Although the Matlab version of the Nelder-Mead simplex direct search method

is highly robust, the initial guess has an influence on both the solution time and the final

results of the algorithm. An initial guess closer to the correct solution will result in fast

computational times, a better final result and therefore lower MAPEs. This is especially

true for functions with a large number of variables such as the newly-developed empirical

correlation in Equation 3.3 and less so for a function like the Zimont correlation which

only contains two variables.

Termination tolerance between the current and previous values, for both the function

and the input values x, are user defined and must both be satisfied before the algorithm

terminates.
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Appendix B

Unidirectional Turbulence Model

The following appendix describes an attempt to close turbulent transport equations in

a one-dimensional (1D) domain. The Transport equations (shown in 1D) for turbulent

kinetic energy (k) and energy dissipation (ε) define turbulence as shown in Equation B.1

and B.2

∂

∂ t
(ρk)+

d
dz

(ρku) =
d
dz

(
µ +

µt

σk

dk
dz

)
−Pk−ρε (B.1)

∂

∂ t
(ρε)+

d
dz

(ρεu) =
d
dz

(
µ +

µt

σε

dε

dz

)
+C1ε

ε

k
Pk−C2ερ

ε2

k
(B.2)

where eddy viscosity and production of k are defined as

µt =Cµρ
k2

ε
Pk =−ρu′zu

′
y
∂u j

∂ z
(B.3)

with model constants of C1ε = 1.44, C2ε = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3. An

attempt to define the Reynolds stresses (ρu′iu
′
j
∂u j
∂xi

) in the source term Pk in the above

equations was made using a 1D Boussinesq Approach [181], as shown in Equation B.4,

where the velocity gradients are in a single direction.

ρu′iu
′
j = µt

(
∂ui

∂ z
+

∂ui

∂ z
− 2

3
δi j

∂ui

∂ z

)
+

2
3

ρk (B.4)

where δi j is the Kronecjer symbol. Using Equation B.4 resulted in very large values of
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ε which were slow dissipate and therefore required extreme large domains (15 metres)

to negate loss of k and ε , through diffusion, to the outlet. For this reason the appraoch

disscussed in Section 4.3.3 is used in the predictive solver.
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Appendix C

Python Interface Code

”””
A F r e e l y−P r o p a g a t i n g T u r b u l e n t Flame Speed S o l v e r
C r e a t e d by Eoin M. Burke and Rory F .D. Monaghan
N a t i o n a l U n i v e r s i t y o f I r e l a n d , Galway
2 0 / 0 9 / 2 0 1 7
P l e a s e C o n t a c t Eoin Burke o r Rory F .D. Monaghan f o r any

q u e r i e s
e . buke18@nuigalway . i e
r o r y . monaghan@nuigalway . i e
”””

import os
import c a n t e r a a s c t
import numpy as np
import csv
import os
from d a t e t i m e import d a t e t i m e
from d a t e t i m e import t i m e d e l t a
import t ime
p r i n t c t . f i l e
import m a t p l o t l i b . p y p l o t a s p l t
s t a r t T i m e = d a t e t i m e . now ( )
# ################### Pre−P r o c e s s i n g ####################
mech = ” g r i 3 0 − No NOx”
mech = ” drm19 mech ”
mech = ” g r i 3 0 − No NOx”

mech out = mech
m e c h t u r b = mech + ” − t u r b ”
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m e c h t u r b = mech + ” − t u r b ” + ” . c t i ”
mech = mech + ” . c t i ”
gas = c t . S o l u t i o n ( m e c h t u r b )
# ################### R e a c t o r P h y s i c a l P r o p e r t i e s

####################
gas . t r a n s p o r t m o d e l = ’Mix ’ # T r a n s p o r t Mechanism
t b u r n e r = 300
p r e s s u r e = 1 e5
t p r i m e b u r n e r = 1

Equi = [ 1 . 2 ]
u rms = [ 3 . 7 0 1 ]
LT = [ 4 . 6 5 E−02]
i n c = 1 . 0

s t a r t p o i n t = 0
e n d p o i n t = 2 . 0
i n i t i a l s i z e = 6
r a t i o = 3

t a r g e t r e f = 0 . 0 8
c u r v e = t a r g e t r e f
s t e p = 0 .875
w h i l e curve <0.9999:

c u r v e = c u r v e / s t e p
c u r v e = c u r v e ∗ s t e p
s l o p e = c u r v e
c u r v e c o r s = t a r g e t r e f

w h i l e c u r v e c o r s <0 .75 :
c u r v e c o r s = c u r v e c o r s / s t e p

c u r v e c o r s = c u r v e c o r s ∗ s t e p
s l o p e c o r s = c u r v e c o r s
s l o p e i n t = s l o p e
c u r v e i n t = c u r v e

prune = c u r v e c o r s −0.1

TKE = 0 . 5 ∗ ( u rms [ 0 ]∗ u rms [ 0 ] ) # T u r b u l e n t K i n e t i c Energy
ED = ( 0 . 0 9 ∗ ∗ 0 . 7 5 ) ∗ ( (TKE∗∗1 . 5 ) / LT [ 0 ] ) # Energy Di s sa p
e n e r g y e q n = True
mdot = 0 . 4

l o g l e v e l = 1
s t e p s i z e = 1e−5
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n s t e p s = [ 2 , 5 , 10 , 20 , 40 , 80]
s s a g e = 10
t s a g e = 10
m a j o r i t = 1
m i n o r i t = 1

t o l s s = [ 1 . 0 e−5, 1 . 0 e−13] # [ r t o l a t o l ] f o r s t e a d y−s t a t e
problem

t o l t s = [ 1 . 0 e−4, 1 . 0 e−9] # [ r t o l a t o l ] f o r t ime s t e p p i n g

# ################### Gr id P r o p e r t i e s ####################
i n i t i a l g r i d = np . l i n s p a c e ( s t a r t p o i n t , e n d p o i n t ,

i n i t i a l s i z e ) #Grd i s t a r t and end p o i n t s (m) and number
o f g r i d p o i n t s

f u e l s p e c i e s = ’CH4’ # Fue l d e f i n t i o n
a i r N 2 O 2 r a t i o = 3 . 7 6
i o 2 = gas . s p e c i e s i n d e x ( ’ O2 ’ ) ; # Index of O2 i n mix
i n 2 = gas . s p e c i e s i n d e x ( ’ N2 ’ ) ; # Index of N2 i n mix
i c h 4 = gas . s p e c i e s i n d e x ( f u e l s p e c i e s ) ; # Index of f u e l 2 i n

mix
c = ( gas . n a toms ( f u e l s p e c i e s , ’ C ’ ) + 0 .25∗ gas . n a toms (

f u e l s p e c i e s , ’H’ ) )

comp = [ 0 ]∗ gas . n s p e c i e s ; # Compos i t ion Array
comp [ i c h 4 ] = Equi [ 0 ]
comp [ i o 2 ] = c # Adding O2
comp [ i n 2 ] = a i r N 2 O 2 r a t i o ∗c

gas . TPX = t b u r n e r , p r e s s u r e , comp # C r e a t i n g Gas and s e t
i n i t i a l c o n d i t i o n s

# Flame o b j e c t
f = c t . FreeFlame ( gas , i n i t i a l g r i d ) # C r e a t i n g Domain
f . f l ame . s e t s t e a d y t o l e r a n c e s ( d e f a u l t = t o l s s ) # S e t t i n g

T o l e r a n c e
f . f l ame . s e t t r a n s i e n t t o l e r a n c e s ( d e f a u l t = t o l t s ) # S e t t i n g

T o l e r a n c e
f . s e t r e f i n e c r i t e r i a ( r a t i o = r a t i o , s l o p e = s l o p e , c u r v e = c u r v e

) # S e t t i n g r e f i n m e n t

f . s e t m a x j a c a g e ( s s a g e , t s a g e )
f . s e t t i m e s t e p ( s t e p s i z e , n s t e p s )
f . m a x t i m e s t e p c o u n t = 1000
# I n l e t P r o p e r t i e s
f . i n l e t . T = t b u r n e r
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f . i n l e t . T Pr ime = t p r i m e b u r n e r

f . i n l e t . TKE = TKE
f . i n l e t . ED = ED
f . i n l e t . mdot = mdot∗ gas . d e n s i t y
f . i n l e t .X = comp

f . f l ame . T u r b D i f f e n a b l e = True
f . f l ame . T u r b T c o n e n a b l e = True
f . f l ame . EDC enable = F a l s e
f . e n e r g y e n a b l e d = e n e r g y e q n
f . f l ame . a l p h a = 0 . 9 9
f . f l ame . b e t a = 1 . 0
f . f l ame . gamma = 1 . 0

p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ”ER = %.2 f ; P = %.2 f MPa ; T = %. f K; u ’ = %.3 f m/ s ;
LT = %.1 f mm”% ( Equi [ 0 ] , ( gas . P / 1 e6 ) , f . i n l e t . T , u rms
[ 0 ] , ( LT [ 0 ]∗1 0 0 0 ) ) )

p r i n t ( ” Curve = %.2 f ; S lope = %.2 f ; Alpha = %.3 f ; Be ta = %.3
f ; Gamma = %.3 f”% ( curve , s l o p e , f . f l ame . a lpha , f . f l ame .
be t a , f . f l ame . gamma ) )

p r i n t
(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

f . s h o w s o l u t i o n ( )
f . s e t r e f i n e c r i t e r i a ( r a t i o = r a t i o , s l o p e = s l o p e , c u r v e = c u r v e

) # S e t t i n g r e f i n m e n t

f . s o l v e ( l o g l e v e l = l o g l e v e l , r e f i n e g r i d =True )
p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ”ER = %.2 f ; P = %.2 f MPa ; T = %. f K; u ’ = %.3 f m/ s ;
LT = %.1 f mm”% ( Equi [ 0 ] , ( gas . P / 1 e6 ) , f . i n l e t . T , u rms
[ 0 ] , ( LT [ 0 ]∗1 0 0 0 ) ) )

p r i n t ( ” Curve = %.2 f ; S lope = %.2 f ; Alpha = %.3 f ; Be ta = %.3
f ; Gamma = %.3 f”% ( curve , s l o p e , f . f l ame . a lpha , f . f l ame .
be t a , f . f l ame . gamma ) )

p r i n t
(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

f . f l ame . EDC enable = True
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f . s o l v e ( l o g l e v e l = l o g l e v e l , r e f i n e g r i d =True )
t r y :

w h i l e c u r v e >= ( t a r g e t r e f +1e−10) :
c u r v e = c u r v e ∗ s t e p
s l o p e = s l o p e ∗ s t e p

f . s e t r e f i n e c r i t e r i a ( r a t i o = r a t i o , s l o p e =
s l o p e , c u r v e = c u r v e ) # S e t t i n g r e f i n m e n t

p r i n t ( ” A t t e m p t i n g wi th Curve = %.2 f ; S lope
= %.2 f”% ( curve , s l o p e ) )

p r i n t ( ” f . i n l e t .Y[ i c h 4 ] = %.10 f”% ( f . i n l e t .Y
[ i c h 4 ] ) )

p r i n t
(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

f . s o l v e ( l o g l e v e l = l o g l e v e l , r e f i n e g r i d =True
)

p r i n t
(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ” So lved wi th Curve = %.2 f ; S lope =
%.2 f”% ( curve , s l o p e ) )

p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t (”%.100 s ; Curve = %.2 f ; S lope = %.2 f ; ”% (
mech out , curve , s l o p e ) )

p r i n t ( ” Gr id = %. f t o %. f ; ”% ( s t a r t p o i n t ,
e n d p o i n t ) )

p r i n t ( ”ER = %.2 f ; u ’ = %.3 f m/ s ; LT = %.1 f mm”% (
Equi [ 0 ] , u rms [ 0 ] , ( LT [ 0 ]∗1 0 0 0 ) ) )

p r i n t ( ” s l o p e i n t = %.2 f ; c u r v e i n t = %.2 f ; s t e p =
%.3 f”% ( s l o p e i n t , c u r v e i n t , s t e p ) )

p r i n t ( ” t a r g e t r e f = %.3 f ; g r i d p o i n t s = %. f”% (
t a r g e t r e f , ( f . f l ame . n p o i n t s − 2) ) )

p r i n t ( ” f . i n l e t .Y[ i c h 4 ] = %.10 f”% ( f . i n l e t .Y[ i c h 4 ] ) )
p r i n t ( ” f .Y[ ich4 , 0 ] = %.10 f”% ( f .Y[ ich4 , 0 ] ) )

p r i n t ( d a t e t i m e . now ( )−s t a r t T i m e ) # P r i n t S i m u l a t i o n
t ime
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d o m a i n s i z e = f . f l ame . n p o i n t s −1
ProgVar =[ None ]∗ f . f l ame . n p o i n t s # Flame T h i c k n e s s

Array
t a r g e t = 0 . 5
f o r x in range ( 0 , d o m a i n s i z e ) :

ProgVar [ x ]= ( f . T [ x ] − f . T [ 0 ] ) / ( f . T [
d o m a i n s i z e ]− f . T [ 0 ] )

f o r x in range ( 0 , d o m a i n s i z e ) :
i f ProgVar [ x]>= t a r g e t :

pos = x−1
b r e a k

FS 05 = f . u [ pos −1]+( t a r g e t −ProgVar [ pos −1]) ∗ ( ( f . u [
pos ]− f . u [ pos −1]) / ( ProgVar [ pos ] − ProgVar [ pos −1])
)

p r i n t ( ” ST 0 . 5 = %.5 f ;”% ( FS 05 ) )
name = s t r ( t ime . t ime ( ) ) + ” . xml ”
f . s ave ( f i l e n a m e =name )

e xc ep t Except ion :
p r i n t ( ” FAIL FAIL FAIL FAIL FAIL FAIL FAIL FAIL ” )
p r i n t (”%.100 s ; Curve = %.2 f ; S lope = %.2 f ; ”% (

mech out , curve , s l o p e ) )
p r i n t ( ” Gr id = %. f t o %. f ; ”% ( s t a r t p o i n t ,

e n d p o i n t ) )
p r i n t ( ”ER = %.2 f ; u ’ = %.3 f m/ s ; LT = %.1 f mm”% (

Equi [ 0 ] , u rms [ 0 ] , ( LT [ 0 ]∗1 0 0 0 ) ) )
p r i n t ( ” s l o p e i n t = %.2 f ; c u r v e i n t = %.2 f ; s t e p =

%.3 f”% ( s l o p e i n t , c u r v e i n t , s t e p ) )
p r i n t ( ” t a r g e t r e f = %.3 f ; g r i d p o i n t s = %. f”% (

t a r g e t r e f , ( f . f l ame . n p o i n t s − 2) ) )
p r i n t ( ” f . i n l e t .Y[ i c h 4 ] = %.10 f”% ( f . i n l e t .Y[ i c h 4 ] ) )

p r i n t ( d a t e t i m e . now ( )−s t a r t T i m e ) # P r i n t S i m u l a t i o n
t ime

p r i n t ( ” FAIL FAIL FAIL FAIL FAIL FAIL FAIL FAIL ” )

w h i l e m a j o r i t < l e n ( u rms ) :
w h i l e m i n o r i t < i n c +1:

f . s e t r e f i n e c r i t e r i a ( r a t i o = r a t i o , s l o p e = s l o p e c o r s
, c u r v e = c u r v e c o r s , p rune = prune ) # S e t t i n g
r e f i n m e n t
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f . s o l v e ( l o g l e v e l = l o g l e v e l , r e f i n e g r i d =True )

u r m s c u r r e n t = u rms [ m a j o r i t −1] + ( ( u rms [
m a j o r i t ]−u rms [ m a j o r i t −1]) / i n c ) ∗m i n o r i t

L T c u r r e n t = LT [ m a j o r i t −1] + ( ( LT [ m a j o r i t ]−LT [
m a j o r i t −1]) / i n c ) ∗m i n o r i t

E q u i c u r r e n t = Equi [ m a j o r i t −1] + ( ( Equi [ m a j o r i t ]−
Equi [ m a j o r i t −1]) / i n c ) ∗m i n o r i t

TKE = 0 . 5 ∗ ( u r m s c u r r e n t ∗ u r m s c u r r e n t ) # T u r b u l e n t
K i n e t i c Energy

ED = ( 0 . 0 9 ∗ ∗ 0 . 7 5 ) ∗ ( (TKE∗∗1 . 5 ) / L T c u r r e n t ) # Energy
Di s s ap

comp [ i c h 4 ] = E q u i c u r r e n t
comp [ i o 2 ] = c # Adding O2
comp [ i n 2 ] = a i r N 2 O 2 r a t i o ∗c

f . i n l e t . TKE = TKE
f . i n l e t . ED = ED
f . i n l e t .X = comp

s l o p e = s l o p e c o r s
c u r v e = c u r v e c o r s

p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ”ER = %.2 f ; P = %.2 f MPa ; T = %. f K; u ’ = %.3
f m/ s ; LT = %.1 f mm”% ( E q u i c u r r e n t , ( gas . P / 1 e6 )
, f . i n l e t . T , u r m s c u r r e n t , ( L T c u r r e n t ∗1000) ) )

p r i n t ( ” Curve = %.2 f ; S lope = %.2 f ; s t e p = %.3 f ;
g r i d p o i n t s = %.3 f ; t a r g e t r e f = %.3 f”% ( curve ,
s l o p e , s t e p , ( f . f l ame . n p o i n t s − 2) , t a r g e t r e f ) )

p r i n t ( ” f . i n l e t .Y[ i c h 4 ] = %.10 f”% ( f . i n l e t .Y[ i c h 4 ] ) )
p r i n t

(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

t r y :
w h i l e c u r v e >= ( t a r g e t r e f +1e−10) :

c u r v e = c u r v e ∗ s t e p
s l o p e = s l o p e ∗ s t e p

f . s e t r e f i n e c r i t e r i a ( r a t i o = r a t i o ,
s l o p e = s l o p e , c u r v e = c u r v e ) #
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S e t t i n g r e f i n m e n t
p r i n t ( ” A t t e m p t i n g wi th Curve = %.2 f

; S lope = %.2 f”% ( curve , s l o p e ) )
p r i n t

(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

f . s o l v e ( l o g l e v e l = l o g l e v e l ,
r e f i n e g r i d =True )

p r i n t
(”−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ” So lved wi th Curve = %.2 f ;
S lope = %.2 f”% ( curve , s l o p e ) )

p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t ( ”\ n
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−”)

p r i n t (”%.100 s ; Curve = %.2 f ; S lope = %.2 f ;
”% ( mech out , curve , s l o p e ) )

p r i n t ( ” Gr id = %. f t o %. f ; ”% ( s t a r t p o i n t ,
e n d p o i n t ) )

p r i n t ( ”ER = %.2 f ; P = %.2 f MPa ; T = %. f K;
u ’ = %.3 f m/ s ; LT = %.1 f mm”% (
E q u i c u r r e n t , ( gas . P / 1 e6 ) , f . i n l e t . T ,
u r m s c u r r e n t , ( L T c u r r e n t ∗1000) ) )

p r i n t ( ” s l o p e i n t = %.2 f ; c u r v e i n t = %.2 f ;
s t e p = %.3 f”% ( s l o p e i n t , c u r v e i n t , s t e p
) )

p r i n t ( ” t a r g e t = %.3 f ; g r i d p o i n t s = %. f”% (
t a r g e t , ( f . f l ame . n p o i n t s − 2) ) )

p r i n t ( ” f . i n l e t .Y[ i c h 4 ] = %.10 f”% ( f . i n l e t .Y
[ i c h 4 ] ) )

p r i n t ( d a t e t i m e . now ( )−s t a r t T i m e ) # P r i n t
S i m u l a t i o n t ime

d o m a i n s i z e = f . f l ame . n p o i n t s −1
ProgVar =[ None ]∗ f . f l ame . n p o i n t s # Flame

T h i c k n e s s Array
t a r g e t = 0 . 5
f o r x in range ( 0 , d o m a i n s i z e ) :

ProgVar [ x ]= ( f . T [ x ] − f . T [ 0 ] ) / ( f . T [
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d o m a i n s i z e ]− f . T [ 0 ] )
f o r x in range ( 0 , d o m a i n s i z e ) :

i f ProgVar [ x]>= t a r g e t :
pos = x−1
b r e a k

FS 05 = f . u [ pos −1]+( t a r g e t −ProgVar [ pos −1])
∗ ( ( f . u [ pos ]− f . u [ pos −1]) / ( ProgVar [ pos ] −
ProgVar [ pos −1]) )

p r i n t ( ” ST 0 . 5 = %.5 f ;”% ( FS 05 ) )
name = s t r ( t ime . t ime ( ) ) + ” . xml ”
f . s ave ( f i l e n a m e =name )

e xc ep t Except ion :
p r i n t ( ” FAIL FAIL FAIL FAIL FAIL FAIL FAIL

FAIL ” )
p r i n t (”%.100 s ; Curve = %.2 f ; S lope = %.2 f ;

”% ( mech out , curve , s l o p e ) )
p r i n t ( ” Gr id = %. f t o %. f ; ”% ( s t a r t p o i n t ,

e n d p o i n t ) )
p r i n t ( ”ER = %.2 f ; P = %.2 f MPa ; T = %. f K;

u ’ = %.3 f m/ s ; LT = %.1 f mm”% (
E q u i c u r r e n t , ( gas . P / 1 e6 ) , f . i n l e t . T ,
u r m s c u r r e n t , ( L T c u r r e n t ∗1000) ) )

p r i n t ( ” s l o p e i n t = %.2 f ; c u r v e i n t = %.2 f ;
s t e p = %.3 f”% ( s l o p e i n t , c u r v e i n t , s t e p
) )

p r i n t ( ” t a r g e t = %.3 f ; g r i d p o i n t s = %. f”% (
t a r g e t , ( f . f l ame . n p o i n t s − 2) ) )

p r i n t ( ” f . i n l e t .Y[ i c h 4 ] = %.10 f”% ( f . i n l e t .Y
[ i c h 4 ] ) )

p r i n t ( d a t e t i m e . now ( )−s t a r t T i m e ) # P r i n t
S i m u l a t i o n t ime

p r i n t ( ” FAIL FAIL FAIL FAIL FAIL FAIL FAIL
FAIL ” )

f . r e s t o r e ( f i l e n a m e =name )

m i n o r i t = m i n o r i t + 1
m a j o r i t = m a j o r i t + 1
m i n o r i t = 0
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Appendix D

Computational Process for Predicting
ST

The following appendix describes the solution process defined within the C++ source
code used to solve for turbulent flame speed starting at the user defined inputs taken from
the interface code (Python) right to the return of the converge solution. It can be seen
in Figure D.1that for no grid refinement, the EDC terms and reaction rate are not update
instead the values from the previous refinement are used. Figure D.1 also shows the
iterative process when solution convergence has not been reached and the process for
when additional grid points have been added.
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Figure D.1: Computational Process for Predicting ST
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