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Abstract—While Linked Open Data (LOD) has gained much attention in the recent years, requirements and the challenges concerning its usage from a database perspective are lacking. We argue that such a perspective is crucial for increasing acceptance of LOD. In this paper, we compare the characteristics and constraints of relational databases with LOD, trying to understand the latter as a Web-scale database. We propose LOD-specific requirements beyond the established database rules and highlight research challenges, aiming to combine future efforts of the database research community and the Linked Data research community in this area.
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I. INTRODUCTION

The Web of Data, more specifically Linked Open Data [1] (LOD), has gained tremendous momentum over the past couple of years. A significant number of large-scale datasets have been published, adhering to the Linked Data principles [2]:

1) All items in a dataset should be identified using URIs;
2) All URIs should be dereferenceable: using HTTP URIs [3] allows looking up an item identified through an URI;
3) When looking up an URI, it leads to more data (typically represented in RDF [4]);
4) Links to URIs in other datasets should be included in order to enable the discovery of more data.

The Linking Open Data community project was kicked-off in 2007 and has—at time of writing—produced over 100 data sets, providing over 6.7 billion RDF triples, interlinked by approximately 160 million RDF links [5] (cf. the LOD cloud in Fig. 1).

Figure 1. The LOD cloud in mid 2009, courtesy of Cyganiak and Jentzsch.

Given that an increasing number of applications uses LOD [6], one has to wonder what it takes to migrate (parts of) the relational database to the LOD setup. We hence argue that a database perspective for LOD is required to ensure its acceptance and realise a low-barrier adoption process. Although research into mapping relational data to RDF [7] and distributed query processing over the Web of Data [8] is known, a systematic analysis of LOD from a database perspective is, to the best of our knowledge, not available. With our work we aim to provide requirements and challenges concerning “LOD as a database”; our main contributions are: (i) to provide a comparison of relational databases and LOD from an application perspective, (ii) to highlight challenges in understanding LOD as a database and (iii) to identify requirements for specialised architectures for LOD to enable the essential principles of relational database management systems (RDBMS) as well as distinct features. Eventually, we want to motivate both the database research community and the Linked Data research community to mutually benefit from the issues we raise here and potentially use them as a starting point for further, joint research and development.

The remainder of this paper is structured as follows: we review related work in Section II and contrast application development in a relational setup with LOD-based development in Section III. We then compare relational databases and LOD in Section IV and discuss challenges concerning the usage of LOD from a database perspective in Section V. Section VI concludes our work.
II. RELATED WORK

Recently, an interesting discussion about “One size does not fit all” was started by Stonebraker et al. [9], [10]. Essentially, the authors observe that relational databases and their underlying models do not fit current application needs due to their broad support of features and the implicit performance overheads. In the context of Web databases and RDF data, several specialised data stores have developed, for example, graph databases such as Neo4J3, or document-based systems like CouchDB5. A lot of research is also aiming at simplified key/value stores, such as Amazon’s Dynamo12. However, the number of RDF stores that use RDBMS as back-ends—such as the relational column store Rasdaman6, or document-based systems like C-Store11—indicates the popularity of the relational model in the RDF-based world. All these systems represent specialised solutions for specific application domains, but none of them is particularly designed for Linked Data.

Systems that are highly related to our work are mediator systems [14] and certain RDF stores, such as [15], [16]. In contrast, both types of systems were designed for relatively few endpoints with probably huge amounts of data, whereas Linked Data is rather formed by a huge number of small Web resources. Additionally, current RDF stores lack several features we discuss in Section IV, as they are usually not built for Linked Data in particular.

Linked Data can be understood as a read-only RESTful [17] Web service with representations restricted to RDF serialisations. Though Linked Data is conceptually “read-only”, there exist attempts to extend it with “write” capabilities [18], [19]. We will, however, in the following operate under the assumption of the original, read-only case.

III. APPLICATION DEVELOPMENT

Application development with relational databases is typically processed along the following steps:

1) Design: create the general design of the database using modelling tools like Entity-Relationship diagrams;
2) Create: transform the ER diagram into a relational schema, minimise and normalise, create the resulting relations and integrity constraints;
3) Fill: fill the relations with tuples;
4) Access and update: query and modify the data using a query and update language (such as SQL).

In partitioned DBMS, the partitioning scheme is additionally defined in step 2. Further, in distributed DBMS, the chain above is either processed once and deployed at all participating instances, or run and deployed separately for each instance. The latter requires a matching between the different schemata to agree on a globally used schema.

In P2P approaches, each peer (i.e., instance) develops and fills its local database autonomously. Integration is usually achieved on the fly during query processing, although some systems revert to a schema matching approach using centralised components similar to distributed databases.

The Linked Open Data publishing process [20] usually starts off with existing, structured data in various formats (CSV, relational data, XML, etc.), which is converted to RDF. The domain is modelled either by creating a new local schema (in RDF Schema, OWL, etc.) or by reusing existing, wide-spread vocabularies (such as Dublin Core, FOAF, SIOC)6 etc. with the emphasis on the latter, that is, reusing rather than re-inventing. Typically, one then assigns URIs to the items in the data set on the instance level [21]. A key step after this is the interlinking with other datasets. There are typically two types of (RDF) links one deals with:

- owl:sameAs, establishing an identity between items in different data sets7 for which generic interlinking frameworks are available [22], [23], and
- other, domain-specific RDF links such as foaf:knows, dc:author, where typically customised code is used to establish links between items.

IV. COMPARISON

A. Baseline Comparison

Current RDBMS can be characterised by a set of features they support. Table I lists these features, based on the Codd’s rules [24], [25]. In the following, we discuss the applicability of the relational rules to Linked Open Data. Where applicable, we discuss how they manifest in LOD; note also that we not discuss the rows Security, Transactions, Synchronisation and Safety from Table I, as they do not apply to the read-only case of LOD).

Integration: Integration of data is a major requirement for Linked Data. From the application perspective, one expects to query [8] physically distributed data comparable to what RDBMS provide locally. However, with Linked Data, typically an additional step—the entity consolidation [28]—has to be performed in order to provide a consistent view on the data.

Operations and Language: Operations are the essence of structured queries and thus a crucial requirement for Linked Data as well. The SPARQL Query Language for RDF [26], a W3C standard, corresponds to the read-only part of SQL’s Data Manipulation Language. Ongoing standardisation efforts8 focus on the extension of SPARQL with update capabilities.

---

3http://neo4j.org
4http://www.rasdaman.org
5http://couchdb.apache.org
6For an overview see http://semanticweb.org/wiki/Ontology
7For example, http://dbpedia.org/resource/London and http://geonames.org/12345 identify the same real-world entity, that is, the city of London.
8http://www.w3.org/TR/sparql11-update/
**Catalogue:** Based on the RDF model and semantics [4], all data inherently follows a common schema, such as the notion of objects and data types. In order to represent domain-specific schema information, one uses RDF vocabulary languages such as RDF-S or OWL [29]. However, concerning schema consolidation, additional efforts are necessary in the LOD case, which will be discussed below.

**User Views:** SPARQL, the de facto standard query language for Linked Data, does not define views explicitly as they are known from RDBMS. With the SPARQL `CONSTRUCT` operation a basic support for views is available. However, what is currently missing are definitions about the up-to-date character of the so generated RDF graphs. This is mandatory for the support of views as known from the RDBMS world.

**Integrity:** Enabling a database-like view on Linked Data requires actions for enabling integrity as a fundamental prerequisite. In RDBMS, the main building blocks to enable integrity guarantees by the system are primary keys, foreign keys, integrity constraints and normal-forms of relations. These building blocks have to be defined independently from the application and have to be stored in the database catalogue. Primary and foreign keys refer to the problem of entity recognition on URI basis [22], [28]. Besides this, in the Linked Data scenario the problem of integrity is mitigated, as updates and deletions are not supported.

**Null Values:** In contrast to relational databases, LOD operates under the Open World Assumption [29]. It typically requires schema knowledge to decide how null values from RDBMS are exposed in RDF [27].

**Physical/Logical Data Independence:** Logical data independence is a non-issue in LOD, as the third Linked Data principle [2] ensures that the underlying data model in any case is RDF. Physical data independence is guaranteed through the fact that processing of LOD data is independent of the used representation (such as RDF/XML, RDFa, Turtle, etc.) [30].

**Distribution Independence:** This is a very crucial principle in the context of Linked Data, as it is inherently distributed. We will discuss according architectural approaches in Section V.

### B. LOD-specific Features

After our discussion of the applicability of RDBMS rules to LOD, we now have a closer look at requirements that are specific for LOD as a Web-scale database. Table II summarises the identified special features, which are discussed in the following.

**Web-scale Consumption:** Linked Open Data spans the entire Web; datasets are provided by various publisher from all around the world [31]. This fact requires any solution

---

**Table I**

<table>
<thead>
<tr>
<th>Principle</th>
<th>RDBMS</th>
<th>LOD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Integration</strong></td>
<td>Data are managed homogeneously and</td>
<td>With RDF, a homogeneous model is</td>
</tr>
<tr>
<td></td>
<td>without any redundancies</td>
<td>provided</td>
</tr>
<tr>
<td><strong>Operations and Language</strong></td>
<td>The DBMS provides operations of</td>
<td>A standard structured query</td>
</tr>
<tr>
<td></td>
<td>accessing, creating, modifying, and</td>
<td>language (for read-only operations) is required</td>
</tr>
<tr>
<td></td>
<td>deleting data</td>
<td>SPARQL [26]</td>
</tr>
<tr>
<td><strong>Catalogue</strong></td>
<td>The database catalogue describes</td>
<td>RDF is self-descriptive; vocabularies should be described appropriately</td>
</tr>
<tr>
<td></td>
<td>the data and is accessible as part of the database itself</td>
<td>Domain vocabularies</td>
</tr>
<tr>
<td><strong>User Views</strong></td>
<td>Each user can have a different and</td>
<td>create view as select ...</td>
</tr>
<tr>
<td></td>
<td>individual view on the data</td>
<td>Views are not directly supported, but become mandatory for the database point of view</td>
</tr>
<tr>
<td><strong>Integrity</strong></td>
<td>Consistency and integrity of data</td>
<td>Keys, constraints, normal-forms</td>
</tr>
<tr>
<td></td>
<td>are granted by the DBMS</td>
<td>Mitigated in the read-only environment</td>
</tr>
<tr>
<td><strong>Security</strong></td>
<td>Access to data is granted to only</td>
<td>Privileges, authorisation,</td>
</tr>
<tr>
<td></td>
<td>authorised users</td>
<td>authentic</td>
</tr>
<tr>
<td><strong>Transactions</strong></td>
<td>Transactions group multiple</td>
<td>commit, abort</td>
</tr>
<tr>
<td></td>
<td>operations into a logical unit;</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>integrity is granted on the</td>
<td></td>
</tr>
<tr>
<td></td>
<td>transaction level</td>
<td></td>
</tr>
<tr>
<td><strong>Synchronisation</strong></td>
<td>Concurrent accesses are strictly</td>
<td>ACID guarantees, locks</td>
</tr>
<tr>
<td></td>
<td>handled by the DBMS</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Safety</strong></td>
<td>Long-term accessibility to data is</td>
<td>Logging &amp; recovery</td>
</tr>
<tr>
<td></td>
<td>granted even in the case of failures</td>
<td>N/A (delegated to each data provider)</td>
</tr>
<tr>
<td><strong>Null Values</strong></td>
<td>Missing information is systematically represented and handled</td>
<td>NULL semantic</td>
</tr>
<tr>
<td>**Physical/Logical Data</td>
<td>Changes to the physical/logical level require no changes to applications</td>
<td>Open World Assumption</td>
</tr>
<tr>
<td>Independence**</td>
<td></td>
<td>schema-dependent [27]</td>
</tr>
<tr>
<td><strong>Distribution Independence</strong></td>
<td>A distributed database should</td>
<td>The inherent distribution of Linked Data should be transparent to the user</td>
</tr>
<tr>
<td></td>
<td>provide the user with a view as on a single centralised database</td>
<td>see Section V</td>
</tr>
</tbody>
</table>

---

9 In contrast to the Closed World Assumption, which essentially says that a statement, which is not known to be true is explicitly assumed to be false.
Meaning

Web-scale Consumption
Discovery, entity consolidation, (distributed) query, etc. have to scale to the size of the Web

Schema Integration
Employment and tight integration of schema matching and schema mapping techniques

Ranking
Combinations of IR and DB approaches are required

Reusable Identifiers
Public identifiers of well-known entities should be reused

Provenance
Knowing the origin of the data is essential

Mapping Keywords to Resources
Support for keyword-based search and mapping to URIs is required

Table II

<table>
<thead>
<tr>
<th>Principle</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-scale Consumption</td>
<td>Discovery, entity consolidation, (distributed) query, etc. have to scale to the size of the Web</td>
</tr>
<tr>
<td>Schema Integration</td>
<td>Employment and tight integration of schema matching and schema mapping techniques</td>
</tr>
<tr>
<td>Ranking</td>
<td>Combinations of IR and DB approaches are required</td>
</tr>
<tr>
<td>Reusable Identifiers</td>
<td>Public identifiers of well-known entities should be reused</td>
</tr>
<tr>
<td>Provenance</td>
<td>Knowing the origin of the data is essential</td>
</tr>
<tr>
<td>Mapping Keywords to Resources</td>
<td>Support for keyword-based search and mapping to URIs is required</td>
</tr>
</tbody>
</table>

V. CHALLENGES AND FUTURE RESEARCH DIRECTIONS

Several of the requirements discussed in Section IV lead to one main conclusion: LOD as a database has not to provide ACID guarantees for transactions. This leads to significant alleviations in the design of such a system, and finally in its performance (cf. also [10]). However, the LOD-specific requirements pose a new set of challenges, as already highlighted above. In the following, we discuss two of the main challenges in more detail, namely suitable architectures and data descriptions.

A suitable architecture for managing LOD data is one major challenge. Certain information in the LOD cloud is understood to be static (e.g., archives), while others are rather dynamic, potentially updated in periodic time intervals. Thus, data freshness has to be guaranteed in general, particularly concerning data that is likely to change. Several proposals to address this issue are on the table. However, little practical experience has been gathered so far. Based on existing works and application development experiences, we have identified the following general approaches:

1. Centralised repositories of Linked Data;
2. Live look-ups (combined with caches);
3. Total distribution in a P2P setup.

Option 1 assumes that all LOD data is maintained in a central repository (on a single machine or in a cloud setup). Obviously, issues with this option are the time-consuming pre-processing, freshness and maintenance of the data, as well as scalability issues.

Approaches of the second category (option 2) apply live look-ups and can easily integrate new sources, while requiring less storage and processing resources. A drawback of this option is the dependency of the availability of the sources. One such approach is to try to leverage the

\[\text{http://www.w3.org/2005/Incubator/prov/}\]

\[\text{http://lookup.dbpedia.org/}\]

\[\text{http://esw.w3.org/topic/DatasetDynamics}\]

\[\text{http://lod.openlinksw.com/}\]
correspondence between source addresses and identifiers contained in the sources to answer queries [8]. Recent approaches try to leverage lightweight data summaries (based on only schema information [37] or on schema and instance information [38]) that can be kept in memory to enable source selection for parallel look-ups. Live look-ups potentially can be used in combination with caches: LOD has—at least theoretically built-in support for caching through HTTP [3, Sec. 13]. Option 2 can further benefit from research on mediator systems [14] and federated databases, although these systems were developed for much smaller scales. See [38] for a deeper discussion of the different approaches from options 1 and 2.

Total distribution in a P2P manner (option 3) is a promising alternative due to its inherent scalability, decentralisation, guaranteed freshness and self-management [39]. However, research on P2P data management systems revealed other issues like efficiency of query processing, robustness and result completeness. The read-only character of LOD can be exploited in this context, as P2P systems usually replace ACID guarantees by the BASE principle, i.e., Soft state, Eventually consistent [40] and are bound to the CAP theorem [41]. Further, the Open World Assumption used in the LOD suits P2P systems perfectly. Data descriptions are mandatory for enabling users to meaningfully query LOD. Statistics can support that, but they are even more important for planning and optimising queries internally. Catalogue and statistics become a problem as soon as one applies a decentralised setup. Due to the characteristics of RDF, live queries could be used to query the according information. But, such queries will be usually expensive (many unbound patterns, i.e., querying large fractions of the Linked Data cloud) and introduce inappropriate delays. Querying and collecting description and statistics beforehand (i.e., off-line) are an option, which increasingly gain support [42].

VI. Conclusion

In this paper we have first argued that a database perspective for Linked Open Data (LOD) is beneficial and then discussed the applicability of the relational database rules to LOD. We have further discussed LOD-specific issues for a database perspective and highlighted challenges stemming from this view. We call out for rethinking current approaches for Linked Data management from both the database and Web science community, along the lines of current discussions in database research. This should result in specialised Web-scale database engines tailor-made for the requirements of the Linked Open Data cloud.
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