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Abstract: This article presents a review of engineering and design aspects relevant to the 

mechanical and structural integrity of military vehicular armour, including materials-related 

technologies. Theoretical, experimental and numerical techniques for assessment are discussed 

and evaluated. A number of prominent material constitutive models are comparatively assessed. 

The Johnson-Cook model is shown to be particularly consistent in terms of agreement with 

experimental data, identification of material constants and ease of application. The article also 

discusses different numerical codes used and their relevance over time. Finally, it is argued that 

there is a need for a materials design tool for military vehicular armour.  

Keywords: armour, projectile, terminal ballistics, impact, protection, military vehicles 

1. Introduction 

An Armoured Fighting Vehicle (AFV) is a military vehicle with a hull specifically designed to 

resist penetration from enemy weapons, thus allowing it to move more freely in the battlespace. 

AFVs are used for a wide variety of roles, from full-scale assault on enemy positions to quickly 

laying down temporary bridges so that friendly vehicles can cross a river. Since World War I, 
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when AFVs were first developed and used [1], the development of their armour has gone hand-

in-hand with the development of anti-armour weapons. The crew and other personnel in an 

AFV, while protected from the majority of battlefield threats, are nevertheless in danger due to 

being more conspicuous, less mobile and representing a high-value target for the enemy. 

Attacks on vehicle-mounted troops have a different profile of wounding and lethality than 

attacks on dismounted troops [2], and in recent conflicts have accounted for the majority of 

casualties [3]. Vehicular armour is required to provide a high level of protection but with 

minimum effect on vehicle size and weight. It is incumbent, therefore, on the designer of 

armour to ensure that the response of the armour material to various battlefield threats can be 

quantified and evaluated effectively. 

This paper provides an overview of the engineering aspects of armour design, by 

focusing on the most common threats to AFVs and the mechanisms of failure. The study of 

high-speed projectile impact on armour, known as terminal ballistics, deals primarily with 

impacts which occur in the 'ordnance range', i.e. roughly 500 to 2000 m/s. In addition to this, 

much interest is also focused on the behaviour of shaped charge jets, which impact with 

velocities between 2000 and 8000 m/s [4]. This is obviously a very broad spectrum and there 

is a wealth of more specific analyses of each of the velocity regions mentioned. 

This review is organised as follows: (i) The classes of materials, mostly metals, in use 

for armour and projectile applications are introduced. (ii) The three main types of armour defeat 

mechanisms are described: rigid penetration, hydrodynamic penetration and spalling. There are 

other ways in which armour is defeated, e.g. blast waves. However, these are considered to be 

outside the scope of this review. (iii) Some key experimental techniques used for terminal 

ballistics are considered, focusing in detail on the effects of spalling. (iv) Material models used 

for analytical and numerical quantification of the deformation, damage and subsequent failure 

of armour materials during impact events are reviewed. (v) The numerical aspects of terminal 
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ballistics and various techniques and specific analysis codes used to simulate impact events are 

reviewed. The increasing possibility in more recent years to model at smaller scales will also 

be discussed. This allows the capture of the microstructural behaviour of materials, thus 

providing additional insights on the armour failure process. (vi) Finally, future trends in armour 

design and analysis are discussed. 

2. Armour materials 

There is no worldwide standard for general armour steels or materials [5]. Much of the technical 

information associated with military armour is proprietary or classified for security reasons. 

There are, however, standard levels of armour protection. NATO, for example, have developed 

a STANAG (STANdard AGreement) document describing these levels [6], which was recently 

updated to take account of the increasing lethality of some forms of kinetic energy ammunition 

[7]. It is important to note that metallic materials (including those used as armour) behave 

differently under dynamic loading conditions than under static conditions. For example, the 

flow stress is more sensitive to the strain rate observed, and thermal softening weakens the 

material due to adiabatic heating [8]. As a result, the optimal metal austenising and tempering 

temperatures for ballistic performance differ from those for static strength and hardness [5]. 

The primary function of armour material is to resist the various mechanisms of defeat, which 

will be discussed further in Section 3.  

A distinction can be made between 'energy disruptive' and 'energy absorbing' armour 

materials [9]. The 'disruptive' material is intended to induce fragmentation in the penetrator, 

thus dispersing its kinetic energy, while the 'absorber' transfers the kinetic energy of the 

projectile to heat [10]. In general, ceramics and metals with a high hardness are disruptive and 

metals with large ductility and toughness are absorbing.  
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Traditionally, and continually, armoured vehicles have been fabricated from high-

strength steels, generally with 0.25 to 0.4 per cent carbon. The principal alloying elements are 

chromium (which increases hardness) and nickel (which increases toughness) [11]. The tensile 

strength of such steels has varied from 850 to 1700 MPa. Although it can be cast into complete 

shapes, such as vehicle turrets, amour is usually produced in the form of Rolled Homogeneous 

Armour (RHA) [12]. The tempering process used after the heat treatment gives the armour a 

uniform microstructure, hence the 'homogeneous' designation [9]. An alternative to RHA is 

homogeneous high-hardness armour (HHA), which uses low-alloy steels, heat-treated to give 

increased hardness. The tempering temperatures for this material are lower than for RHA [9]. 

Although the resulting material is very brittle, which initially caused problems even without 

projectile impacts, this problem has been overcome through improved processing techniques 

and material composition [12]. A technique which combines the advantageous ductility and 

toughness of RHA (i.e. an 'absorber' material) with the 'disruptive' qualities of high-hardness 

armour is dual hardness armour, which is created by roll-bonding two separate plates together 

into a single plate of armour (for example, a plate of HHA bonded to the front of a plate of 

RHA).  This technique can produce armour which is 78% more effective (using a metric such 

as the material mass efficiency [5]) per unit weight than RHA [9]. 

Aluminium is also used in AFVs. The first generation of aluminium-hulled AFVs 

(1960s) used the 5083 alloy, whose minor elements are magnesium and manganese. More 

modern aluminium AFVs use a 7039-type alloy, which contains zinc and magnesium [12]. The 

latter material has a higher specific strength (see Table 1), but poorer corrosion resistance [13]. 

Both materials, however, are considerably weaker than RHA. To provide the same level of 

protection, therefore, the plates need to be thicker than RHA or HHA. One consequence of the 

increased plate thickness is greater resistance to bending, which means that aluminium-hulled 

AFVs can often dispense with the stiffening elements common in steel-hulled AFVs [12]. 
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Newer processing techniques such as friction stir processing have been shown to improve the 

ballistic performance of the high-strength aluminium alloy by introducing hard ceramic 

particles to the surface of the alloy, creating a composite material on the surface [14].  

The other metal used occasionally for armour is titanium, alloys of which are stronger 

than aluminium but less dense than steel (Table 1). This gives a high specific strength compared 

to steel and aluminium competitor materials. Although it is an effective armour material, its 

high price renders it unsuitable for most AFVs [12] [9], nevertheless, it is used in some aircraft 

(especially ground-attack aircraft which are vulnerable to small-arms fire), where weight is a 

more important consideration. 

Non-metallic armour usually refers to composite materials or ceramics. Composites 

have the advantage of a relatively low density and an ability to dissipate the energy of incoming 

projectiles (energy absorption), while ceramic materials make use of their high hardness and 

compressive strengths (energy disruption). Some ceramic materials in use for armour purposes 

are boron carbide (B4C), silicon carbide (SiC) and titanium di-boride (TiB2) [15]. A detailed 

overview of such materials, their applications, advantages and disadvantages is given by Hazell 

[16]. Despite the advantages conveyed by ceramics and composite multilayers, however, the 

use of such materials remains confined to more specialised and expensive vehicles. Steel 

armours continue to be used for the majority of AFVs, as they offer protection with a large 

degree of cost efficiency [17] [18]. 

3. Defeat mechanisms and projectile behaviour 

In this section, we consider projectile impact and different defeat mechanisms under three 

different categories or regimes: (i) low-speed penetration, where the projectile does not deform 

significantly; (ii) high speed penetration, where there is extensive plastic deformation of the 

projectile (the elastic contribution is not the first-order effect and the projectile and target 
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behave in a fluid-like manner, and are considered as a hydrodynamic interaction); and (iii) 

spalling, where the projectile is arrested by the armour system but fragments of the armour 

material are ejected into the vehicle at significant velocities. While projectile penetration of the 

vehicle does not necessarily occur in the latter, the fragments may still cause significant 

damage.  

3.1 Penetration—Low-speed 

Small-arms ammunition includes calibres up to 20 mm [19]. Small-arms ammunition is 

generally fired at velocities of 600 to 1000 m/s [4]. Two sample experimental studies that 

investigate these impacts are [20] and [21]. Key factors which influence the nature of the 

damage and whether penetration will occur are: (i) projectile velocity, (ii) projectile material, 

(iii) projectile nose shape, (iv) armour type/thickness and (v) armour material. 

A vital parameter for any weapon-target combination is the so-called ‘ballistic limit’ 

velocity, which marks a ‘threshold’ velocity above which penetration will occur [4]. 

Accordingly, and unlike the theory of hydrodynamic penetration (discussed below), the initial 

projectile velocity is always a crucial factor. There are several ways in which armoured targets 

can be penetrated, depending on the parameters listed above, and this is illustrated in Fig. 1. 

The thickness of the armour plate is a key variable controlling mode of penetration. 

Thick plates tend to fail by the methods shown in Fig. 1 a) to e), whereas thinner plates tend to 

bend and stretch around the area of impact (see Fig. 1 f) and Fig. 2), thus absorbing much of 

the kinetic energy of the projectile [4]. In this way, thinner plates can be more effective per unit 

mass at stopping projectiles than thicker ones. This means that spaced armour consisting of 

multiple layers of thinner plates offset from one another can be a mass-effective means of 

protection. However, this has the disadvantage of adding width and greater geometric 

complexity to a vehicle hull. Dishing is a failure mechanism evident in thin plates [22] in which 
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the impact causes a global bending of the plate as well as a local indentation or perforation 

[23]. Fig. 2 shows the effect of transitioning from dishing (thin plates) to ductile hole 

enlargement (thicker plates). Iqbal et al [24] carried out a numerical study which demonstrated 

that sharper-nose projectiles tend to cause failure through ductile hole enlargement (Fig. 1b), 

while blunter projectiles tended to cause failure through plugging (shear). This is an important 

consideration, as many studies focus on target response to blunt projectiles (Fig. 1d). Yunfei et 

al [25] demonstrated experimentally that ductile hole enlargement causes the target material to 

deform radially, forming a distinctive bulge (see Fig. 2). 

Petalling is the phenomenon of radial cracks causing distinctive ‘petals’ of deformed metal on 

the penetrated rear surface of the target (Fig. 1f). For plates of a moderate thickness, Wei et al 

[26] showed that shear plugging dominates. For plugging (Fig. 1d), an important mechanism 

is adiabatic shear fracture [8], where intense heat is generated during the impact event. Because 

of the short timescales involved, the heat cannot be conducted away and the material 

temperature rises, thus diminishing its strength [15]. Masri [27] showed that this effect is more 

pronounced when the target is thin enough to deform in a ductile hole enlargement mode, but 

not so thin as to fail by dishing. Discing is another failure mechanism in which a region of very 

high radial strain causes a circumferential crack leading to the complete separation of a ‘disc’ 

of material from the rear face of the target [28]. Rosenberg and Dekel [4] note that discing is a 

tensile failure phenomenon and highlight the results by Wingrove [29], showing that projectiles 

with an ogive-shaped nose tend to cause this effect in high-strength materials. The ogive is the 

familiar ‘bullet’ shape. The main material component of most small arms projectiles is the lead 

core. Sometimes steel is used instead of lead as a core material in order to reduce costs. Military 

small arms ammunition must have a jacket covering the tip of the round—this was specified in 

the Hague Convention of 1899 [30]. This jacket is generally made from copper alloy or steel. 
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Other materials can be found inside specialised rounds. For example, 12.7 mm armour-piercing 

ammunition has a core made from tungsten carbide [31]. 

Clearly there are a wide variety of materials present in even the simpler forms of anti-

armour ammunition. Each of these materials must be modelled accurately in any numerical or 

theoretical analysis of armour impact events. 

3.2 Penetration—high-speed hydrodynamic 

The theory of hydrodynamic penetration applies in the case of impact events involving 

velocities greater than a specific ‘transition’ velocity, generally greater than 1 km/s [15]. This 

includes the ordnance range of velocities, variously defined as 1.4 to 1.8 km/s [32], 1.5 km/s 

[33] [34] [35] and <2.3 km/s [36]; these studies all concern kinetic energy projectiles. The 

theory, in essence, treats both the target and projectile materials as fluids, neglecting their 

strengths as the pressure exerted by the projectile is orders of magnitude greater than typical 

armour strengths [37]. Hydrodynamic penetration theory has also been shown to be applicable 

to the impact of shaped charge jets, which travel at speeds of 2.5 km/s to 10 km/s [38] (Li et al 

report on a value of ~6.5 km/s [39] and Jia et al [40] use 4 km/s in their study). An explosively 

formed projectile travels at comparable but slightly lower speeds: Li et al [41] use speeds of 

roughly 2900 m/s, while Wu et al [42] operate with speeds of approximately 1500 m/s. 

Shaped charge jets are the penetrating mechanism used by most anti-armour munitions, 

generally taking the form of high-explosive anti-tank (HEAT) rounds [43]. The modern 

discovery of the shaped charge munition is generally attributed to Charles Munroe in 1888 

[44]. Munroe observed that an imprint in a block of explosive was reflected on an adjacent 

piece of steel after detonation. The imprinted letters created an accelerating jet of material, 

increasing the penetrating capability of the explosive.  
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 A shaped charge uses the same principle and consists of a cylinder of explosive into 

which a cone-shaped cavity has been cut, the apex of the cavity facing away from the target. 

The cavity in the explosive can be lined with metal or unlined. The shaped charge jet consists 

of the liner material and travels at speeds of many kilometres per second, having very good 

penetration characteristics. For example, Jia et al [40] studied a standard shaped charge of 

diameter 56 mm, which could penetrate up to 160 mm of RHA. 

A variant of the shaped charge weapon is the explosively formed penetrator/projectile 

(EFP). This utilises the Misznay-Schardin effect, which is a characteristic of flat sheets or discs 

of explosive material. When detonated, the explosive blast expands in the direction 

perpendicular to the plane of the explosive [45]. An EFP consists of a specially-shaped charge 

of high explosive placed next to a shallow plate of metal, forming it into a quickly-moving 

projectile upon detonation [46]. EFPs are projected towards their targets at speeds of roughly 

2 km/s [4], and are formed from the same material as the munition metal plate. Tantalum is one 

of the most effective choices, because of its high density and ductility at high strain rates [47]. 

In their physical characteristics, EFPs differ from shaped charges in that the strains and strain 

rates involved in forming them are smaller (strain rates not exceeding 104 s-1, and true strain ≤ 

4, compared to strain rates between 104 and 105 s-1 for shaped charges, and true strains of ~10) 

[48]. In their effects, EFPs tend to be more lethal since they have a larger diameter than shaped 

charges, causing a wider impact crater and more fragmentation and spalling [4]. 

Another projectile type which travels at speeds on the hydrodynamic scale is the ‘long 

rod penetrator’. This is a type of kinetic energy warhead (i.e. it is inert) with a small cross-

section and high muzzle velocity, which ensures impact at velocities above the hydrodynamic 

transition [4], [49]. The high density (they are often made from materials such as tungsten or 

depleted uranium) [4] and small cross-sectional area of such projectiles maximize penetrative 

energy on the target. Long-rod penetrators are the main ammunition of most modern main 
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battle tanks (MBTs), and are referred to by acronyms based on their properties, e.g. APFSDS-

T (Armour Piercing Fin-Stabilised Discarding Sabot, Tracer) [50], [43].  

Although hydrodynamic penetration is quite common and well-studied, as is low-speed 

‘rigid’ penetration, the transition zone between the two is not well understood. Lou et al [51] 

attribute this to the complex deformations of the rigid projectile at higher speeds, making it 

difficult to apply the analytical framework of lower speed impacts. Penetrator erosion, which 

is the basis for hydrodynamic theory, does not begin to occur until the impact velocity of the 

projectile exceeds the plastic wave speed of the target [52]. 

3.3 No penetration—spalling 

In some instances, it is possible to defeat an AFV even when full penetration of the armour 

does not occur. Spalling is a failure mechanism associated with impact, whereby material (from 

the armour system) is ejected at high velocity. This can cause significant damage or loss of life.  

Spalling is caused by the interaction of shock waves, which creates a region of high tension 

within a component [53]. These wave interactions arise when a compression pulse, caused by 

a high-rate impact on one surface of a body, propagate through the body and then reflect as 

tensile waves off the far, stress-free surface of the body. The tensile stress field develops at a 

very high rate, with typical strain rates in the region of 104 to 106 s-1 [53]. This tension field 

causes the nucleation, growth and coalescence of microscopic voids in the material [54], which 

leads to fracture and acceleration of fragments from the free end of the body (i.e. the side 

opposite to the impact surface). Spalling, also referred to as ‘scabbing’, can be thought of as 

failure due to cavitation resulting from excessive tensile stresses within the material [55]. Two 

different kinds of spalling are shown in Fig. 3, one in which a large and intact segment of 

armour is detached, the other in which many small particles are generated. Whether spalling 

occurs in a component depends on the tensile strength of the material and the velocity of the 
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interacting shock waves, which depends on the velocity of the projectile. This is discussed 

further in Section 4.3. Chen et al [54] observed spall at impact velocities of 129 m/s to 500 m/s. 

Vogler & Clayton [56] observed that spall severity increases with increasing impact velocity, 

from 250 m/s to 450 m/s. 

The phenomenon of material spallation is best understood from a shock physics 

perspective, and a comprehensive introduction to the topic is given by Carlucci and Jacobsen 

[15]. Even without full penetration of armour from an anti-tank weapon, spall fragments can 

be lethal to vehicle crews. Some armaments, such as high-explosive squash head (HESH) 

ammunition [57], are designed specifically to maximise pressure waves and spall 

fragmentation, rather than for penetration of the armour. Spalling is also of interest in the design 

and protection of structures using cementitious materials, e.g. concrete structures subjected to 

air blast detonation [58], although the focus of this review is on ductile metal scenarios. 

4. Experimental techniques 

Experimental techniques are discussed for both low and high-speed tests; the methods 

examined include both material tests and performance testing of armour systems. Finally, 

particular attention is given to experimental methods which induce spalling, given its 

importance in the efficacy of vehicle armour systems.  

4.1 Low-speed impact and material testing 

Drop testing is perhaps the simplest form of impact mechanics experiment. The projectile is 

held directly above the target and released, with gravity providing the energy of the impact. A 

simple and typical methodology for a drop test is described by Aryaei et al [59]. Drop testing 

is often used for low velocity impacts [60], but limitations on the maximum velocities 

obtainable give it limited use in the field of terminal ballistics. A drop testing experimental 

methodology is used by Antoinat et al [61], for example, to investigate the perforation of thin 
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aluminium plates, but this is only applicable to thin targets. The maximum striking velocity in 

this case is under 10 m/s [61]. Drop testing can achieve strain rates in the range of 10 to 1000 

s-1, which is too low to be relevant for terminal ballistics, apart from rare scenarios as outlined 

above (strain rates for impact events range from 104 to 108 s-1) [62].  

In order to test the ballistic capabilities of materials, the velocities involved in testing 

must be similar to the flight velocities of munitions. In 1914 Hopkinson [63] presented a 

methodology for analysing ballistic impacts. In his setup, the velocity of an impacting bullet 

causes a pressure wave in a steel bar when it strikes the end of the bar. The bar is split into two 

sections, and by carefully varying the ratio of their lengths, it is possible to infer the duration 

and maximum pressure of the impact event. This methodology was modified by Kolsky [64] 

in 1949 to allow for the measurement of dynamic stress-strain response in specimens contained 

within a split section of the pressure bar. A schematic and explanation of this method is shown 

in Fig. 4, and is explained further by Bobbili et al [65]. The striker hits the incident bar, sending 

a stress wave towards the specimen. Once the stress wave reaches the end of the incident bar, 

a portion of this wave is transmitted through the specimen to the transmitter bar, while the 

remainder reflects off the specimen and travels back towards the striker. By instrumenting both 

bars with strain gauges, the magnitude of the stress waves can be calculated and thus the stress 

in the specimen inferred. The stain in the specimen is assumed to be uniform and is inferred 

from the strain in the bars. 

The Taylor impact test simply involves firing a cylindrical specimen of test material at 

a large, rigid, stationary anvil and measurement of the subsequent plastic deformation of the 

cylinder in order to quantify the material’s dynamic yield stress [66]. The test dates from 1946, 

and although more accurate methods have since been developed, the Taylor test remains useful 

as a benchmark for material models used in FEA [67]. The main advantage of the Taylor test 
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is its ability to characterise materials at strain rates of 104 to 106 s-1 using one simple, uniform 

and easily repeatable test [66].  

The test methods mentioned above are shown together in Fig. 5, adapted from a wide-

ranging review of experimental impact techniques by Field et al [62], and covering sixteen 

orders of magnitude of strain rate. However, the focus of the review is firmly towards the right-

hand side of the spectrum. At the highest end of Fig. 5 is plate impact. The methodology 

involved is discussed briefly by Field et al [62] – a disc of material is fired at a target at high 

speed, producing shock waves in the projectile and target upon impact. A typical velocity for 

such an experiment is 184 m/s [68]. The loading involved in this kind of impact approximates 

1D strain in the initial stages [62]. Impacts of this speed can lead to spallation of the materials, 

as discussed in greater detail in Section 3.3. At the lower half of Fig. 5, conventional cross-

head devices are suitable for experimental purposes. These also have an important role to play 

in impact mechanics; they can be used alone [69] or in conjunction with higher strain-rate tests 

[18] as a means of obtaining limited but nevertheless useful empirical data for determining 

constants in models such as the Johnson-Cook strength model. 

4.2 High-speed and ballistic testing  

Impacts at higher speeds entail using more elaborate test setups than those described in the 

previous section. In many cases, full-scale ammunition and weapons are used. A further 

difficulty arises in the proper instrumentation high-speed testing—the test is pointless if the 

desired parameter cannot be measured properly. This section discusses the test methods and 

methods for data and result collection. 

NATO STANAG 4659 [6], mentioned in Section 2, defines levels of armour protection. 

The test procedures for determining performance are outlined in similar detail in STANAG 

4164 [70]. These documents describe how to get useful data from test firings of anti-armour 
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ammunition. NATO define penetration of armour to have occurred (for calibres up to 40 mm) 

when a hole, through which light is visible, is made in a 'witness plate' (i.e. a plate of thin sheet 

metal) located behind the target. The US Dept. of the Army [71] define complete penetration 

in the same way for calibres up to 20 mm. Using a witness plate in this way allows experimental 

observation of the extent of the behind-armour effects [72]. A second plate can also be placed 

in front of the target (with a pre-made hole for the projectile to pass through) in order to observe 

fragmentation on both sides [73]. 

The simplest form of physical test, of course, is to simply fire an anti-armour weapon 

or charge at a sample of target material on a firing range (e.g. [50] and [42]). This has the 

advantage of being the most faithful representation of ‘real-life’ loading conditions for the 

armour. On the other hand, there are many variables that cannot be controlled well or at all at 

such a scale—accuracy of firing and meteorological conditions, for example. For this reason, 

and because of the cheaper cost and simplicity of setup involved, laboratory gas guns are a 

common means of testing armour materials [4]. These allow for better control of accuracy and 

projectile velocity. Schematics of both single-stage and two-stage gas guns are shown in  Fig. 

6. In the two-stage gas gun, the piston (2) is initiated by combustion of a powder charge in the 

chamber (7). This rapidly compresses a light gas (e.g. Helium) in the pump tube, bursting the 

diaphragm (4) at a set pressure and accelerating the projectile (5). 

A two-stage gas gun, shown schematically in Fig. 6, can launch a projectile at speeds 

of up to 10 km/s, as described by Rosenberg & Dekel [4]. A single-stage gas gun is simpler 

(see Fig. 6), comprising a pressure vessel or powder chamber, a valve and a barrel. Field et al 

[62] report an upper velocity limit of 1.2 km/s for a single-stage light-gas gun (LGG). Various 

recent studies with single-stage guns have operated with velocities well below this limit [74], 

[26], [52], [75]. Two-stage guns, although capable of higher speeds than single ones, are limited 

with respect to projectile diameter (due to the necessarily smaller diameters in the launch tube) 
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for an equivalent size and cost of machine [62]. These can be improved even further: for 

example, Zhao et al [76] report on the case where a two-stage LGG accelerated the projectile 

up to 7 km/s, and a secondary explosive apparatus attached to the muzzle accelerated it to 10 

km/s. Other recent examples of two-stage light gas gun studies may be found in [25], [72], 

[73].  

An important requirement for high-speed impact experiments is the ability to visualise and 

measure the results. Prentice et al [23] presented a non-contact methodology for measuring 

displacements of target materials at high strain rates, using high-speed stereoscopic digital 

speckle photography. Such optical techniques are useful compared to strain gauges, for 

example, because they provide field rather than point measurement and do not affect the 

measurement [62]. For further information on the instrumentation of impact experimental 

techniques, Field et al [62] have conducted an extensive review on the topic. 

4.3 Tests for spalling and fragmentation 

Since spalling occurs near the free surface, one way to characterise the behaviour of the 

material is to plot the velocity of that surface as a function of time. This is demonstrated in Fig. 

7. The velocity of the impacting projectile is an important parameter, since it directly affects 

the frequency of the shock wave and thus the free-surface velocity response. Two different 

responses are shown in Fig. 7, one representing a target material without spalling, and the other 

one with spalling. The surface velocity of the un-spalled material reduces to near-zero as the 

pressure wave in the material rebounds. In the spalled material, the mean velocity remains 

higher, since the detached piece of material is travelling away from the original surface. 

Knowledge of the free-surface velocity allows for the inference of stress-time history in a 

material [62]. 
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Practical tests to induce spalling in ductile metals must, due to the nature of the failure 

mechanism, involve a reasonably complex setup involving a high-speed flyer (projectile), a 

non-contact means of measuring the velocity of the flyer before impact, and the fitting of 

certain instrumentation to the target material in order to measure strain response at small time 

intervals. Fig. 8 shows a typical experimental setup for examining and measuring the 

phenomenon [53]. 

The most common and versatile method for obtaining the free-surface velocity data is 

the velocity interferometer system for any reflector (VISAR) [62], [77]. This technique uses an 

interferometer to measure the differnece betweeen the optical phase of reflected light from a 

coherent (i.e. laser) light source which illuminates the surface of interest. The technique, its 

background, theoretical basis and limitations are described in detail by Dolan [78]. Barker [79] 

compares VISAR favourably to newer techniques, such as that described by Strand and 

Whitworth in 2007 [80]. 

Along with the typical experimental setup, Fig. 8 shows a set of results of such an 

experiment [53]. These results measured the axial stress as a function of time, for different 

parallel planes within the material examined (compressive stress on the positive axis). Since 

spalling is caused by the rapid growth of a tensile stress field, it is clear that this is also an 

important measure.  

Rosenberg and Dekel [4] discuss the difference between full and incipient spall, i.e. the 

latter consisting of multiple small fragments of material, as opposed to a complete separation 

of a large fragment, the result of “complete coalescence of the voids, leading to a clear opening 

inside the specimen" [4]. Deshpande et al [57] also found that the material tends to break up 

into as many as five pieces in the region close to the axis of the projectile, but with reduced 

damage closer to the sides, and this has the effect of maintaining material integrity (Fig. 9 ). It 

was postulated that the phenomenon of multiple spallation occurs due to the interaction of 
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multiple waves and their reflections. As the outer free surface of the material detaches due to a 

stress wave exceeding a critical material tensile strength, a new free surface is created. Stress 

waves reflect off this new surface and interact with secondary stress waves, causing the growth 

of voids deeper in the material if the resultant of these waves still exceeds the material strength. 

This process continues deeper and deeper into the material until the stress waves and their 

interactions fade in magnitude below the critical material strength [57]. 

5. Material models 

Commonly used constitutive models for various armour materials are presented in the first 

section and subsequently assessed in terms of their ability to reproduce experimentally 

observed uniaxial behaviour. 

5.1 Constitutive models 

A number of different material models have been developed which allow for the calculation of 

the flow stress of a material being subjected to large strain rates and strains in the plastic region, 

of which terminal ballistics is an example. Such models are useful in the design and evaluation 

of armour materials, since they can be used in conjunction with numerical analysis software to 

accurately predict the response of a material to a given threat. A summary of some of the most 

widely-used models is given in Table 2. 

5.1.1 Johnson-Cook (JC) 

One of the most popular constitutive models used in impact situations dates from the 1980s 

and is known as the Johnson-Cook (JC) model [81]. It takes into account the effects of strain 

rate and temperature on flow stress: 

 𝜎𝑓𝑙 = [𝐴 + 𝐵𝜀𝑛][1 + 𝐶 ln 𝜀̇∗][1 −  𝑇∗𝑚]  (1) 
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where 𝜀 is the equivalent plastic strain, 𝜀̇∗ is the non-dimensionalised strain rate, T* is the 

homologous temperature1, A, B and n are strain hardening constants, C and 𝜀0̇ (the reference 

strain rate) are strain rate hardening constants and m is a temperature softening constant. 

Despite its lack of sophistication, this model remains popular as [82]: 

• It is easy to understand and implement in FEA codes 

• It is intuitive and constants can be approximated without loss of function 

• Many existing materials have been characterised by this equation, and their constants 

are widely available.  

Such is the popularity of the JC model that many revisions and additions have been 

presented over the years; e.g. [83, 84, 85, 86, 87]. For example, Rule & Jones presented a 

revised form of the model [88] to incorporate two additional empirical constants enhancing the 

strain rate sensitivity, for higher strain rates, i.e. above 104 s-1. The resulting revised Johnson-

Cook (RJC) model is: 

 σfl = [C1 + C2εn] [1 + C3 ln ε̇∗ +  C4 (
1

C5−ln ε̇∗ −
1

C5
)] [1 −  T∗m] (2) 

The JC model and its variants are the most commonly used methods of analysing 

experimental results for new or modified armour materials. It is relatively simple to obtain 

accurate material parameters. For example, Trajkovski et al [69] present a methodology for 

obtaining JC constants for a new material (PROTAC 500 steel), empirically, through quasi-

static temperature-controlled testing.  

                                                 
1 𝑇∗ =  

𝑇

𝑇𝑚
 , where Tm is the absolute melting temperature and T is temperature (K). 
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5.1.2 Zerilli-Armstrong (ZA) 

The Zerilli-Armstrong (ZA) model [89] [90] distinguishes between metals with body-centred 

cubic (BCC) and face-centred cubic (FCC) crystal lattice structures. Pure iron is BCC, although 

various treatment processes for steels can affect this. Aluminium, on the other hand, is a FCC 

metal. Table 1 lists some of the materials used for armour purposes. The compact form of the 

model is described by Meyer [91], which gives the flow stress as:  

 𝜎𝑓𝑙 =  𝐶0 +  (𝐶1 +  𝐶2√𝜀) exp{−𝐶3 +  𝐶4 ln 𝜀̇}𝑇 +  𝐶5𝜀𝑛  (3) 

where C0, C1, C2, C3, C4, C5 and n are material constants. For FCC metals C1 = C5 = 0, whereas 

for BCC metals C2 = 0. A modified version of the flow stress is presented by Meyer [91] for 

hexagonal close-packed (HCP) metals, such as Ti-6Al-4V, and is given as  

 𝜎𝑓𝑙 =  𝐶0 +  𝐶1 exp{−𝛽𝑇} + 𝐶2[𝜀𝑟(1 − exp{−𝜀/𝜀𝑟})] exp{−𝛼𝑇}  (4) 

where  

 𝛽 =  𝛽0 [1 −  
ln �̇�

ln �̇�𝛽
]   (5) 

and 

 𝛼 =  𝛼0 [1 −  
ln �̇�

ln �̇�𝛼
] (6) 

where εr is a reference strain, and C0, C1, C2, β0, α0, 𝜀�̇� and 𝜀�̇� are material constants. This 

formulation for the ZA model is used below in Section 5.2.1. 

Xu and Huang [92] compare the ZA model to six other constitutive models for 

experiments on pure copper, finding that it had the highest errors with respect to the 
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experimental data. It did, however, require the determination of the least number of material 

parameters (four, compared to nine for a different model), which is an important advantage.  

5.1.3 Tanimura-Mimura (TM 2009) 

The consititutive model developed by Tanimura and Mimura also differentiates between 

different materials based on their crystal structure, like the ZA model. The latest iteration of 

this model, presented in 2009, is known as the TM 2009 model [90], and has the following 

form for the flow stress: 

 𝜎𝑓𝑙 =  𝜎𝑠 +  [𝛼 ∙ (𝜀𝑝)
𝑚1

+ 𝛽] ∙ (1 −
𝜎𝑠

𝜎𝐶𝑅
) ∙ ln (

�̇�𝑝

�̇�𝑠𝑝
) +  𝐵(𝜀𝑝) (

�̇�𝑝

�̇�𝑢𝑛𝑖
)

𝑚2

 (7) 

where 𝜀�̇�𝑝 is the lower limit of the strain rate, 𝜀�̇� is the plastic strain rate and 𝜀�̇�𝑛𝑖 is a unit strain 

rate. The term σs is the stress at the lower strain rate 𝜀�̇�𝑝, and α, β, σCR, m1, m2 and B are material 

parameters. The authors of this model found that it matched experimental data much closer 

than the JC and ZA models, although these results related to vehicle crushing data, rather than 

ballistic impact, and so involved significantly lower strain rates (1 s-1 to 103 s-1). Another 

advantage of the TM 2009 model is that, although there is a large number of material 

parameters, many of these are constant across an entire material group (e.g. ferrous metal). 

Because of this, the only information required for a material is the quasi-static stress-strain 

curve. The model described in Eqn. 7 does not contain a temperature term—the results given 

in [90] do not mention or account for material temperatures. 

5.1.4 Khan-Huang-Liang (KHL) 

The modified Khan-Huang-Liang (KHL) model [93] was developed based on experiments 

carried out on a range of titanium alloys, notably Ti-6Al-4V. The form of the model is 
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 𝜎𝑓𝑙 = [𝐴 + 𝐵 (1 −
ln �̇�

ln 𝐷0
𝑝)

𝑛1

(𝜀𝑝)𝑛0] (
�̇�

�̇�∗)
𝐶

(
𝑇𝑚− 𝑇

𝑇𝑚− 𝑇𝑟
)

𝑚

  (8) 

where εp is the plastic strain, 𝜀̇, 𝜀̇∗ are the current strain rate and reference strain rate, similar 

to the JC model (Eqn. 1), and Tr is a reference temperature. The parameter 𝐷0
𝑝
 is an arbitrary 

strain rate, chosen in [93] as 106 s-1. The constants A, B, n1, n0, C and m depend on the material. 

This model was found to correlate better than the JC model with experimental data on dynamic 

(split Hopkinson pressure bar) impact of Ti-6Al-4V. The effects of thermal softening and a 

reduction in work hardening at high strain rates are captured by the KHL model.  

5.1.5 Physical Base (PB) 

The Physical Base (PB) model is explained by Klepaczko et al [94], and also described by 

Nemat-Nasser, Guo and Isaacs [95], [96], [97]. It developed from observations reported by 

Seeger [98]. It breaks the total stress into two contributions, an athermal component, which is 

independent of temperature and strain rate, and a thermally activated second component which 

takes these factors into account. The rationale behind this approach is explained well by 

Voyiadjis & Abed [99]. The flow stress takes the form 

 𝜎𝑓𝑙 =  𝜎𝑎 +  𝜎∗    (9) 

where σa is the athermal part and σ* is the thermally activated component, giving a total 

equivalent stress σ. A power-law approximation gives σa: 

 𝜎𝑎 =  𝑎1(𝜀�̅�)
𝑛1

  (10) 

In Eqn. 10, 𝜀�̅� is the plastic strain, a1 is a material constant and n1 is a strain hardening exponent. 

The second part of Eqn. 9 is given as  
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 𝜎∗ =  �̂� [1 − (−
𝑘𝑇

𝐺0
ln

�̇̅�𝑝

�̇�𝑟
)

1

𝑞
] (

1

𝑝
 )  (11) 

where �̂� is a thermally activated threshold strength, k/G0 is a ratio characterising the sensitivity 

of the material to temperature effects (in terms of the reference Gibbs energy at a temperature 

of absolute zero G0 and Boltzmann's constant k), 𝜀�̇� is a characteristic strain rate and p and q 

are material constants.  

5.1.6 Nemat-Nasser & Li (NNL) 

The model developed by Nemat-Nasser and Li (NNL) [100] is also physically-based and also 

breaks the flow stress into thermal and athermal components, as in the PB model. The physical 

basis for this distinction is based on the barriers to dislocation motion. Short-range barriers 

such as vacancies, self-interstitials, interstitials and substitutionals caused by alloying elements 

can be overcome by thermal activation, whereas long-range barriers such as grain boundaries 

cannot and are therefore athermal [100]. The model developed (this example is based on 

OFHC2 copper, a FCC metal) is: 

 𝜎𝑓𝑙 =  𝜎0 {1 − (−
𝑘𝑇

𝐺0
(ln

�̇�

�̇�0
+ ln(1 + 𝑎(𝑇)𝜀0.5)))

0.5

}

1.5

(1 + 𝑎(𝑇)𝜀0.5) +  𝜎𝑎
0𝜀𝑛1  

 (12) 

where 

 𝑎(𝑇) =  𝑎0(1 − (𝑇/𝑇𝑚)2)  (13) 

                                                 
2 Oxygen-free high [thermal] conductivity 
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In the model above, a0 is a constant reflecting the initial average dislocation spacing, 

k/G0 is the ratio of the Bolzmann constant to the Gibbs energy and has units of K-1, 𝜀0̇ is a 

reference strain rate, σ0 is a characteristic thermally activated stress, 𝜎𝑎
0 is a characteristic 

athermal stress and n1 is a material-dependent exponent. It was found it to be in good agreement 

with split Hopkinson bar experimental results over temperatures of 77 to 1100 K, strain rates 

of 10-3 to 8000 s-1 and strains of greater than 100% [100].  

5.1.7 Rusinek-Klepaczko (RK) 

Rusinek and Klepaczko [94], [101] presented a model which, in a similar manner to the PB 

model above, is based on the addition of athermal and thermally activated stresses:  

 𝜎𝑓𝑙 =  
𝐸(𝑇)

𝐸0
[𝐵(𝜀̅�̇�, 𝑇)(𝜀0 + 𝜀�̅�)

𝑛(�̇̅�𝑝,𝑇)
+ 𝜎0

∗ 〈1 − 𝐷1 (
𝑇

𝑇𝑚
) log (

�̇�𝑚𝑎𝑥

�̇̅�𝑝
)〉𝑚∗

]  

 (14) 

The Macaulay operator sets the expression inside the brackets to zero if it is less than 

zero, thus eliminating the instantaneous rate sensitivity of the model at high temperatures and 

low strain rates [94]. The elastic modulus, plastic modulus and strain hardening exponent 

functions are: 

 𝐸(𝑇) =  𝐸0 {1 −
𝑇

𝑇𝑚
exp [𝜃∗ (1 −

𝑇𝑚

𝑇
) ]}  (15) 

 𝐵(𝜀̅�̇�, 𝑇) =  𝐵0 ((
𝑇

𝑇𝑚
) log (

�̇�𝑚𝑎𝑥

�̇̅�𝑝
))

−𝑣

 (16) 

 𝑛(𝜀̅�̇�, 𝑇) =  𝑛0 {1 − 𝐷2 (
𝑇

𝑇𝑚
) log

�̇̅�𝑝

�̇�𝑚𝑖𝑛
}      ,    𝑛 ≥ 0  (17) 

E0 is the Young's modulus at T = 0 K, θ* is the characteristic homologous temperature 

of the material (a material constant, θ* ≈ 0.5 for ferritic steels), ε0 is the strain at yield in quasi-
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static loading, 𝜎0
∗ is the effective stress at T = 0 K, D1 is a material constant, 𝜀�̇�𝑖𝑛 and 𝜀�̇�𝑎𝑥 are 

the limits for strain rates in the model, m* is a strain rate temperature dependency constant, B0 

is a material constant modulus of plasticity, D2 is a material constant, and all other symbols 

have the same meanings as in previous models. A modified version of the RK model was 

presented in [102], with a specific application to FCC metals, namely copper. 

5.1.8 Voyiadjis-Abed (VA) 

The Voyiadjiz-Abed (VA) model, in a similar way to the ZA model, also distinguishes between 

BCC and FCC metals, and is physically-based, with flow stress split into thermally activated 

and athermal components. The equation for the flow stress of BCC metals is given as 

 𝜎𝑓𝑙 = �̂� (1 − (𝛽1𝑇 −  𝛽2𝑇 ln 𝜀�̇�)
1/𝑞

)
1/𝑝

+  𝐵𝜀𝑝
𝑛 +  𝑌𝑎  (18) 

where Ya is the initial athermal yield stress, �̂� is the threshold yield stress of the Peierls barrier 

to dislocation motion, p and q are material constants (0 ≤ p ≤ 1.0, 1.0 ≤ q ≤ 2.0), β1 and β2 are 

material parameters, B is a hardening constant and n is a material exponent. For FCC metals, 

the flow stress is 

 𝜎𝑓𝑙 = 𝐵𝜀𝑝
𝑛 (1 − (𝛽1𝑇 −  𝛽2𝑇 ln 𝜀�̇�)

1/𝑞
)

1/𝑝

+ 𝑌𝑎  (19) 

and all the symbols have the same definitions as in Eqn. 18.  

5.2 Comparison of Strength Models 

It is of interest to explore the relative performance of these material models. Hence, some of 

the key models discussed above are compared here for uniaxial conditions based on available 

published values for material constants. The material chosen for the purposes of comparison 

was Ti-6Al-4V, since it is one of the better characterised materials. The three models compared 
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were the Johnson-Cook (JC), Zerilli-Armstrong (ZA) and Khan-Huang-Liang (KHL) models. 

The material parameters and their sources are presented in Table 3. 

The data in Table 3 were used to predict the uniaxial tensile stress-strain response for 

each material at a range of temperatures and strain rates and compared with experimental 

results on the same material, as presented by Chen et al. [103]. The results of this analysis are 

shown in Fig. 10. 

The results presented span a wide range of strain-rates (1 x 10-4 to 1 x 104 s-1) and 

temperatures (room temperature and 700° C). At room temperature and 1 x 10-4 s-1, the JC and 

KHL models both perform well, whereas the ZA model significantly overpredicts stress for 

low strain (< 0.15) and underpredicts it for higher strains. At a higher strain rate of 1 x 10-2 s-1, 

the JC and KHL models again show good correlation to the test data at both temperatures, 

although they slightly overpredict stress at room temperature and show too much hardening at 

higher strains at the higher temperature. The ZA model again performs relatively poorly at 

room temperature, overpredicting stress for yield and low strains and underpredicting for 

higher strains; this model shows negligible hardening, but captures the mean stress reasonably 

well overall. For the much larger strain rate of 2500 s-1, all three models overpredict stress at 

both temperatures, most significantly at yield and lower strains. Both the JC and the KHL 

models perform well at the higher strains for 700° C. At the highest strain rate of 1 x 104 s-1, 

all three models overpredict stress, particularly (i.e. by 30% to 50%) at yield and low strain for 

room temperature, but perform significantly better at higher strains. At 700° C, for this rate, 

the JC and KHL models significantly overpredict hardening (and hence stress) at moderate to 

high strains (>0.05); the KHL model gives closer results to the test data, however.   

In some cases, the ZA model results are not shown at the higher temperature due to 

extremely high (apparently non-physical) stress levels. Meyer modified the ZA model to 

capture the behaviour of HCP materials such as Ti-6Al-4V. However, Meyer considered a wide 
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range of strain rates, up to 4.64 x 104 s-1, and the original calibration also performed poorly at 

strain rates below 2.20 x 104 s-1. Xu and Huang [92], who carried out tests on OFHC Cu reached 

the same conclusion for the ZA model with FCC materials. In summary, based on the data in 

Fig. 10, the ZA is considered to be the least accurate of the models analysed, showing the 

greatest departure from the experimental data. Of the other two models, KHL is marginally 

closer to a full agreement with the experimental data than the JC model, although the former 

requires an additional two material constants compared to the latter. 

6. Numerical considerations 

6.1 Analysis Codes used 

Due to the complex nature of the dynamic loading, geometry and boundary conditions inherent 

in impact mechanics with application to ballistics, very few problems which have a practical 

application are amenable to analytical solution. Thus, simulation of these impact events 

generally requires advanced numerical techniques. Rosenberg & Dekel [4] discuss the 

advantages of finite element (FE) and finite difference methods in ballistic 'hydrocode' 

simulations where they also explain the relative merits of Lagrangian versus Eulerian analysis 

techniques. Lagrangian analyses couple the material points on the deforming solid to the nodes 

of the mesh, whereas the Eulerian approach fixes the mesh as an unchanging reference frame 

and allows material points and surfaces to deform within that mesh. A more detailed 

explanation of both is given by Donea et al. [104]. It is concluded that an ideal compromise in 

a ballistics simulation is to model the projectile in a Lagrangian mesh (assuming it to be hard 

and non-deforming) and the target in a Eulerian grid (assuming it to be softer and deforming) 

[4]. 

Another way of achieving the advantages of a Lagrangian approach whilst allowing for 

large deformation is through the use of smooth particle hydrodynamics (SPH) [105]. The 
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application of this computational method to impact problems began in the early 1990s and 

initial descriptions, algorithms and examples are presented by [106], [107], [108]. It has now 

been implemented in commercial FE codes such as Abaqus and Ansys. 

Johnson et al [109] conducted an early review of the application of SPH to ballistics 

problems. A number of algorithms and examples were presented, with the long-term goal of 

developing a method in which a standard Lagrangian finite element grid could be drawn for 

any impact problem, with the code automatically changing highly deformed elements of the 

material to SPH nodes [109]. In subsequent work, Johnson [82] presented examples of 

simulations where this had been achieved, thus demonstrating the value of linking FE and SPH 

methods. A further advantage of the mesh-free nature of SPH, as explained by Batra & Zhang 

[110], relates to the simulation of crack propagation which is more realistic, as it is dictated by 

physics and not the location and density of the mesh at any particular point. 

The popularity of four major numerical codes over the past 25 years is shown in Fig. 

11. The results are based on a search of keywords in a leading journal of impact mechanics, 

and the codes considered are EPIC [111], [82]; Ansys AUTODYN [112]; Abaqus/Explicit 

[113] and LS-DYNA [114]. This is coupled with a significant growth over the same time period 

in the use of finite element methods to address problems in impact mechanics. The proportion 

of articles on impact mechanics which include FEA has increased from less than 10% to nearly 

50% of all articles published. In the past 15 years, LS-DYNA and Abaqus/Explicit have 

supplanted EPIC and, to a lesser extent, Ansys Autodyn as the most popular codes. An example 

of results from EPIC is shown in Fig. 12. The growth in the level of numerical analysis is 

reflective of the maturity of the analysis packages and that there is greater confidence in their 

results as a result of greater comparisons with experimental data. The other significant change 

is that the growth in computing power has facilitated the analysis of more meaningful problems 

having greater complexity. 
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7. Future trends 

7.1 Advanced armours 

Layered armour is a technique which is gaining in popularity over recent years and is becoming 

standard with the heaviest and most advanced classes of AFVs [9]. One such example in use 

by British and US forces is Chobham armour, which is composed of tiles or cells of ceramic 

materials in a metallic matrix. Although the details of Chobham armour remain classified, there 

is a wealth of published literature on ceramic armour in general. For example, Hohler et al 

[115] evaluated a number of ceramic materials in a layered system with metallic plates in order 

to determine the ideal ceramic and the ideal ratio of ceramic to metallic material. Bürger et al 

[116] carried out an FEA simulation of a ceramic composite armour, including detail on the 

brittle material models used in the code. Hogan et al [117] present a detailed experimental 

analysis of ceramic impact events, measuring the dispersion of spall material. 

Sandwiching together materials with different properties is a cost-effective way to 

optimise armour, as it allows for different layer properties to have varying effects on a projectile 

as it penetrates [17]. Worsham et al [118] present a novel system of armour (shown in Fig. 13) 

which uses a number of different layers, each of which is specifically designed to have a 

different negative effect on a penetrator. 

In Corvid's system (Fig. 13), the angled plates of hardened steel break up incoming 

projectiles and impart a rotation to them, reducing the component of velocity normal to the face 

of the armour. The aluminium plates serve to hold these hardened steel plates in the correct 

orientation, especially with multiple impacts. The air gap (in Fig. 13, this is filled with foam) 

gives space for projectiles and debris to disperse somewhat. The hardened steel plate provides 

the main armour protection, and the composite materials behind it serve as a spall liner, 

catching debris and preventing it from entering the crew compartment. 
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Explosive reactive armour (ERA) was developed specifically to counteract the threat 

posed by shaped-charge weapons. It consists of a ‘sandwich’ of high-explosive material held 

between two steel plates. The whole unit is attached to the outside of the AFV’s main armour, 

with a gap between the main armour and the ERA. When a shaped charge interacts with the 

explosive the latter detonates, causing the steel plates to accelerate forwards and backwards. 

The plates interact with the shaped charge jet, moving obliquely and continuously presenting 

new material which the jet erodes. This serves to diminish the power of the jet and break it up, 

in turn reducing the penetrating potential it has on the main armour of the vehicle [119]. ERA 

can reduce the effect of a shaped charge (i.e. the depth of penetration into the main armour) by 

up to 75%, although the effect is significantly reduced or even eliminated if the impact occurs 

at right angles [39]. There are multiple disadvantages of ERA, such as: 

• Each module of ERA can absorb one strike, after which it is destroyed. Some complex 

anti-tank warheads exploit this by using a ‘tandem’ warhead with axially stacked 

shaped charges. 

• The fragments of ERA have significant kinetic energy, posing a serious hazard for 

ground troops in support of AFVs or unprotected non-combatants in the area.  

• There is a challenge in designing modules of ERA which can operate as designed 

without causing adjacent modules to sympathetically detonate. The challenges in 

creating an effective pattern are discussed by Rosset [120]. 

More recent developments in this field include attempts to design ERA which will 

defeat the threat from kinetic energy projectiles (see Section 3.2). As with the defeat of a shaped 

charge, a lot of the variability in the performance of the armour is dependent on the angle of 

impact, with a more oblique angle producing a better effect [35]. 
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7.2 Vulnerability models 

Germany's Universelles Verwundbarkeitsmodell (Universal Vulnerability Model, shortened to 

UniVeMo) is used by the German Army as the standard for predicting the lethality of weapons 

and the vulnerability of vehicles, structures and troops [121] [122]. Rather than simulating only 

one specific impact event in isolation, this model tries to quantify the global effects of anti-

armour weapons on vehicles and troops and ultimately on the force's combat effectiveness. An 

earlier incarnation of the model was presented by Arnold and Paul [123], which focused on the 

behind-armour debris cloud (i.e. spalling) as a continuation of Arnold and Schäfer's work on 

this topic [72] (see Section 4.2).  

The dearth of published material on equivalent vulnerability models for other military 

forces is not necessarily indicative of their absence, since there are legitimate security 

considerations for keeping such information under close control. Nevertheless, through the use 

of improved numerical models and computational resources, such vulnerability models are 

likely to improve significantly in capability and prevalence in the near future. 

7.3 Multi-scale modelling 

Techniques for evaluating and simulating the role of microstructure in the response of materials 

to impact loading are becoming increasingly prevalent. For example, Field et al note that 

progress has been made in using advanced techniques, coupled with the power of 

supercomputers, to improve the imaging resolution of VISAR (mentioned in Section 4.3) to 

observe the motions of individual grains of a material [62]. This is becoming more important 

as new forming and manufacturing techniques for improved armours involve more careful 

control of material microstructures. For example, Wielewski et al [124] hypothesise a method 

for improving the spall strength of Ti-6Al-4V based on careful control of certain 

microstructural features of the material, such as the number of plastically hard or soft grain 
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boundaries. Hazell et al [125] subjected Elektron 675, a magnesium alloy, to a number of spall 

experiments. It was found that long striations of small grains, which formed along the extrusion 

direction of the material, provided an opportunity for cracks to grow at right angles to the spall 

plane. 

Barrett et al [126], Golden et al [127] and Li et al [128] developed a multiscale 

viscoplastic model of P91 steel, incorporating it into the macro-scale FEA analyses using a 

representative volume element (RVE). A schematic representation of the complex grain 

structure of this material is shown in Fig. 14. The hierarchical grain structure with 

strengthening mechanisms shown in Fig. 14, although taken from a study on cyclic 

viscoplasticity in chrome steels with small strain ranges [126], is a useful example of the kind 

of microstructural considerations which would feed into a multiscale model for ballistic impact.  

Jacques et al [129] presented a finite-element model which incorporates the role of micro-

inertial effects due to void growth for ductile fracture. Their models take account of void 

nucleation and growth by modelling such voids within a larger RVE—the formulation of this 

is also discussed in greater detail by Sartori et al [130] and Molinari & Mercier [131]. The RVE 

contains a number of spherical voids of varying radii embedded in spherical shells of matrix 

material. In a comprehensive review of their work in this field [132], the authors explain the 

relationship between the macro (component) level, the mesoscopic level, in which an RVE is 

constructed for each integration point on the macro level, and the micro level, which consists 

of a single void. The behaviour of the unit cells and RVEs was governed by an analytical 

relationship which was verified by FEA calculations at the void level. The work carried out by 

Jacques, Mercier, Molinari and Sartori related to plate impact tests on tantalum; the results 

[133] showed a very good correlation between experimental data and the micro and macro level 

model. If such methods could be extended to a general class of metallic materials, this would 

facilitate the development of a material design tool for terminal ballistics, in which 
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microstructural variables, instead of empirically-derived coefficients, could be used to predict 

and therefore optimise material performance. 

7.4 Material design tool 

A recent study [134] analysed a wealth of experimental data for a range of materials to develop 

a powerful means of predicting ballistic limit velocities and penetration thicknesses. It was also 

noted, however, that it should soon be possible to predict these quantities from information 

regarding material chemistry and heat treatment alone. 

Rusinek at al [102] distinguish between phenomenological (i.e. empirical) material 

models and physically-based models. While the former, if implemented correctly, can have 

fewer material constants, they suffer from lack of applicability and flexibility. The latter are 

more universal and have greater flexibility, but require a large number of material constants. 

They can provide more accurate results: Fig. 15 demonstrates the accuracy of the RK model, 

described in Section 5.1.7, when compared with experimental data. Although the materials 

used in Fig. 10 and Fig. 15 are different, the better agreement with experimental data in the 

latter example is obvious. 

A micromechanical model, i.e. one which was based on a fundamental analysis of the 

physical activity at the grain and crystal scale, would in theory allow for the useful generality 

of the physically-based model with the simplicity of the phenomenological model. Nemat-

Nasser and Li referred to these micromechanical models in 1998 [100], pointing out that such 

models always require some degree of empirical evaluation of certain material parameters in 

order to be useful. Dunne & Petrinic [135] also mention the challenges inherent in modelling 

crystal plasticity computationally, although it must be borne in mind that exponential 

improvements in computing power constantly provide new opportunities and impetus for such 
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research. It is clear that much work remains to be done in this field before adequate material 

design tools are available. 

8. Conclusion 

The integrity of vehicular armour is clearly of the utmost importance for designers and military 

planners. The threat profile facing armoured vehicles is quite diverse and so there are multiple 

requirements for armour materials. 

This review first listed the main categories of material used in vehicular armour, and 

compared their attributes, strengths and weaknesses. It was found that among metals, 

specialised steels continue to be the most prevalent material, and metallic armour in general is 

much more pervasive and widespread than ceramic or composite-based armour. This is mainly 

due to cost and manufacturability considerations. Following on from that was a summary of 

the main defeat mechanisms for armoured vehicles. It was shown that with low-speed 

penetration, a variety of failure mechanisms prevail based on projectile material, geometry and 

impact speed. Projectiles themselves vary in their size and composition, highlighting the 

importance of proper material information when doing theoretical or numerical modelling. This 

kind of modelling must be rigorously tested and ‘reality-checked’, on account of the variety of 

failure mechanisms.  

With high-speed penetration, a different mode of analysis, one based on fluid 

hydrodynamics, becomes important. The next section of the review described various 

experimental techniques in both the low and high-speed testing regions, and charted their 

popularity over time. It was shown that certain popular impact test methods such as drop testing 

can be inadequate for the higher strain rates involved in terminal ballistics.  

Section 5 explained eight different material constitutive models and compared three in 

terms of their flexibility and adaptability to different strain, strain rate and temperature regimes. 
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The results illustrate a challenge which faces designers—the variability of many of the material 

models. They demonstrate narrow ranges of applicability, outside of which they fail to predict 

real-life results with sufficient accuracy. Since quasi-static testing is the most practicable way 

of obtaining stress-strain data from a previously uncharacterised material, this creates a 

difficulty and makes it difficult to calibrate data. However, quasi-static testing or dynamic 

testing at lower strain rates is often used to provide material data for these models; either more 

extensive testing is required or more universal material models must be developed. Without 

accurate material constants, the usefulness of the numerical methods described in Section 6 is 

severely limited.  

In conclusion, despite the extensive literature reporting experimental data and the many 

material models available, design of metallic military vehicular armour is a task complicated 

by the lack of universally applicable material models and the extensive testing and calibration 

requited for current models. From the designer’s perspective, a design tool that describes the 

response of a variety of metallic armour materials to various impacts is a panacea; such a tool 

would require only the microscale material structure (for example, grain sizes and crystal 

structures) and the chemical composition in order to predict material behaviour from the quasi-

static to the hypervelocity range. As computational capabilities continuously grow, coupled 

with more competent material models, this objective becomes a realistic target. 
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Figures and Tables 

Table 1: Prominent metals used for vehicle armour, along with selected properties. 

Material Density Yield Strength Specific Strength References 

  (kg/m³) (MPa) (MN.m.kg-1)   

Al 5083 2660 156 0.0586 [136], [137]  

Al 7039 2740 337 0.1230 [136], [138]  

RHA 7850 933 0.1189 [36]  

HHA 7850 1250 to 1500 0.1592 to 0.1911 [18]  

Ti-6Al-

4V 
4550 990 

0.2176 
[139]  

Mild 

Steel 
7800 325 

0.0417 
[139] 

 

Table 2: Summary of strength models analysed in this review. 

Model Year Description References 

Johnson-Cook (JC) 1983 

Flow stress is a function of strain, strain rate and 

temperature, three empirical constants and two 

empirical exponents. 

 

[81] [82] 

Revised Johnson-Cook 1998 

Two additional empirical constants are added, taking 

account of sudden strengthening which takes place in 

some metals at high strain rates (>104 s-1) 

 

[88] 

Zerilli-Armstrong (ZA) 1987 

Makes a distinction between materials with BCC lattice 

structures (e.g. α-iron) and FCC structures (e.g. 

copper). Flow stress is a function of strain, strain rate, 

temperature and six material constants. 

 

[89] [90] 

Tanimura-Mimura 2009 

Materials organised into characteristic groups. A 

number of material constants based on this group and 

the material's quasi-static stress-strain curve are 

required. 

 

[90] 

Khan-Huang-Liang 2003 

Developed using experimental data of Titanium alloys. 

Increased strain rates lead to decreased work 

hardening. 

 

[93] 

Physical Base (PB) 

1957/ 

1975 

Breaks the total stress into two contributions: an 

athermal component which is independent of 

temperature and strain rate, and a thermally activated 

second component which takes these factors into 

account. 

 

[94] [95] [96] 

[97] [98] 

Nemat-Nasser-Li 1998 

Similar to the PB model, i.e. based on addition of 

athermal and thermally activated components of stress. 

Requires at least six material constants. 

 

[100] 
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Rusinek-Klepaczo 2001 

Similar to the PB model, i.e. based on addition of 

athermal and thermally activated components of stress. 

Requires up to ten material constants. 

 

[101] [102] 

[94] 

Voyiadjis-Abed 2005 

Has different expressions for flow stress depending on 

FCC or BCC, as with the ZA model, but claims to be 

more accurate since it uses an exact value rather than 

an approximation which was claimed to be valid in the 

ZA model. 

[99] 

 

Table 3: Published material properties for the JC, ZA and KHL models for Ti-6Al-4V. 

Model Material Properties Source 

 A B n C m     

 (MPa) (MPa) - -   -     

JC 1104 1036 0.6349 0.0139 0.7794    [93] 

          

 C0 C1 C2 εr 𝜀�̇� 𝜀�̇� β0 α0  

 (MPa) (MPa) (MPa)  (s-1) (s-1) (K-1) (K-1)  

ZA 1217 139 3955 0.1877 1.6 x 

104 

8.25 x 

105 

1.59 x 

10-2 

7.55 x 

10-3 

[91] 

          

 A B n1 n0 C m D0   

 (MPa) (MPa)     (s-1)   

KHL 1069 874.8 0.5456 0.4987 0.02204 1.3916 106  [93] 
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Fig. 1: Different failure modes for armour [4]. 

 

Fig. 2: Comparison of penetration failure in plates of varying thickness, from Finite Element 

Analysis (FEA). The greater deformation of thinner plates prior to failure (dishing) can be 

clearly seen (H=1.5mm), as can the characteristic bulge of deformed material from ductile 

hole enlargement (thickest plate) (H=3mm). Figure reprinted from [140], with permission 

from Elsevier. 

a) b) 

c) d) 

e) f) 
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Fig. 3: General diagram of the spalling process showing the impacting projectiles A (the 

‘flyers’), the target material B, and the resulting spall fragment or fragments C.  

 

 

Fig. 4: Schematic diagram of Split Hopkinson pressure bar apparatus.  
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Fig. 5: A wide range of strain rates, measured in units of s-1, and the various experimental 

techniques which are valid. Reprinted from [62] with permission from Elsevier. 

 

Fig. 6: Simple schematic of a gas-gun test facility, including instrumentation for gathering 

data. Two different kinds of gas-guns are shown.  
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Fig. 7: Generic plot of free-surface velocity as a function of time following an impact, 

adapted from [141]. Note where the two curves clearly separate—this is the time at which 

spall occurs. 
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Fig. 8: Typical experimental setup and plotted results from a spallation experiment [53]. Not 

shown, but usually included in the setup, is a means of measuring the flyer velocity. This 

usually consists of a pair of light beams which the projectile breaks, or a set of high-speed 

cameras [142]. Figure reprinted from [53] with permission from Springer. 
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Fig. 9: Schematic diagram, adapted from [57], showing how a greater amount of 

fragmentation occurs near the axis of the projectile, while a smaller amount of fragmentation 

away from this axis has the effect of maintaining the integrity of the material. 
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Fig. 10: Comparison of the Johnson-Cook (JC), Khan-Huang-Liang (KHL) and Zerilli-

Armstrong (ZA) constitutive models for Ti-6Al-4V via uniaxial stress-strain curves. The 

models are compared with experimental results presented by Chen et al. [103]. There is no 

particular significance to the temperatures chosen, apart from highlighting the effect of 

temperature-softening on the material. 
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Fig. 11: Chart showing the popularity of four leading FEA codes used for impact simulations 

over time. The primary axis pertains to the bar chart, and is simply the number of articles for 

each type of code, stacked cumulatively. 
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Fig. 12: Comparison of experimental and numerical simulation of a tungsten projectile 

impacting a steel target with a velocity of 1020 m/s. The graph on the left shows the close 

correlation between simulation (EPIC code) and experiments. The image on the right, from 

the numerical simulation, shows the complete penetration of the target and the large cloud of 

spall material. Reprinted from [82] with permission from Elsevier. 
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Fig. 13: A proposed spaced armour system, in which different materials and geometries are 

spaced at different layers in order to have different effects on a penetrator as it passes 

through. Reprinted from [118] with permission from Elsevier. 

 

Fig. 14: Schematic representation of the hierarchical grain structure of 9-12Cr steel (P91), 

showing various strengthening mechanisms. Reprinted from [126] with permission from 

Elsevier. 
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Fig. 15: An illustration of the performance of a physically-based model. The RK constitutive 

model, presented by Rusinek and Klepaczko [94] and described in Section 5.1.7, is compared 

to experimental stress-strain data at a variety of strain rates. The material used is DH-36 steel. 

Reprinted from [94] with permission from Elsevier. 


