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Abstract 

Well planned natural ventilation strategies and systems in the built environments may provide healthy 

and comfortable indoor conditions, while contributing to a significant reduction in the energy 

consumed by buildings. Computational Fluid Dynamics (CFD) is particularly suited for modelling 

indoor conditions in naturally ventilated spaces, which are difficult to predict using other types of 

building simulation tools. Hence, accurate and reliable CFD models of naturally ventilated indoor 

spaces are necessary to support the effective design and operation of indoor environments in 

buildings.  

This paper presents a formal calibration methodology for the development of CFD models of naturally 

ventilated indoor environments. The methodology explains how to qualitatively and quantitatively 

verify and validate CFD models, including parametric analysis utilising the response surface 

technique to support a robust calibration process. The proposed methodology is demonstrated on a 

naturally ventilated study zone in the library building at the National University of Ireland in Galway. 

The calibration process is supported by the on-site measurements performed in a normally operating 

building. The measurement of outdoor weather data provided boundary conditions for the CFD model, 

while a network of wireless sensors supplied air speeds and air temperatures inside the room for the 

model calibration. 

The concepts and techniques developed here will enhance the process of achieving reliable CFD 

models that represent indoor spaces and provide new and valuable information for estimating the 

effect of the boundary conditions on the CFD model results in indoor environments. 
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1. Introduction 
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The building sector is responsible for 40% of the total energy consumption in the European Union [1]. 

Half of the energy consumed by buildings is due to the use of heating, ventilation and air conditioning 

(HVAC) systems [2]. Recently, the use of natural ventilation as an effective solution to save energy in 

buildings is actively promoted. Well planned natural ventilation systems provide comfortable and 

healthy indoor conditions. However, a proper effective design of the naturally ventilated space 

requires a good understanding of the airflow patterns inside and outside the building. 

In recent years CFD has become a very powerful and popular tool in building simulation. CFD has 

been widely used to model indoor and outdoor airflow, heat transfer and contaminant transport. The 

applications of CFD in building design include site planning, natural ventilation studies, HVAC system 

designs or pollution dispersion and control [3]. About 70% of ventilation performance studies 

published in 2008 used CFD in their analysis [4].  CFD is particularly suited for modelling indoor 

conditions in naturally ventilated spaces, which are difficult to predict using other types of building 

simulation tools [4].  

There has been extensive research focusing on CFD modelling of natural ventilation in buildings (e.g. 

[5] - [8]). However, the reliability of the results remains a significant concern regarding CFD 

simulations.  While CFD models can produce visually appealing results, accuracy is often a key issue 

[9]. In order to produce credible and verifiable results, the CFD model should be created using verified 

software and experimental data to support model validation [10]. At the same time, the simulation of 

indoor environment requires the expertise to handle complex boundary conditions [11]. Current 

research  has focused on the topic of verification and validation (V&V) of CFD models in general (e.g. 

[12] - [15]) and of the built environments (e.g. [16], [17]). In addition, the influence of the CFD 

simulation input parameters on the results has been analysed. This includes: model geometry (e.g. 

[18], [19]), turbulence models (e.g. [20], [21]), wind speed (e.g. [22], [23]) and wind direction (e.g. [22], 

[24]), heat sources (e.g. [25] - [27]) and contaminant sources (e.g. [25]). The comprehensive study 

from Ramponi and Blocken [28] showed the impact of the size of the computational domain, grid 

resolution, inlet kinetic energy, turbulence model, discretization scheme and level of convergence on 

the results of the CFD simulation of cross-ventilation. Furthermore, the external ambient air 

temperature was found to have a significant effect on air temperature distribution inside a naturally 

ventilated atrium building [29]. Chourasia and Goswami [30] examined how product and operating 

conditions influenced the heat and mass transfer within stacked bags of potatoes. While, Zhai and 

Chen [31] performed sensitivity analysis to determine building and environmental characteristics that 

could influence the performance of coupling between energy simulation and CFD. Regarding the 

occupants of the built environments, Topp et al. [32] explored how the size and geometry of human 

manikin simulated by CFD influenced its personal exposure and CO2 concentrations. 

Despite the presence of best practice guidelines for creating, verifying and validating CFD models, no 

methodical procedures for the calibration of CFD models of indoor environments have been 
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developed.  Calibration is, de facto, the adjustment of numerical and physical model input parameters 

to amend the agreement between the model results and corresponding experimental data [12]. The 

motivation for systematically calibrated CFD models of indoor environments is (i) the reliable 

prediction of the environmental conditions that meets the agreement with the on-site measurements; 

and (ii) the possibility of the accurate simulation of the environment with varying input parameters.  

Reliability and robustness of CFD simulations are critical in situations when physical testing is too 

expensive or infeasible. There is a demand for accurate CFD models of indoor environments at the 

design and the operation stage of building life cycle [33]. At the same time, true models of the built 

environments may lead to research in new directions, e.g. support the creation of reduced order 

models to control indoor environments with a reduction in computational cost, e.g. [34], [35].  

2. Objectives 

The goal of the research was to develop a consistent and systematic calibration methodology of CFD 

models of indoor environments in buildings. During the CFD model calibration process the input 

boundary conditions that most influenced the model output were identified. Those input parameters 

were adjusted to obtain a reliable CFD model representing the real environment. To date, no 

systematic calibration methodologies, supported by parametric studies to evaluate the effect of model 

boundary conditions on the results, have been reported in literature.  

This work does not aim to evaluate the influence of the turbulence model on the CFD results. 

Previous research has explored the topic of turbulence modelling extensively (e.g. [36]). This work 

focused on the development of clear and systematic calibration methodology for the CFD models of 

naturally ventilated indoor environments. This was supported by evaluation of the critical boundary 

conditions on resulting indoor air speeds and air temperatures in the modelled room. 

3. Proposed methodology 

CFD is a powerful tool for modelling interactions within and between fluids and solids. However, 

developing reliable CFD models requires a high level of expertise, which in many cases may not be 

available [37]. When generating a valid model of an indoor space knowledge and CFD experience is 

essential to: 

 decide on the level of detail in the geometry, especially human occupants; 

 select the type and resolution of the grid; 

 select the turbulence model; 

 set the boundary conditions; 

 set the numerical techniques (e.g. relaxation factor, discretization scheme, iteration number, etc.); 

 estimate the validity of the results. 

This research presents a formal methodology (Figure 1) that supports the development of reliable 

calibrated CFD models of naturally ventilated indoor environments. The methodology explains how to 
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verify (green colour) and validate (orange colour) the CFD model, and perform parametric analysis 

(blue colour) to evaluate the influence of model boundary conditions on the results. The outcome of 

the calibration procedure is a reliable CFD model that accurately represents the real environment 

(yellow colour). This research used commercial CFD code Ansys CFX. Ansys CFX is a verified code 

with many benchmark cases predicting airflow and heat transfer inside indoor spaces. Hence, the 

work presented here excludes the verification of the CFD code. 

 

 

 

 

 

Figure 1. Process of achieving a valid CFD model of indoor environment. 

 

Based on the technical documentation, site visits and on-site measurements the initial CFD model 

was created. Following this, a grid verification study took place. Various runs of the initial CFD model 

were performed on different size meshes and their results were compared to analyse the grid 

independence of the solution. A grid independent solution implied the results did not change 

significantly with increasing number of mesh cells, i.e. the balance between accuracy and 

computation time was achieved.  In this work, the grid independent solution was quantitatively 

evaluated using the grid convergence index (GCI), introduced by Roache [38], for indoor air 

temperatures. 

Once grid independence was established, the simulated air speeds (m/s) and air temperatures (oC) 

inside the room were validated with on-site measurements.  A validation process was performed to 
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prove the ability of the CFD model to predict indoor conditions using available reliable data [17]. The 

validation criteria depend on the modelled environment, e.g. office spaces require thermal comfort of 

the occupants, while data centres or clean rooms demand rigorous indoor conditions. This paper 

describes the calibration methodology based on the example of a study room with an occupant. Thus, 

the validation criteria were determined on 0.10 m/s and 0.60 oC absolute differences between 

measured and simulated air speeds and air temperatures respectively (section 4.3.3). When the 

model met the specified validation criteria, it was regarded as a true representation of the real 

environment. If the criteria were not met, a parametric analysis would be performed. Parametric 

analysis allowed for the determination of the boundary conditions that most influenced the results. 

The next step was the process of improving the agreement between experimental and simulated data 

by adjusting the most relevant input parameters. This step was repeated as long as the CFD model 

met the validation criteria of being a good representation of the real environment. It is worth 

mentioning, that significant changes in the input parameters might have changed the character of the 

flow. Thus, the grid independence study should be repeated for the model with new boundary 

conditions specified.   

 

 

4. Case study 

4.1. Building description 

The demonstration building used in this study was a three storey Nursing Library extension to the 

James Hardiman Library at the National University of Ireland Galway (NUI Galway), Ireland (Figure 2).  

Figure 2. Nursing Library building at the National University of Ireland Galway. 

 

The gross floor area of the building was about 800 m2. The building accommodated library reading 

spaces, group study rooms, computer study spaces and book stacks. The building was mostly 

naturally ventilated, except for the air conditioned computer rooms. The internal and external air 
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temperatures, CO2 concentrations and the energy consumption were monitored by a building 

management system (BMS). The BMS controlled dampers and window openings depending on the 

internal air temperatures and CO2 concentrations. The Nursing Library was opened to the public in 

September 2009. An easy access to recently created documentation and the building itself allowed for 

the creation of a CFD model based on the technical drawings, operation and maintenance (O&M) 

manuals and site visits. 

The CFD model of one of the study rooms (Figure 3) on the top floor of the Nursing Library was 

developed. The dimensions of the room were 2.70 m (D) x 4.46 m (L) x 3.10 m (H). The room was 

naturally ventilated and heat sources included lights, radiators, computers and human occupants. The 

external wall, consisting of the windows, allowed for solar irradiation. This wall faced southeast 

direction with a surface azimuth angle of 66o. The internal wall, opposite to the external wall, 

contained a glass surface and the door leading to the open reading space. The remaining two internal 

walls bordered with other study rooms, similar to the one modelled. 

 

 

 

 

 

 

Figure 3.  Modelled study room in the Nursing Library building.  

 

http://dx.doi.org/10.1016/j.buildenv.2012.08.027


Please reference as: 

Hajdukiewicz, M., Geron, M., & Keane, M.M., 2013. ‘Formal calibration methodology for CFD 
models of naturally ventilated indoor environments’. Building and Environment, 59, pp. 290-
302. http://dx.doi.org/10.1016/j.buildenv.2012.08.027 

 

 

4.2. On-site measurements 

A reliable CFD model should be validated with the data obtained from (i) analytical or empirical 

models; (ii) measurements in small or full-scale laboratory models; or (iii) measurements in the real 

environment. To support the calibration procedure, this research performed experiments in a normally 

operating full-scale building exposed to outdoor conditions. The boundary conditions for the CFD 

model, were provided by the automatic weather station installed at the NUI Galway campus [39] and 

the air speed sensor placed at the centre of the window opening [40]. To validate the CFD model a 

network of fourteen wireless air temperature sensors (denoted by the letter S) [40] was deployed. 

However, after the experiment was carried out, it was discovered that one of the wireless sensors 

(S8) stopped working during the measurement. In addition, four air speed sensors (denoted by the 

letters EW) [41] were used (Figure 4). The air temperature sensors were deployed in four horizontal 

layers to observe the air temperature stratification inside the room. The air speed sensors were 

located in one horizontal layer near the floor level, where the highest air speeds were expected. All 

the sensors were deployed in locations where the measurements best described the influence of air 

speeds and air temperatures on the occupant’s thermal comfort. 

The air speeds inside the room were measured by the Egg-Whisk wireless sensor network system 

based on the Tyndall modular prototyping mote [42]. The platform was specifically designed to 

provide a comprehensive record of the indoor environmental conditions. Within the mote, the airflow 

sensing was accomplished using a transducer type 54T21 [43] – a self-contained anemometer with a 

built-in omnidirectional sensor. The air speed sensor was capable to measure indoor convection air 

speeds between 0.05 – 1 m/s with an accuracy of ± 0.01 m/s. Indoor air temperatures were recorded 

by the Hobo U12 data loggers [40]. The Hobo U12 data loggers measured the air temperature 

between -20 oC and 70 oC with the accuracy of ± 0.35 oC in a range between 0 oC and 50 oC. The air 

speed sensor located at the window opening [40] measured the air speed between 0.15 m/s and 5 

m/s, with the accuracy greater of 10% of reading or ± 0.05 m/s or 1% full-scale. 

Figure 4. The measurement setup. 
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To gather data that supported CFD model validation, the experiment in the study room was performed 

on the cloudy day of April 10th, 2011. The external weather conditions, as well as indoor air speeds 

and air temperatures, were monitored throughout the day. The outdoor air entered the room through 

the open window. Open internal door allowed for the airflow between the modelled room and adjacent 

open plan space. The modelled study room was occupied by a sitting human occupant working on a 

laptop. The conditions over a 12 minute period at noon, when the outdoor and indoor conditions were 

relatively steady, were chosen to be used in the CFD model. The measurements were taken during 

the typical operation of the building and maintaining steady conditions inside the room was difficult. It 

was the authors’ intention to take into account the longest continuous period of the experimental 

steady conditions possible, in order to obtain the plausible ranges of the input parameters used in the 

parametric study (section 4.5). The average values over the 12 minute period provided the boundary 

conditions and validation data for the model, while their variations were used in the parametric 

analysis. 

4.3. CFD model  

The simulation was performed using the commercial CFD software Ansys CFX v.12.1 [44]. The 

airflow and the air temperature stratification were simulated in a naturally ventilated room occupied by 
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a person working on a laptop. The settings of the CFD model imitated the conditions inside the room 

during the experiment. The results presented in this section apply to the final model calibrated using 

proposed methodology. The results of earlier stages of the model development are shown in section 

4.6. 

4.3.1. Geometry 

The 3D geometry of the room was created based on the technical documentation and site visits. 

Previous research has shown that high level of detail in the CFD model would not influence the 

overall airflow inside the room but significantly increase grid and computational cost [17]. Additionally, 

when the focus is on the global airflow of a ventilated space, a simple geometry of a human manikin is 

sufficient [45]. Thus, the elements of the modelled study room, i.e. occupant, windows, chair, tables, 

were simplified. Figure 5 shows the level of detail in the geometry of the modelled room. 

Figure 5. The geometry of the CFD model. 

 

4.3.2. Model setup 

The steady state conditions were used in the CFD analysis of the single phase airflow inside the 

room. The full buoyancy model, where the fluid density was a function of temperature or pressure, 

was applied. The air was modelled as ideal gas with the reference buoyancy density of 1.185 kg/m3 

(an approximate value of the domain air density). The standard k-ε turbulence model was chosen for 

good results’ accuracy with the robustness of the solution [25], [44]. Satisfactory convergence was 

achieved using criteria of 0.01% of root mean square residuals for mass and momentum equations, 

and 1% of the energy conservation target. The boundary conditions of the CFD model are described 

in Table 1. 
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The experiment was conducted on a cloudy day. The average total solar irradiance for the period 

monitored was only 220 W/m2 [39].The shading outside the windows of the building (Figure 2) blocked 

a large portion of the radiation coming into the room. Thus, the part of the solar irradiation entering the 

room was considered not significant in comparison to the heat transfer from the indoor sources. There 

were two heat sources inside the room - a person and a laptop. The internal walls and the floor were 

assumed adiabatic. The authors ran two similar CFD simulations to see the influence of the radiation 

model on the indoor air speeds and air temperatures. Apart from the heat transfer setting that 

included a person, the boundary conditions for both simulations were the same. In the first simulation, 

there was no radiation model included and the convective heat flux from the person was set to 60 

W/m2 [17]. In the second simulation, the discrete transfer radiation model (assumption of an isotropic 

scattering and reasonably homogenous system) was chosen with the person’s convective heat flux 

being set at 18 W/m2 and a radiative heat flux of 42 W/m2 (recommended convection to radiation ratio 

of 30:70 [25]). The results of two models did not differ significantly. However, there were problems 

with the solution convergence for the second CFD model. For that reason, no radiation model was 

included in the CFD simulation. Additionally, the surface temperatures were not measured during the 

experiment due to the lack of available instrumentation. The previous research [25] showed that the 

additional heat flux of 10W through the room walls influenced the indoor air temperatures and 

velocities, and improved the agreement between measured and simulated data. In the future work, 

the authors of the study presented here, will accommodate the need for additional measurements at 

the room surfaces and incorporation of the radiation model in the CFD simulation. 

The outdoor air entered the room through the velocity inlet at the 15 cm wide bottom gap of the 

window awning. The angle between the boundary plane and the horizontal plane was only 5o. 

Because of the relatively small size of the window gap and almost horizontal position of the boundary 

plane, the air velocity was measured and set in the model as normal to the boundary plane.  

Window side gaps (vertical triangular planes formed after opening the window) were modelled as 

openings at the same relative pressure. The influence of the airflow through the window side gaps 

was not expected to be significant for the airflow inside the room. 

The internal door was specified as the opening to allow for the flow in both directions. The door led to 

the open reading space, where other windows were open. When measured, there was no pressure 

difference between the internal door and external conditions; hence, zero relative pressure was 

specified at the boundary. 

Table 1. Boundary conditions for the CFD model. 

Boundary Type Heat transfer Mass & momentum 

Window bottom gap Inlet To = 13.38 [oC] Vnormal = 0.47 [m/s] 

Window side gaps Opening To = 13.38 [oC] Prelative = 0 [Pa] 

Internal door Opening Ti = 23.20 [oC] Prelative = 0 [Pa] 

External double glazed Wall hc = 2.30 [W/m2K] No slip wall 
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windows To = 13.38 [oC] 

Internal single glazed window Wall 
hc = 4.04 [W/m2K] 

Ti = 23.2 [oC] 
No slip wall 

Internal walls Wall Adiabatic No slip wall 

External wall Wall Adiabatic No slip wall 

Roof slab/room ceiling Wall 
hc = 0.15 [W/m2K] 

To = 13.38 [oC] 
No slip wall 

Room floor Wall Adiabatic No slip wall 

Person sitting Wall q = 60 [W/m2] No slip wall 

Laptop Wall Q = 30 [W] No slip wall 

Tables & chair Wall Adiabatic No slip wall 

* To – outdoor temperature; Ti – indoor temperature (for the adjacent reading space); hc – heat transfer 
coefficient; q – convective heat flux;Q – convective heat source; Vnormal – air speed normal to the boundary plane; 
Prelative – pressure relative to the reference pressure (Preference = 102300 Pa - absolute pressure datum from which 
all other pressure values were taken); 
 

4.3.3. Grid verification 

To verify the CFD model solution the grid convergence study [38] of indoor air temperatures was 

performed. Three different meshes, successively refined, were created (Table 2) using unstructured 

elements. The grid refinement ratio (r) for 3D mesh was defined as the ratio between the number of 

grid elements in the fine (Δfine) and coarse (Δcoarse) meshes: 

           (1) 

It was recommended to use the grid refinement ratio greater than 1.3 [46] to allow the discretization 

error to be separated from the other sources of error. 

Table 2. Grid parameters for three different mesh sizes. 

Δ3 Δ2 Δ1 r32 r21 

228 946 581 764 1 532 120 1.36 1.38 

Figure 6 represents the qualitative grid verification. Axial air temperature profiles along the room 

height are plotted for three mesh sizes.  

Figure 6. Simulated indoor air temperatures. 
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The quantitative grid verification was performed using the grid convergence index (GCI). Based on 

the Richardson extrapolation, the GCI for the fine grid solution helped to estimate the grid 

convergence error. The GCI was described as: 

          (2)  

where Fs was the safety factor equal to 1.25 when comparing three or more grids [46], and p was the 

order of convergence, calculated from: 

           (3) 

In this analysis, the order of convergence was taken as the average value over the monitored points 

(p = 1.3). 

The GCI was evaluated using a relative error between the coarse (fcoarse) and fine (ffine) grid solutions: 

          (4) 

The GCI parameter may be applied to any variable in a CFD solution. In this work the GCI was 

calculated for the air temperatures at 14 sensors’ locations inside the modelled room. Those were 
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compared to the measurement accuracy at the same locations to justify the choice of the grid 

independent solution with the reasonable computation cost (Table 3). 

Table 3. Grid convergence index and measurement accuracy for indoor air temperatures. 

Sensor 
location 

ε32 [10-2] ε21 [10-2] GCIcoarse
32 [%] GCIfine

21 [%] 
Measurement 
accuracy [%] 

S1 0.54 0.29 1.32 0.70 1.58 

S2 0.78 - 0.55 1.92 - 1.32 1.56 

S3 0.26 0.24 0.64 0.58 1.57 

S4 0.65 - 0.20 1.59 - 0.49 1.58 

S5 0.06 0.05 0.14 0.13 1.55 

S6 - 0.66 - 0.15 - 1.62 - 0.36 1.55 

S7 0.16 - 0.01 0.39 - 0.03 1.54 

S8 - 0.02 0.02 - 0.04 0.04 - 

S9 0.02 0.02 0.05 0.04 1.53 

S10 - 0.46 0.14 - 1.13 0.33 1.53 

S11 - 0.06 0.00 - 0.14 0.00 1.53 

S12 - 0.34 0.31 - 0.82 0.75 1.54 

S13 0.03 - 0.03 0.07 - 0.06 1.53 

S14 - 0.29 0.27 - 0.71 0.66 1.54 

The qualitative comparison reported in Figure 6 showed a very good agreement between the medium 

(Δ2) and fine (Δ1) mesh. The small values of the GCI confirmed the grid independence of the solution 

and deemed the grid Δ2 as the grid used for further analysis. The calculated values of the GCIcoarse
32 

(that can be seen as the error estimators associated with the grid resolution) were close to the 

measurement accuracy, while values of the GCIfine
21 were unnecessarily low. The grid Δ2 was thus 

individuated as the mesh with the right compromise between the level of uncertainty and 

computational cost.  

4.3.4. CFD model results 

Table 4 lists the properties of the simulated flow inside the room. The Reynolds number confirmed the 

flow inside the room was of turbulent nature. With the expected range of indoor air temperatures the 

dynamic viscosity, thermal conductivity and the coefficient of air thermal expansion were assumed 

constant. 

 

 

Table 4. Properties of the flow inside the modelled room. 

Reynolds number 44 161 [-] 

Prandtl number 0.70462 [-] 

Dynamic viscosity  1.831e-5 [kg/(ms)] 

Thermal conductivity 2.61e-2 [W/(mK)] 

Thermal expansion 
coefficient for air 

3.398e-3 [1/K] 
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Figure 7 shows the locations of three vertical planes: A (through the occupant), B (through the 

locations EW2, EW4, S2, S4, S6, S8, S10, S12, S14) and C (through the locations EW1, EW3, S1, 

S3, S5, S7, S9, S11, S13) used to show the CFD model results. Figure 8 represents air temperature 

stratification and airflow distribution inside the room. 

The results showed a stratified fluid inside the room, with a main flow of cold air entering through the 

window inlet and exiting through the lower part of the door opening. At the same time, the warm air 

from the open plan space entered the room through the upper part of the door opening (plane C). In 

planes A and B it was possible to observe the heat plumes generated above the person and laptop 

heat sources. However, the draught dominated the flow inside the room, so the heat plumes were not 

as large as expected in a still environment. 

The average air speeds inside the room ranged from 0.27 m/s at the ankles level (h = 0.1 m), 0.12 

m/s at the sitting person’s waist level (h = 0.6 m), to 0.16 m/s at the sitting or standing person’s head 

level (hsitting = 1.1 m; hstanding = 1.7 m). Respectively, the average air temperatures were 18.62 oC at the 

ankles level, 20.72 oC at the sitting person’s waist level, 21.79 oC at the sitting person’s head level 

and 22.95 oC at the standing person’s head level. 

Figure 7. Location of the vertical planes. 

 

 

 

 

 

 

Figure 8. Verified model results.  
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4.4 CFD model validation 

An important step of the calibration procedure is validation of verified CFD model results. Figures 9 & 

10 illustrate the comparison between simulated and measured indoor air speeds and air 

temperatures. Error bars represent the measurement uncertainty (mean value ± standard deviation), 

including sensors accuracy (± 0.01 m/s for air speeds and ± 0.35 °C for air temperatures). The values 

of the standard deviations for indoor air speeds ranged between 0.07 - 0.10 m/s, and for air 

temperatures between 0.08 – 0.22 °C. The graphed results showed a close prediction of the indoor 

environment.  

Office spaces require the calculation of air speeds and air temperatures to evaluate the thermal 

comfort of the occupants. Based on that, the validation criteria were defined as 0.10 m/s absolute 

difference between measured and simulated air speeds; and 0.60 oC absolute difference between 

measured and simulated air temperatures. Those criteria were based on the maximum uncertainties 

in measured data (0.11 m/s for air speeds and 0.57 oC). Additionally, this air speed criterion was 
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supported by the strictest design specification of the air velocity in buildings (the mean air velocity in 

single office or kindergarten during the winter season may not exceed 0.10 m/s) [47]. The criterion for 

the air temperatures was supported by the allowable peak-to-peak variation in indoor air 

temperatures, which, if less than 1K, causes no influence on the occupants’ comfort [47]. Also, the 

maximum indoor operative temperature change allowed in a 15 minute period is 1.1 oC [48]. 

Figure 9. Qualitative comparison of measured (range of data shown) and simulated indoor air speeds. 

 

Figure 10. Qualitative comparison of measured (range of data shown) 
and simulated indoor air temperatures. 
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Table 5 shows the absolute difference between measured and simulated indoor air speeds and air 

temperatures. To a significant extent, the model met the validation criteria, and thus provided a good 

prediction of the indoor airflow and air temperature stratification. This made the CFD model a reliable 

representation of the environment. At the upper levels of sensor locations inside the room, the air 

temperatures were slightly overestimated by the model. On the other hand, the model underestimated 

the air temperatures at the lower level (h = 0.6 m). At the locations S1, S2 and S3 the absolute 

difference in air temperatures exceeded 0.60 oC. A wide range of computational parameters, either 

numerical or non-numerical (e.g. the assumption of adiabatic room surfaces or turbulence model), 

might have influenced the discrepancy in CFD predictions. Additionally, the higher air temperature 

difference at the location S2 might have been caused by the placement of the sensor behind the 

sitting person. The simplified geometry of the manikin in the model, by blocking the air coming from 

the window inlet, might have created slightly different flow than in the experiment. The higher 

difference in air temperatures at the locations S1 and S3 could have been explained by the influence 

of the airflow at the internal door boundary, which was not known from the experiment and fully 

predicted by the model. However, further analysis of the other model input parameters (not taken into 

account in this work), would be required to determine the reasons of the discrepancy between 

measured and simulated data at the S1, S2 and S3 locations. 

Table 5. Quantitative comparison of measured and simulated indoor data. 

Data type Location Measured Simulated 
Absolute 
difference 

Air speed 
[m/s] 

EW1 0.16 0.17 0.01 

EW2 0.15 0.05 0.10 

EW3 0.17 0.11 0.06 

EW4 0.19 0.27 0.08 

Air 
temperature 

[oC] 

S1 22.21 20.94 1.27 

S2 22.42 20.25 2.17 

S3 22.36 20.52 1.84 

S4 22.19 21.73 0.46 

S5 22.54 23.12 0.58 

S6 22.61 22.09 0.52 

S7 22.78 23.13 0.35 

S9 22.81 23.21 0.40 

S10 22.85 23.38 0.53 

S11 22.87 23.20 0.33 

S12 22.67 23.20 0.53 

S13 22.93 23.23 0.30 

S14 22.80 23.19 0.39 

4.5 Parametric analysis 
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The accuracy of the CFD simulation strongly depends on the model boundary conditions specified by 

the modeller. It is important to simulate the environment as close as possible to the real conditions. 

However, detailed information about the boundary conditions is not always easily available for the 

particular space. Gathering this information may be time consuming. At the same time, some 

parameters input to the model would more or less influence the results. It is up to a modeller to decide 

the accuracy of the model input parameters, which may be difficult, especially for inexperienced CFD 

modellers. 

The aim of a parametric analysis showed here, is to determine the importance of input boundary 

conditions in terms of their contribution to the change in the model output indoor air speeds and air 

temperatures. The analysis presented here used the response surface methodology [49]. The 

response surface is a technique to analyse and optimise the response of output parameters 

influenced by varying input parameters. The response surface can be of the first or second order. 

When the response surface has a parabolic curvature, a second order model should be used, which 

is the case in this work. The second order response surface model can be described by regression 

model: 

     (5) 

where the coefficient βj measures the expected change in response y per unit increase in xi input 

parameter. The i is the number of observation, j the level of independent input variable, ε is a random 

error and  . 

The determination of the values for the input parameters to generate the second order response 

surface model was performed using the central composite design method with fractional factorial 

design. Central composite is a design method available for fitting a second order model and consists 

of three types of points: axial, cube and centre point. 

At the first step of the analysis, the plausible ranges for input parameters were assessed (Table 6). 

Those ranges were related to the variations in the measurements during the experiment and 

uncertainty in the material properties of the building components. The range of the air reference 

density (RefDen) was calculated using the ideal gas law equation based on the minimum and 

maximum expected indoor air temperatures. The ranges of the inlet air temperature (AirTemp) and 

inlet air speed (AirVel) were based on the minimum and maximum measured air temperature 

(weather station) and air speed (window inlet). The heat flux generated from the person (PerHeat) 

was taken as minimum for the seated person reading and maximum for the seated person filing [17]. 

The range of the heat generated by the laptop (CompHeat) was based on the manufacturer’s 

specification ± 10%. The ranges of the windows’ heat transfer coefficients (IntGlassHTC, WinHTC) 

were calculated based on the uncertainties in thermal resistance values for windows. Finally, the 

http://dx.doi.org/10.1016/j.buildenv.2012.08.027


Please reference as: 

Hajdukiewicz, M., Geron, M., & Keane, M.M., 2013. ‘Formal calibration methodology for CFD 
models of naturally ventilated indoor environments’. Building and Environment, 59, pp. 290-
302. http://dx.doi.org/10.1016/j.buildenv.2012.08.027 

 

 

range of the ceiling’s heat transfer coefficient (CeilingHTC) was calculated based on the structural 

drawings including the uncertainties in the thickness of roof layers and material properties. 

Table 6. Input parameters and their ranges. 

Input parameter Description Lower bound Upper bound 

RefDen Air density 1.185 [kg/m3] 1.222 [kg/m3] 

AirTemp Outdoor air temperature 13.16 [oC] 13.50 [oC] 

AirVel Air speed at the inlet 0.21 [m/s] 1.80 [m/s] 

PerHeat Person heat flux 55 [W/m2] 70 [W/m2] 

CompHeat Laptop heat source 24 [W] 36 [W] 

IntGlassHTC 
Heat transfer coefficient 
of the internal window 

3.77 [W/m2K] 4.30 [W/m2K] 

WinHTC 
Heat transfer coefficient 
of the external window 

1.55 [W/m2K] 3.05 [W/m2K] 

CeilingHTC 
Heat transfer coefficient 

of the ceiling 
0.13 [W/m2K] 0.17 [W/m2K] 

For selected eight input parameters, central composite design method generated 81 sets of input 

parameters, which provided boundary conditions for 81 CFD models to be solved. Changing the input 

boundary conditions within their ranges caused changes in the output indoor air speeds up to 0.26 

m/s and indoor air temperatures up to 9.08 oC. Based on the 81 sets of input boundary conditions, 

together with the relevant output indoor air speeds and air temperatures, the response surfaces were 

created using MATLAB [50].  

The accuracy of the fit of the predicted response values in the response values, generated by 81 CFD 

models, can be estimated using the value of the coefficient of determination R2 (Table 7). The value of 

R2 closer to 1, better the estimation of the regression equation fits the data generated by CFD. The R2 

values for indoor air speeds and air temperatures indicated good accuracy of the responses’ 

prediction. 

Table 7. Coefficient of determination for simulated indoor air speeds and air temperatures. 

Measurement 
Sensor 
location 

R2 

Air speed [m/s] 

EW1 0.941 

EW2 0.975 

EW3 0.859 

EW4 0.728 

Air temperature 
[oC] 

S1 0.884 

S2 0.921 

S3 0.890 

S4 0.978 

S5 0.998 

S6 0.989 

S7 0.987 

S8 0.995 
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S9 0.997 

S10 0.998 

S11 0.994 

S12 0.994 

S13 0.998 

S14 0.992 

Figure 11 graphs the global sensitivities of the input boundary conditions to output air speeds and air 

temperatures inside the room. The global sensitivities were calculated based on the coefficient β, 

which was the measurement of the expected change in the output parameters with varying inputs. 

The input air reference density (RefDen) and inlet air speed (AirVel) influenced the air temperatures 

and air speeds inside the room the most. The inlet air temperature (AirTemp) had a slight effect on 

the results; however its variation in the parametric analysis was not large enough to cause a 

significant change in the indoor conditions. The remaining input parameters, which varied within 

specified ranges, did not show any significant effect on the relevant outputs. 

 

 

 

Figure 11. Sensitivity of input boundary conditions to indoor air speeds and air temperatures. 
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The response surface plots are presented in order to better visualise the response of the indoor air 

speeds to the most important boundary conditions, i.e.  inlet air speed and modelled air reference 

density (Figure 12). The plots show minimum, maximum, ridge or saddle point in the response data 

and may be very useful when analysing the influence of the input boundary conditions to the output 

results, and optimising the CFD model to better fit the measurement data. Figure 13 displays the 

impact of inlet air speed and air reference density on indoor air temperatures at the locations S1, S2 

and S3 (where the simulated data did not meet the validation criteria). The graphs show only small 

changes in the air temperatures with changing boundary conditions. This proves the statement 

inserted in section 4.4, explaining the possible reasons for the absolute difference in air temperatures 

at S1, S2 and S3 locations exceeding the validation criterion. Further analysis of the additional model 
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input parameters, would be required to determine the reasons of the discrepancies at the S1, S2 and 

S3 locations. 

Figure 12.  Indoor air speed responses to changing input air speed and air reference density. 

EW1 EW2 

  
EW3 EW4 

  
 

Figure 13.  Indoor air temperature responses to changing input air speed and air reference density. 

S1 S2 S3 

   

4.6 Evaluation of model improvement 

The CFD model described in section 4.3 and validated with the on-site measurements in section 4.4 

is the final CFD model obtained by following the steps of the proposed calibration methodology 
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(section 3). Table 8 compares the absolute differences between measured and simulated data for the 

final and two previous CFD models.  

 

 

 

 

 

Table 8. Comparison of CFD models generated during the calibration process.  

Sensor 
location 

Absolute difference 
|measured – simulated| 

1st model  2nd model  
Final 

model  

EW1 [m/s] 0.05 0.03 0.01 

EW2 [m/s] 0.08 0.11 0.10 

EW3 [m/s] 0.08 0.06 0.06 

EW4 [m/s] 0.13 0.02 0.08 

S1 [oC] 4.85 1.12 1.27 

S2 [oC] 5.10 2.01 2.17 

S3 [oC] 5.32 1.84 1.84 

S4 [oC] 4.36 0.35 0.46 

S5 [oC] 2.15 0.52 0.58 

S6 [oC] 2.24 0.28 0.52 

S7 [oC] 2.16 0.36 0.35 

S9 [oC] 0.64 0.39 0.40 

S10 [oC] 0.69 0.75 0.53 

S11 [oC] 0.72 0.37 0.33 

S12 [oC] 0.52 0.66 0.53 

S13 [oC] 0.50 0.38 0.30 

S14 [oC] 0.31 0.56 0.39 

First, the 1st model was created with the air reference density set to 1.214 kg/m3. This caused a 

significant underestimation of the air temperatures inside the room (S1 – S11). Thus, the air reference 

density was improved to the value of 1.185 kg/m3 and the 2nd model was developed. However, this 

model also showed some discrepancies between measured and simulated data. The model boundary 

conditions were examined and it was discovered that the heat transfer coefficients (for the ceiling, 

external and internal windows) were not specified accurately. The changes were made to represent 

those boundaries truly and the final model was created (which results are presented in this paper). 

There was a slight improvement in the prediction of air speed at EW2 and air temperatures at S10 

and S12. The prediction of air temperatures at S1, S2 and S3 still did not meet the validation criteria. 

CFD simulations may be sensitive to a wide range of computational parameters [28]. The discrepancy 

between measured and simulated air temperatures (S1, S2 and S3) might have been caused by 
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inaccurate or wrong assumptions in the model (e.g. assumption of the adiabatic walls and floor or 

turbulence model), so changing the boundary conditions within their ranges (Table 6) did not improve 

the prediction at those locations. As mentioned before, further analysis of the model input parameters 

not taken into account in this work, would be required to determine the reasons of those 

discrepancies. 

5. Conclusions 

Well planned natural ventilation strategies in the built environments can provide healthy and 

comfortable indoor conditions, while contributing to a significant reduction in the energy consumed by 

buildings. Hence, accurate and reliable CFD models of naturally ventilated indoor spaces are 

necessary to correctly design and operate built environments. However, creating accurate CFD 

models, that truly represent real environments, requires a high level of expertise and modeller’s time. 

Furthermore it is widely reported, in the CFD community, that the results of the CFD simulations 

highly depend on the model parameters input by the user. 

This paper describes a formal calibration methodology for the development of CFD models of 

naturally ventilated indoor environments. Presented methodology, that recognises the practical 

modelling of occupied spaces in real life environments, is demonstrated on a naturally ventilated 

study room occupied by a person working on a laptop. The methodology explains how to qualitatively 

and quantitatively verify and validate CFD model; as well as, perform parametric analysis to support a 

robust calibration process. Applying the methodology optimised the decision making process when 

creating a final valid CFD model of the study room. The estimation of the numerical boundary 

conditions that most influenced model results was successfully facilitated by the response surface 

method. The concepts and techniques developed here will enhance the process of achieving reliable 

CFD models that represent indoor spaces and provide new and valuable information for estimating 

the effect of the numerical boundary conditions on the CFD model results in indoor environments. 
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