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Abstract

We elucidate the design principles for the formation of ordered structures formed by binary

mixtures of particles on spherical surfaces, such as emulsion droplets, polymer vesicles, and col-

loidal nanoparticles. Using grand-canonical Monte Carlo simulations we explore different potential

parameters observing a number of packing patterns. Interparticle interactions are described us-

ing a combination of Lennard-Jones and Yukawa potentials, mimicking the short-range attraction,

long-range repulsion often observed in colloidal systems. We show the strength of the electrostatic

interaction is one of the key parameters driving the formation of ordered patterns. We also show

that the formation of Janus particles, through segregation of different types of particles, is possible

for carefully chosen parameter combinations and identify regions of the parameter space presenting

each pattern.
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The assembly of colloidal particles, both in bulk and on surfaces, is an active area of

research [1]. It allows for the creation of materials with novel properties, with applications

in areas including photonics [2], catalysis [3], and sensing [4]. Assembly on surfaces is of

particular interest, as the surface structure can be used to direct the assembly of colloidal

particles [5]. Adsorption of colloids onto spherical droplets or particles allows for the com-

bination of different materials into core-shell architectures with applications in catalysis

[6], drug delivery [7], and the design of stimuli-responsive materials [8]. Engineering sur-

faces by the co-adsorption of surfactants with different chemical properties further allows

for the design of hybrid materials capable of performing multiple functions [9]. For instance,

polymer vesicles can be armored with amphiphilic molecules, such as poly(ethylenimine)

[10], and colloidal nanoparticles such as polystyrene latex spheres, silica nanoparticles, par-

tially film-formed poly(n-butyl methacrylate) latex particles, and a poly((ethyl acrylate)-

co-(methacrylic acid)) hydrogel [11, 12] and can be synthesized following several routes [13]

generally following a bottom-up approach [14].

On curved surfaces perfect hexagonal packing is impossible to achieve, even in the case of

perfectly monodisperse particles. In the most ideal case of identical particles on a spherical

surface, the hexagonal packing is disrupted by the formation of 12 pentacoordinated defects

[15]. Theoretical studies, using molecular dynamics [16] or Monte Carlo (MC) simulations

[17], have shown that this ideal case typically only exists when the central sphere is small,

compared to the size of the adsorbed particles. When this is not the case line defects or scars

are observed [12, 18]. When the particles adsorbed on the sphere are composed of a mixture

of different sizes the packing is expected to be more complex. The differing particle sizes

disrupts the packing, potentially leading to demixing driven purely by the size difference.

Introducing size-dependent Lennard-Jones (LJ) and electrostatic interaction between the

different types of adsorbed particles can lead to richer phase behaviour.

When the small size of the supporting particle (with respect to the adsorbed particles)

prohibits the formation of large scale order [11, 12], the interplay between the attractive

and repulsive interactions allows for the formation of a range of microphase separated struc-

tures. Understanding these structures requires knowledge of the interplay between the dif-

ferent interactions in the system. Molecular simulations have been demonstrated that it is

theoretically possible to form striped patterns on spherical particles [19], while Janus par-

ticles have been formed through the assembly of incompatible surfactants on nanoparticles
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FIG. 1: Interparticle potentials between different sized particles (black line) at (a)
εij = 0.25 and (b) εij = 1.00 for Aij = 0.00 (solid), Aij = 1.00 (dashed) and Aij = −1.00

(dotted). For comparison, same sized interparticle potentials with εij = 1.00 are shown for
small (yellow) and large (red) particles.

[20]. In addition, it has been shown by MC simulations that ordered shells or randomly

arranged patterns can be obtained either by charge-dependent repulsive interactions or size-

dependent LJ interactions [21]. Furthermore both the surface coverage and patterns formed

are not simply determined by the ratio of particles in solution (or equivalently the chemical

potentials) as demonstrated by MC simulations [11].

Despite this previous work, a general understanding of the pattern formation of particles

on a spherical surface is still lacking. This work aims to address this by using a simple model

of colloid-colloid interactions, incorporating both LJ-like and electrostatic interactions to

characterise structures formed on a spherical droplet and investigate how these depend on

the particle-particle interactions.

Inspired by recent experimental and simulation work [11] this paper will focus on binary

mixtures of particles, examining conditions that gives rise to mixed and demixed structures.

The droplet is modelled as a stationary sphere. There is no explicit interaction between

sphere and particles, rather the particles are constrained to move on the droplet surface. The

colloidal particles interact through a combination of a LJ, to model short-range interactions,

and Yukawa[22], accounting for screened electrostatic interactions:

Eij(rij) = ELJ
ij (rij) + EY ukawa

ij (rij)

= 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+ Aijσ
2
i σ

2
j

exp (−rij/ξ)
rij/ξ

(1)

where εij is the well-depth, σij = (σi+σj)/2 is the well width, Aij is a prefactor related to the
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surface charge density on the colloidal particles, ξ is the screening length (here set to 1.00),

and rij is the interparticle separation. For interactions between like-particles εij = 1.00 and

Aij = [0.00, 1.00], while for unlike particles 0.25 ≤ εij ≤ 1 and Aij = [−1.00, 1.00]. The

interactions cutoffs are set at 4σij. We set kBT
∗/ε = 1. All energies are in units of kBT

∗.

Examples of the interparticle interactions are shown in Fig. 1; for positive Aij this potential

can exhibit a short range attractive well with a repulsive tail.

The system is studied using grand-canonical MC simulations [23]. At each simulation

step a particle can be either moved, added, or removed. If the particle is moved, the new

configuration will be accepted according to the Metropolis acceptance probability:

P (s→ s′) = min[1, e−β(Es′−Es)] (2)

where Es′ − Es is the difference in energy between the new configuration s′ and the old

configuration s and β = 1
kBT

. Particle insertions and deletions are accepted according to

P (N → N + 1) = min

[
1,

1

N + 1
eβ(µ−EN+1+EN )

]
(3a)

P (N → N − 1) = min
[
1, Neβ(−µ+EN−EN−1)

]
(3b)

where µ is an effective chemical potential accounting also for the sphere-particle interactions

and N the total number of particles in the system.

The choice of simulation parameters is motivated by recent experimental results [11]. The

size ratio between large and small particles r2/r1 = 1.67 was chosen to correspond to the ratio

of commercially available polystyrene spheres [11]. The droplet size was set to R/r1 = 6,

larger than in previous work to better study the self-assembled patterns. Simulations of

both binary mixtures and single components systems were performed. We run simulations at

kBT = 1.00, 0.75, 0.50, 0.40, 0.30, 0.20, 0.10, using the last configuration of each temperature

as starting configuration for the next, lower, temperature. At each temperature 200000 MC

sweeps were performed, where each sweep consisted on average of 500 attempted translations

and 50 attempted insertions and deletions (120,000,000 attempted MC moves in total). All

the simulations have been run in three replicas.

Binary mixtures exhibit a range of different structures, as shown in Fig. 2 for kBT = 0.10.

At kBT = 0.10, corresponding to one tenth of the LJ interaction among like particles, we
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FIG. 2: Representative patterns formed at kBT = 0.10. The patterns (a-f) are specific of
selected parameters values, while (f) has been found for all the explored µ at εij < 0.75

and Aij > 0.

expect the patterns to be frozen. In the absence of electrostatic interactions (i.e. Aij = 0)

when the large particles greatly outnumber the small ones (i.e. with Nb >>> Ns) the system

typically forms a well ordered packing of the large particles with the small particles residing

in the defects of this packing which, in turn, are surrounded by five large particles (Fig. 2a).

For the opposite case, where Nb <<< Ns, the small particles similarly form a well-ordered

packing. However, the defects in the small particle packing are too small for the large

particles so disorder is seen over larger areas and a limited degree of aggregation between

the large particles is found (Fig. 2b). When Nb ∼ Ns more complex patterns are observed,

particularly when electrostatic interactions are considered. Oppositely charged particles

with strong LJ-like interactions (Aij = −1.00 and εij = 1.00) form phases where both

components are well mixed (Fig. 2c-d). Depending on the relative chemical potentials large

particles are isolated from each other and surrounded by small particles (µ1 = µ2 = 1.00)

or large and small particles form strings on the droplet surfaces (µ1 = −1.50, µ2 = −1.00).

As well as mixed patterns, segregated (Fig. 2e) and single component packings (Fig. 2f) are

found for like-charged particles with Aij > 0 and εij � 1.00.

By studying the packing patterns found for different combinations of the thermodynamic

(µi) and potential parameters (Aij and εij) we can construct a low-temperature phase dia-

gram (at kBT = 0.10) as shown in Fig. 3. This two-dimensional projection on the Aij-εij
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FIG. 3: Sketch diagram representing the 4-dimensional µ1, µ2, Aij,and εij space. Each
point of the diagram represents the possible end simulation configurations encountered at
kBT = 0.10 in the µ1, µ2 phase diagram calculated at the corresponding values of Aij, εij.
Each point can represent the presence of only uniform coating of either particle (squares),
both uniform coatings and segregation (triangles), either single coating or mixing (circles)

found at at kBT = 0.10 in µ1, and µ2 space. The dashed lines correspond to the
boundaries between uniform coating, both uniform coatings and segregation, and single

coating or mixing.

plane can be used to illustrate how each packing is related to the potential parameters. For

εij < 0.8 and Aij > −0.2 we find largely single component packings (Fig. S1a), with the

identity of the particles on the droplet surface depending on their relative chemical poten-

tials. In these cases the repulsive interactions between the unlike particles are too large to

allow both components to reside on the surface.

At low values of εij mixed packings can be formed for sufficiently negative Aij where the

electrostatic attraction can lead to mixing between the different components (Fig. S1d). Due

to the strong attractive electrostatic interactions between unlike particles (and corresponding

electrostatic repulsion between like particles) these correspond to packings where large and

small particles are mixed together, such as isolated large particles and strings. Even in this

region single-component patterns are found when µ1 is much larger than µ2. The same

considerations apply for εij = 1.00 and all values of Aij. In this latter case mixed patterns

become predominant when Aij decreases.

Patterns consisting of segregated regions of large and small particles (as in Fig. S1b) are

only observed for a narrow region between the single and two-component mixed packings.

The narrow window of segregated phases can be understood as the repulsion between the

unlike particles has to be large enough for the particles to demix from each other but not
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FIG. 4: Fraction of small (yellow) and large (red) particles and fraction of occupied surface
(black) for constant values of Aij (a,b) and εij (b,c) at µ1 = −1.00, µ2 = −0.50.

large enough to lead to single component packings. The transition can be observed by

following the fraction of small and large particles at selected values of µ1, µ2 along εij and

Aij. The trend can be appreciated for instance at µ1 = −1.00 and µ2 = −0.50, values for

which the patterns observed are particularly sensitive to the choice of potential parameters.

In Fig. 4 we show how the packing patterns at at kBT = 0.10 (where the surface is

entirely covered by particles) are controlled through the potential parameters Aij and εij.

For constant Aij = 1.00 (Fig. 4a) the coverage, dominated by large particles at εij < 0.5

become dominated by small ones for εij approaching 1.00. In this case, at εij ' 0.6 there

is the crossover between the two populations, where the large particles appear as isolated

defects on the surface. The fraction of small particles reaches a maximum at εij = 0.75 and

this is the region in which segregation can emerge. At values of εij larger than 0.85 mixing

occurs with a decrease in the fraction of small particles. This behavior is not observed

at Aij = −1.00 (Fig. 4b) where the two particle populations are approximately constant
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along εij, even if a large degree of order is observed in the patterns at εij = 1.00, with the

appearance of well mixed structures or stripes. Similar transitions are observed for the other

values of the potential parameters, and also by following the process along Aij at constant

εij = 0.50 (Fig. 4c), where segregation is observed for Aij between -0.25 and -0.45. On the

other hand, for εij = 1.00 no crossover is observed and the fraction of small particles simply

increases with Aij (Fig. 4d).

These simulations demonstrate that through judicious choices of potential parameters

the packing patterns of particles in spherical surfaces may be controlled. Experimentally

such systems can be realised through the adsorption of colloidal nanoparticles onto fluid

droplets, bilayer vesicles, or curved surfaces, or the formation of core-shell particles. This

work demonstrates that the strength of the electrostatic interaction is a key parameter for

controlling the formation of ordered patterns. While it is not always straightforward, the

strength of interactions between colloidal particles can be controlled experimentally [24]

through changing ionic strength, pH, or polymer concentration, giving a potential route for

directing assembly of colloidal nanoparticles.
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