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We investigate the potential of prosthetic healtesto generate abnormal flow and stress
patterns, which can contribute to platelet actoratnd lysis according to blood damage
accumulation mechanisms. High-resolution velocigasurements of the unsteady flow
field, obtained with a standard Particle Image ¢eteetry system and a scaled-up model
valve, are used to estimate the shear stressegatimvnstream of the valve, accounting for
flow features at scales less than one order of matglarger than blood cells. Velocity data
at effective spatial and temporal resolution o860 and 1.75 kHz, respectively, enabled
accurate extraction of Lagrangian trajectories laading histories experienced by blood
cells. Non-physiological stresses up to 10 Pa wetected, while the development of vortex
flow in the wake of the valve was observed to digantly increase the exposure time,
favouring platelet activation. The loading histgrieombined with empirical models for
blood damage, reveal that platelet activation gaislare promoted at different stages of the
heart cycle. Shear stress and blood damage estig@eshown to be sensitive to

measurement resolution.

Keywords: cardiovascular device, particle imageeiehetry, Lagrangian tracking, platelet

activation, platelet lysis



1. Introduction

Any investigation of the performance of cardiovdacdevices must face the problem that
blood damage is modulated by the action of the fioveells, at a scale orders of magnitude
smaller than the device and surrounding anatomghwvtietermine the flow field. In turbulent
and transitional flow, in particular, the microsedllbw has a complex structure that cannot
be completely determined from measurements of éeroscale flow. Non-physiological
flow plays a major role among the causes of thragntdmolic complications associated with
prosthetic mechanical heart valves (MHY5)exposing blood cells to shear stresses higher
than the values found in native valves. Geometdydamamics of artificial occluders
promote abnormal features such as jets, separainohyortex shedding, which can subject
cell trajectories to prolonged or intermittent esp to large shearing foré&slt has been
suggested that flow structures in these fieldse#estive at scales down to tens of {fior
even les$ These estimates stem from Kolmogorov theorydotropic, homogeneous,
statistically stationary turbulence, which is quasable for the strongly unsteady short-
duration flow involved. These calculations hintte existence of cellular-scale flow
structures, but to date, the smallest flow striegun MHV flow have not been directly

measured, because of limitations on the resolwf@xperimental methods.

Predicting blood damage as a function of macroscibmiv conditions requires that a
guantitative model of cellular response to mechanaads be integrated with detailed
knowledge of the flow field that determines the heeucal loads. Numerous authors have
subjected blood (or suspensions of blood cefis)tro to controlled shear stress and
measured resulting hemoly$is? platelet lysi§**® or platelet activatiofi™® It has been
shown that both hemolysis and platelet activatiendgpendent not only on instantaneous
stress, but on the history of stress, suggestiapitlood elements can accumulate sublethal

damage. Such findings have been used to develapetywof empirically based



mathematical modeis*®#? Since cellular response to stress is dependehistary, such
models must be integrated over the Lagrangiandi@jg of a cell through the flow field of a
given device in order to predict flow-induced blataimage. The flow field should be
characterised at sufficient spatial resolutionrtatde all relevant flow features to be
measured, and at sufficient temporal resolutioalltov stress to be recorded over the history
of a cell as it is convected through the field.d&de, blood damage index in MHVs has been
calculated only from numerical data, either for loéysis'® or thrombosi§*?* Although

Particle Image Velocimetry (PI1V) has been usedresitely to measure the flow field in
MHVs>?>29 jts temporal and spatial resolution has not t=#ficient to allow the

integration of blood damage models along Lagrangahtrajectories.

Non-physiological flow patterns can arise at défarlocations near a valve. Blood leakage
through the gaps between leaflets, between leaftets/alve housing and in the hinge
mechanism is beneficial for reducing thrombosig¢,dsuthe other hand produces high-speed
jets associated with large shear stresses andéutlfluctuations which are considered
responsible for triggering hemoly3isThe main forward flow through the valve provides
gentler hemodynamic conditions than either lealadenge flow. Nevertheless, for the
most part, blood flow interacts with the valve whtis fully open, so even moderate
thrombogenic conditions occurring during the mairwfard flow can potentially affect the
patient's health. This is the reason why the manwdrd flow is still paid so much attention

in recent experimental®®>*%2and numeric4**%33*33nvestigation.

In this paper we present the results of experimiatisexploit scale-up to enhance the current
resolution limits for MHV flow measurements. Thendmination of PIV diagnostics with a
scaled-up model valve has been recently demondtasta promising approach to increase

spatial and temporal resolution simultaneotfsiylanar PIV data collected downstream of a



scaled-up MHYV in the aortic position are used taleate the mechanical loading history of
blood elements. That enables the application oL Hgrangian tracking approach used to
date almost exclusively in numerical investigation® evaluate two blood damage models
which have been proposed to predict platelet ambinaccounting for the non-linear
dependence on exposure time in a physically soastiidrt®?2 The integration of those
models along almost 25,000 trajectories providesssimate of platelet activation in the bulk
forward flow during systole and moreover allows éoaluation of the relevance of the

increased measurement resolution.

2. Materialsand Methods
2.1. Experimental apparatus

The test rig is designed to reproduce and investitiee unsteady main forward flow through
a large-scale model valve in aortic position ansl een described in more detail
elsewher&. The valve design is loosely based on the geonoét®y. Jude Medical™

bileaflet valve, scaled up by a factor of 5.8 t® dm diameter. The model valve has two
semi-elliptical leaflets, each with two rectangypaotru- sions which sit in a butterfly-shaped

hinge recess. The butterfly constrains the leaf#veen closed and fully open positions.

The test section is a cylindrical tube as a moalethe root of the aorta. The tube wall is 5
mm thick and is made of transparent PMMA to allgtical access. The valve is mounted in
the cylindrical tube, just downstream of the reservlhis mimics the anatomical
arrangement, in which blood flows through the vdheen the relatively large left ventricle of
the heart. The inlet is flared with a radius eqod.3 of the internal diameter, to prevent
flow separation as the fluid enters the test sadtiom the reservoir. A transparent viewing

box, with 5-mm-thick PMMA walls, surrounds the testtion and is filled with water. The



purpose of the viewing box is to reduce opticalatiton that occurs between the working

fluid and the cylindrical test section.

A sketch of the experimental system is shown in EigJpstream of the test section and
valve, there is a 160-L polyethylene tank, whickested to the atmosphere and acts as a
reservoir. Downstream, @0.8-mm hose connects the test section to a compaoitgrolled
piston pump. The stainless steel piston rod isedrivy a stepper motor controlled using

National Instruments™ MAX and LabVIEW software, @dNI™ motion control card.

The flow system is not operated in continuous maderder to reproduce the unsteady
systolic waveform at the inlet of the aorta, th&tqm travels from one end to the other of the
pump cylinder at varying speed. After the end attghe the pump is reset to the start position
and the fluid is kept at rest for 1 minute priothe next run in order to eliminate residual

flow from the previous cycle.

According to dimensional analyaisfluid dynamic similarity between model and

physiological scale is assured by preserving thenBlds number

Re:ﬁ
v

and the Womersley number
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whereU is the flow velocityD is the diametery is the kinematic viscosity arfds the
heartbeat frequency. Since the viscosity of wateed as the working fluid, is 3.5 times
smaller than blood, flow velocity is reduced byaator of about 19.1 and the time scale of

the experiment is increased by a factor of 118¢s¢rve Reynolds and Womersley numbers.



The fluid is seeded with tracer particles and illnated by a Nd:YAG laser. The laser beam
is shaped into a light sheet by a 15 mm cylindrieas and focused by a 200 mm spherical
lens. These lenses yield a light sheet whose teekmwe estimated as 100 um at its waist.
This estimate is based on digital images of a bthffuse target illuminated by the light

sheet at an angle of 10°.

The PIV system used to conduct the experiments aeaga double-pulse Nd:YAG laser
(PIV Gemini model Y100-15, 610127, TSI Inc.), aithcamera with a 1000 x 1016 pixel
CCD (PIVCAM 10-30, TSI Inc.), an articulated ligtklivery arm, a synchroniser and a PCI

frame grabber.

Images for PIV were acquired at a rate of 15 Hz@nodessed with non-overlapping 16 x 16
pixel interrogation regions, yielding a grid of 832 velocity measurements. Post-
processing of the data includes a local media@rfilvhich rejects about 4% of the vectors.
To control the experimental noise which can afthetfirst derivatives of the velocity data

used to calculate the shear stresses, Gaussianrsngis applied on 3 x 3 masks.

2.2. Test conditions and measurement resolution

The velocity field was measured downstream of toe@hvalve in the mid-plane of the
aortic root. The flow is unsteady, replicating tealistic aortic waveforif shown in Fig. 2.

The leaflets are locked in the fully open position.

To avoid any ambiguity, all values of flow ratedF2), distance, time and shear stress
henceforth are expressed in equivalent physiolbgae. The systole duration is 370 ms
and the peak Reynolds number (6200) is reached28tms. The unsteady flow was
measured at 650 time steps throughout the sygtbése, which according to the equivalent

acquisition rate of the PIV system (1.75 kHz) yse&dtemporal resolution of 570 us.



The flow field was investigated in 15 regions dotweam of the valve. For each frame the
camera was configured to achieve a spatial resoluti 60 um, resulting in a field of view
3.8 mm x 3.7 mm. The 15 frames cover an overah af about 11 mm x 19 mm, located
downstream of one of the valve leaflets, as digdag Fig. 3. The coordinate is aligned

with the main flow direction and thecoordinate is normal to the plane defined byxheis
and the leaflets' rotation axis. The origin is plhon the datum line defined by the tips of the

leaflets (see Fig. 3).

2.3. Lagrangian tracking

PIV provided planar measurements of the two veyjammponents, andyv, in an Eulerian
framework. For each node of the spatial grid, imstacous shear stresses are calculated as

T = n(8u/dy + dv/dx) using a second-order accurate central differecerse. Since blood

damage is related to the history of mechanicalit@pexperienced by cells, our interest is to
investigate the flow field in a Lagrangian fashidherefore we integrate the velocity maps
obtained with PIV to calculate a number of possildgectories. Each trajectory is initiated
from a selected start tinigand start locatiornxg, yo). For any locationx, y;) at thei-th time
point, the values of the 2 velocity componeamtandy; are integrated over the time step

At = 570 us to calculatei(s, yi+1), using a forward Euler scheffieBicubic spline spatial
interpolatiori® of the discrete velocity data at thth time point provides the values.{,

Vi+1), to be used in the next integration step, as agethe local shear stress, .

Trajectories are integrated across a spatial dodefined by the 15 frames: at the beginning
of every integration steip the frame used for the spatial interpolatioreiested as the one
including the pointX, yi). The temporal domain for integration consist$%® time points

that cover the entire systole. Integration stopsmihe tracked particle leaves the area of the

15 frames. However, the trajectories initiatechatlater stages of systole experience a very



slow motion, so it can happen that they do not tivatinvestigated area before the end of
systole. It is assumed that those cells remaihersame region during the whole diastolic
phase (not investigated here), when velocity is lldwa tracked particle has not left the
measurement area at the end of systole, the itit@gat its trajectory resumes at the

beginning of the next systole.

Trajectories are initiated & = 0, i.e. at the upstream edge of the measureaneat They
are calculated for 186 start locationqtaken betweeg = 0 mm and/ = 11 mm) and 130
start timedy (every fifth measurement time, betweaen0 andt = 370 ms), resulting in a

total of 24,180 calculated cell paths.

2.4.Blood damage models

The objective of this investigation is to identifgw features causing intense and/or
prolonged shear stress on cells, with the potetdiigger blood damage. To determine the
loading history of representative individual cefibear stresses are evaluated along the
calculated trajectories. The knowledge of the medah loading of cells as a function of

time allows for the calculation of the cumulatiedd damage. In this paper we chose to use
the platelet damage models proposed by GoubemgritsAffeld® and Grigioni et af’. Both
models respect the principle of causafify, reproduce the original empirical model
introduced by Giersiepen et’@lunder constant shear stress and account for aldénip

history previously sustained by the blood Tt

The model proposed by Grigioni et?dis based on the idea that the blood damage iB&éx

is a certain function of the mechanical ddde-t x %2

supplied to the cell. In particular for
each integration step the cumulative mechanicas dostributes to thieth damage

incrementA (BDI )., yielding the discrete formulation
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k
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where D(to) is the mechanical dose already accumulated bgelhat the integration start
time and &, b, C) are empirically tuned parameters. The total da@I (t,) can be

calculated by summation of all the discrete incretm@ccumulated along a trajectory frggm

to t.

The model introduced by Goubergrits and Affélidtroduces an additional virtual time to
account for the fact that the damage index is niotear function of time. This correction

leads to the following formulatiéh

BDI (t,)=C | At + (D )

Both Eq. 1 and Eq. 2 embed three empirically tyre@meters. Here we take in
consideration two sets of values proposed for tpasemeters. The former set was proposed
by Giersiepen et af to fit measurements of the LDH enzyme (a markeplatelet lysis)

released by platelets exposed to uniform sheasssinea Couette viscometer:

The model in Eq. 1 has been used by Nobili &f,altho tuned the three parameters
according to experimental measurements of throrgeireration due to platelet activation

induced by controlled dynamic shearing:

(8,,b,,C,)=(1.3198, 0.6256, 10) (4)



As a consequence, the results produced by thedtgm$ parameters will be regarded as

predictions of two different events, platelet lydts). 3) and platelet activation (Eq. 4).

2.5. Summary of data processing

A methodology is proposed to use experimental nreasents of a macroscale flow field for
evaluating the mechanical loading history experengy blood cells as the travel
downstream of a mechanical heart valve. The methade more generally applied to a
number of cardiovascular devices, the crucial pbaihg the availability of space- and time-

resolved data.

The signal chain from flow-field images to bloodmige estimates is summarised in the
flowchart reported in Fig. 4. The top row of theviichart covers the procedures used to
process the raw images to calculate the velocitysaad, from these, the instantaneous
shear stress maps. With regards to the cross-atbaelof the raw images, the effect of scale-
up and optical distortion (due to refractive ingedsmatch) on the measurement error has
been extensively discuss$&dThe calculation of crude velocity data is follawey a

validation stage, consisting of median filterindjigh rejects about 4% of the vectors.
Gaussian smoothing with a 3 x 3 stencil is theriegpfollowed by numerical

differentiation with a second-order accurate cemlifference scheme to estimate velocity
gradients. The combination of Gaussian smoothirlg this finite difference scheme has
been used by Ge et%].among others, for similar measurements. It has lseown by Luff

et al** that this approach is superior to more compleitefidifferences. In tests on synthetic

PIV data, is has been demonstrated that the snrmgp$iteép can reduce noise in the gradients

from 68% to about 494

Lagrangian tracking (to calculate trajectories kradling histories from shear stress maps) is

accomplished by temporal integration of the veloddita and subsequent spatial

10



interpolation. Temporal integration by a forwarddétilscheme, already proposed for the
treatment of similar numerical dataintroduces an approximation, since it assume®umi
velocity in the time interval between to PIV acdgtosms. However the high temporal
resolution achieved is beneficial for this integrat as the maximum displacement between
two measurement times is about 2% of the deviagtthescale. The spatial interpolation with
a bicubic spline functiofl is necessary to overcome the fact that the vglokita is available
at discrete locations. The same spatial intermmgbrovides the value of the instantaneous
shear stress for every point of the trajectorystielding the loading history. Finally, the
integration of the blood damage models over thdit@phistories gives the damage

parameter here referred toBisI.

3. Results

As the interest is on instantaneous shear stredgesesults presented in this paper are taken
from one realisation of the experiment for eackhef15 frames. While experiments were
designed to minimise cycle-to-cycle variability riadions of the velocity field are intrinsic to
unsteady flows with moderately high Reynolds nurabkr preliminary repeatability tests,

we collected velocity data and computed shearsstrethe frame closest to the leaflet tip in
25 realisations. Root-mean-square (rms) variatiashiear stresses is plotted in Fig. 5 for
peak systoletd = 93 ms), the time at which highest variationsunctn this plot the highest

rms is around 3.5 Pa, the average value of thea stregs being about 9 Pa.

3.1. Eulerian and Lagrangian representation of the miateeous shear stresses

An illustrative instantaneous shear stress magnai peak systoléy(= 93 ms), is shown in
Fig. 6. The largest shear stresses can be obsgistedbwnstream of the valve, as the flow

close to the upper surface of the leaflet maintaisgeep velocity gradiemsu/dy. Away from
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the leaflet tip, in the bulk of the lateral orifige, we observe a relative paucity of large

stresses with respect to the central orifice jet.

The integration of the velocity data from PIV proed possible trajectories of cells
transported through the fully open valve duringuhsteady systolic flow. In Fig. 7, temporal
profiles are shown for shear stress along two glfgr@jectories, initiated at the start time
to=74 ms{ from the locationgo = 5.1 mm andgp = 6.4

mm. The trajectory initiated g = 5.1 mm gets entrapped in a vortex shed frontrtikng
edge of the leaflet, so the stress repeatedlylatasibetween 0 and about 9 Pa. The other
trajectory selected, initiated yt = 6.4 mm, exhibits exposure to shear stress pgakia0

Pa.

Cells travelling across the valve at different tinage exposed to dissimilar loading. In Fig. 8
the path-averaged stress for trajectories initiatggd = 6.1 mm is plotted as a function of the
start timetyp. Trajectories started befotg= 130 ms are exposed to stresses that, averaged
over the entire trajectory, are larger than 1 Raadrticular the average stress can be as high
as 3 Pa when cells pass through the valve clodetpeak systoldy= 93 ms). At later

stages, fotp up to about 200 ms, average stresses can slighktged 1 Pa, and later on they
range between 0.5 and 1 Pa. For comparison, toaiestinitiated in the lateral orifice at

Yo = 10.1 mm (also plotted in Fig. 8) exhibit averagesses between 0.5 and 1 Pa for any

start time.

For the trajectories startedyat= 6.1 mm considered in Fig. 8, the time needeskibthe

region under observation is less than 100 ms &ot 8tnes before peak systole. For later start
times, however, transit times are up to 250 msis@elvelling in the lateral orifice

(Yo = 10.1 mm) exit the observed region in less tHams for any start time before

to = 200 ms.

12



3.2. Preliminary test of the blood damage models

Equations 1 and 2 were tested by selecting twolsistpess patterns as input loading. In one
test we used a square waveform, with stress atsynequal to 1 or 20 Pa at 1 Hz frequency.
The duration was 2000 ms and the time dieywas set to 1 ms. For the other test, we used a
sinusoidal waveform, oscillating between 0.01 a@dP2 at 1 Hz frequency. In these tests for

both Eqg. 1 and Eqg. 2 we use the set of parametep®ged for platelet lysis (Eq. 3).

The results of the tests indicate that, in spitthefseemingly different functional form, the
models proposed by Grigioni et8I(Eq. 1) and Goubergrits and AfféldEq. 2) produce
very similar predictions with either square or siogal waveform. Fig. 9 shows the response

of the two models to the sinusoidal input stress.

In a further test, Eq. 1 and Eq. 2 were used tdiptéhe response to a constant shear stress of
1 Pa for a duration of 1 s. Both equations coryagmtédict theBDI of 3.31 x 1, consistent

with the original model by Giersiepen et‘alVarying the time stept between 18 s and 10

!5, we found that Eq. 2 gives the expected valinatever time step is used. However, the

result of Eq. 1 asymptotically approaches the etguecalue asA — 0.

3.3. Blood damage predictions from PIV data

Combining the PIV capabilities with the benefitsschle up, in our experiments the effective
time step between measurements is 570 us. Withintesstep the gap between the response
of Eg. 1 and Eg. 2 to uniform shear stress isQuk3%. However, we used Eq. 2 for the
following calculations, as it is independent of dmice of the time step. We integrate Eq. 2

using the parameters for platelet ly3i€q. 3) and activatidi (Eq. 4).

The blood damage ind@BDI is calculated integrating the loading historiesdweery

trajectory, so that 24,180 values of this parama&teravailable as a function tgfandy.
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These values are used to build up contour plotpladelet lysis and activation. Fig. 10 shows
the results obtained for platelet lysis. The magaelicts that the blood damage is higher
where the cells are exposed to large shear stregbesh occurs in the middle (M) frame
during the acceleration stage of systole. The wahi8DI calculated for platelet lysis peak at
about 8x10. Most of the damage is concentrated in the trajet initiated closest to the

leaflet. TheBDI for these trajectories before systole peak iscgipi around 3.5x 18,

Cells passing through the valve after the sysymdiak (o > 93 ms) undergo less intense
stress, and the model predicts a quick decay afdbttamage to less than one third of the
values predicted before systolic peak. Moreovernguhe deceleration stage the damage is
lower but more diffused, as it spreads to a langerval ofyy values. At this stage only,

blood damage is detected in the top (T) framettomygh less intense. For trajectories
initiated in the bottom (B) frame the predic8DI is uniformly low and never exceeds 5% of

the highest value detected in the middle frame.

The predictions obtained for platelet activatioa eeported in Fig. 11. The scale of blood
damage index cannot be compared to the resultgil@, as the pedBDI is close to
1.5x10°, which is about 50 times smaller than the highahte obtained using the

parameters of Giersiepen.

Similarly to what was observed in Fig. 10, mosth&f blood damage predicted for platelet
activation is concentrated in the trajectoriesatetd closest to the leaflet. However lower but
comparable peak values are found also in the tppr{dl bottom (B) frame and the temporal
distribution of the damage is quite different freime other model. Prior to systolic peak the
values ofBDI are low everywhere, with the exception of thegtgpries initiated close to the
leaflet tip. But differently from platelet lyside largest values for platelet activation are

detected after the systolic peak. The valuBDF for most of the trajectories initiated close to

14



the leaflet for 120 ms & < 200 ms is above 8xTPpeaking at 1.5x1% Despite the fact that
during flow deceleration cells experience loweratsatresses, at this stage the exposure time
is longer, as cells are transported away fromehédt wake more slowly. The platelet
activation model (Eq. 4) estimates larger damagéoftg exposure to moderate stress than
for brief exposure to high stresses. That alsoamplwhy comparable damage is predicted

also in the bottom (B) and top (T) frame, whereyanbderate stress values are detected.

3.4. Effect of measurement resolution

In order to evaluate the effect of measurementu@sa on blood damage prediction, we
compare the predictions obtained from the same field at different spatial resolutions.

This analysis was conducted for the measurememiefidosest to the leaflet tip. To obtain
low-resolution velocity maps of the same flow, vepnocessed the images using 32 x 32
pixels interrogation windows, instead of 16 x 18gbs as for the results presented so far. The
new processing reduces the spatial resolutioneo¥/éocity field by a factor of 2, resulting in
an effective spatial resolution of 120 um. The miata are then integrated to calculate cell

trajectories, and subsequently the blood damagxirsddevaluated.

For the low-resolution data, trajectories are atéd at 130 different start timgsand 31 start
positionsyo, resulting in a total of 4,030 cell paths. Thetspasitions (and trajectories) are

half as many as for the higher resolution data.

In order to display the results in a clear and cachjorm, trajectories are clustered in 3
groups {Y1, Yz, Y3} according to the start location (e.g.Y; includes trajectories initiated in
the lower part of the frame). The averagindbi within each group is solely intended to
reduce the amount of data points to display andligigt the trends. It is not essential to the

signal chain and for this reason it was not inctlotethe flowchart reported in Fig. 4. The

15



group-averaged values of blood damage index ateedlin Fig. 12 and 13 as a function of

the start time,,.

The results for platelet lysis are plotted in Hig.for both high and low resolution. Blood
damage is underestimated by the low-resolution oreasents. The largest difference occurs
in the groupY», which is the closest to the leaflet tip: hereiggithe acceleration stage the
BDI drops up to 55.3%, with an average reductioB&8%. The reduction of predicted
damage reflects the fact that for the lower resmumneasurements we observe generally

lower levels of shear stress.

In the results of the platelet activation modedtt@d in Fig. 13, the reduction BDI with
lower resolution data is still evident, though astremarkable as seen in Fig. 12. During
early acceleratiorntd < 50 ms) the loading pattern exhibits high sh&asses and thgDI for
platelet activation, calculated at full resolutipeaks to about 3.5x¥0Calculations with
PIV data at lower resolution yield an average réduoof theBDI of 27.1% for the groujy>.
In the time interval 120 msts < 200 ms the shear stresses are lower but thed@xgposure
times produce even highBbI values, peaking at about 5%10n this case thBDI

reduction is 14.6%.

4. Discussion

An ideal experiment to assess the link betweendtaomage and mechanical loading would
require simultaneous measurement of both quantEesluation of fluid forces is based on
optical techniques, which in that case would haviate two orders of problems: optical
access to an opague medium like whole blood oelgtatich plasma; resolution limits due to
the scale of flow-cell interactions (estimated besw 10 and 16 pm). Furthermore platelet
activation can only be measured off-line, which Wdamake it difficult to relate the measured

guantity with a specific site in the flow or a spednstant in the heart cycle. Therefore at
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the present stage platelet activation and shesssshrave to be assessed in separate

experiments.

In this investigation we exploited the conceptlafd-dynamic similarity to design a scaled-
up experiment allowing standard PIV to capture fleatures at the highest spatial (60 pum)
and temporal (570 us) resolution achieved so faulsaneously. This resolution (equivalent
to 8 red blood cell diameters, or 20 times red 8loell thickness) is at or near the limit at
which blood may reasonably be modelled as a honemenfluid. For comparison, recent
PIV measurements with physiological scale valvesamsolution of {135 um, 67,000 |5}
and {1200 pm, 333 ué}. The current resolution limit, achieved using aled-up valve, is

{120 pm, 570 ps¥.

4.1.Lagrangian tracking

We used Lagrangian tracking to compute cell trajges and loading histories from PIV
experiments. The accuracy of Lagrangian trackirgdasely connected to the resolution (both
in space and time) of the velocity field. For thesison it has been used extensively in
combination with numerical data, with exampleshi field of prosthetic heart valv@s®

There are very few examples of Lagrangian trackingardiovascular flow based on
experimental, rather than computational, data. ey deals with the flow through a 5:1
scaled-up model of a stenosed coronary artery. Mexven that investigation, the accuracy
of Lagrangian tracking is restricted by the tempogaolution of the PIV data (the frame rate
is 15 Hz), since the largest displacement betweerconsecutive measurement times (the
largest velocity is about 0.4 m/s) is about twisdaage (27 mm) as the stenosis diameter (15
mm). Therefore the temporal gap between time pasriiied with streamlines calculated by

interpolation from the available flow fields. Fasraparison, in the present study the
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maximum displacement between two measurement israsout 2% of the device length

scale.

Lagrangian tracking shows that in the wake of d&lét cells can linger for a time (up to 100
ms before peak systole and up to 250 ms afterwargisificantly longer than the time they
need to travel across the lateral orifice. Forscelivelling close to the leaflets, path-averaged
shear stresses are as high as 3 Pa, with instanapeaks up to 10 Pa. Notably, these values
represent the true local instantaneous stres®ifiuid, and are distinct from the Reynolds
stress often used to characterise stress in turbildev when data are not adequate to resolve

fine structuré”*

These results suggest that in this region cell&gpesed for hundreds of ms to shear stresses
sustainedly larger than the normal physiologicage(between 0.5 Pa and 1 Pa). The shear
stresses we measured for cells travelling in ttexddorifice jet, farther from the leaflet tip,

fall within the normal physiological range.

4.2.Blood damage

Cell response to the measured mechanical loadisgest@mated using predictive tools
established from the measurement of platelet resptmcontrolled shearing in somewhat
simplified flow conditions. We considered two matiaical model formulatiorf$?,

designed to produce physically sound predictionsl@dd damage level. The comparison of
the two mathematical models revealed that, in sgitee quite dissimilar formulation, they
produce the same results, at least in the limihbf— 0. We used the formulation proposed
by Goubergrits' because it is less sensitive to the time stepalateconsidered two sets of
empirical parameters for the model, meant to asbesievel of platelet lystd and

activatiorf>.
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Our results show that the largest values of platedes, being more strongly influenced by
the intensity of the stress, are localised nealdhfiet during the acceleration stage, where
the highest stresses are detected. Here the agEdgs 2.5x10°. Goubergrits and Affefd
suggested that the predicted level of plateleslps compared to the blood damage
accumulated during a single passage through théevdrgulation system. Assuming that the
lifespan of platelets is 14 days and that blood gletes one passage in about 1 minute, the
reference damage accumulated in one pasSmgebout 5x18. That means that the brief
exposure to high shear downstream of the valveriboés an additional 50% damage for

each passage.

For platelet activation, the integration of the rabof Nobili et al*? along cell trajectories
shows that the largest damage is predicted aféesythtolic peak, during the deceleration
stage. Observation of the loading histories inéidahat at this stage stress levels are lower
than during acceleration, but still larger than giblogical values, at least for trajectories
initiated befordy = 200 ms. During the deceleration stage the expdsue increases
significantly, as cells remain longer in the regwinere non-physiological shear stresses are
detected. According to the model parameters, ghéattivation has a stronger dependence
on exposure time (exponeat 1.3198) than shear strebsH0.6256). Unlike cell lysis,
platelet activation is maximised by long exposareven moderate shear (after systole peak)
rather than brief exposure to high shear (befostody peak). With respect to the role of the
start locationyo, our results indicate that the average activadgegls for trajectories initiated

close to the tip of the leaflet in the time intdrfd&20, 200] ms is 15 times larger than in the

bottom frame foty < 200 ms.
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4.3.Length scales

In a previous publicaticfi the valve flow was characterised with PIV measeets at a
spatial resolution of 120 um. These measuremewnéaled vortical structures in the leaflet
wake, with energy distributed across a wide rarfgeequencies, according to spectral

analysis.

In the present article, the same flow is descriteal spatial resolution increased by a factor
of 2, and this improvement has been exploited f@ement Lagrangian tracking of virtual
blood cells and estimate the potential of the ffomwblood damage. However, to assess the
role of small-scale flow structure in blood damaftmy-field images have also been
processed at coarser resolution. Processing at l@selution yields lower estimates of shear
stress, with consequent underestimation of platieetage and activation (particularly in
conditions where the blood damage model is modites to stress intensity). This finding
indicates quantitatively that significant blood-daging flow structures of length scale 120
pm or smaller exist in MHV wake flow, based on Mhgjuist criterion applied to the

effective spatial resolution (60 um) of these measients, and suggests the existence of
flow structures across a broad spectrum of lencgifes. These results confirm the need to
pursue highly resolved measurements of the flold fi@nce a coarser resolution overlooks
the smaller active scales, which give a substaatiatribution to the mechanical damage and

activation of platelets.

4.4, Limitations

The data collected in this paper does not allowdliidentification of the smallest active
length scales of the flow, which may be smallenttiee state-of-the-art resolution achieved

in this investigation. The existence of under-resdispatial scales is suggested by the
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sensitivity of shear stress results both to ingattimn window size and Gaussian smoothing

of velocity data.

Smoothing is motivated by the sensitivity of caltetl shear stress to noise intrinsic in the
experimental velocity measurements. It was emplayethe smallest possible stencil (3 x 3
pixels) to minimise impact on the effective spatedolution. Comparison between smoothed
and non-smoothed velocity data in the frame clogetite leaflet tip shows that mean shear
stresses along each trajectory is 63% higher, erage, when using non-smoothed data.
Such variation can be a marker of under-resolvedtlescales, as well as velocity

measurement noise.

Predicted cell lysis and platelet activation asmadarger for non-smoothed data, showing
average increments of 340% and 41% respectivelweder the qualitative results of the
damage models, and the conclusions drawn in thidearare not significantly affected by
smoothing, as shown by the comparison betweenl#telgt lysis predicted from smoothed
data (Fig. 12, high-resolution plot) and the lysiedicted from non-smoothed data, reported

in Fig. 14.

Since the valve leaflets are fixed in the presendi@eh flow phenomena due to valve opening
and closure are not reproduced. Observation ofelegleihematics indicates that valve opening
and closure actually occur in a very short timeo leaflets are fully open during most of
systole. The additional contribution of leaflet dymics will be fully appraised in future
investigation that will benefit from the processtogls and the reference results presented in

this paper.

The use of a straight tube downstream of the awaiiee in our model omits the geometry of
the aortic sinus, but mimics the geometry realisbdn aortic valve replacement is

associated with aortic root reconstruction usirsgraight conduit graft. It has been
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demonstrated that the flow separation and vorteddimg downstream of the valve
measured in a straight déitis similar in structure to the case when aortitises are
considered This is valid at least for unsteady flow withfless locked in fully open

position. Further investigation should address tie of the aortic sinuses when leaflets are

free to move.

The effects of out-of-plane velocity have not beertuded in the analysis. Consequently, it
is likely that the results underestimate loadindgtwod cells. However, measurements were
conducted on a plane of symmetry where the meaofepiane flow is zero, and the two-
component approach is therefore expected to gimeaningful approximation to the true

situation.

5. Conclusions

Enhanced measurement resolution was demonstrabedaucial for evaluating the
hemodynamic performance of mechanical valves. ile gjp the current limits of
measurement technology, we showed that scalindagul fllow experiments allows for
computation of mechanical loads on blood cells rmgrangian fashion. We demonstrated
that flow structures are active at scales smdtlan tL20 um, and therefore only high-

resolution measurements can provide correct asees®hplatelet damage and activation.

Our measurements are suitable for integration gfiecal models taken from the open
literature. These models turned out to give simigults, whereas the sets of parameters
available, tuned for different types of damageultesl in dissimilar predictions, showing that
platelet activation is mostly promoted in the decation stage after systole, where loading
histories are characterised by longer exposurestimenoderate non-physiological shear

stress.
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List of Figures
1 Schematic diagram of the test rig (vertical méay@ section view).
2 Aortic velocity waveform during systole. Systotieak occurs dp = 93 ms.

3 Location of the 15 frames where velocity meas@misiwere collected. Theaxis is
offset 1.9 mm from the middle axis of the duct. Téteers T, M, B mark the 3 frames
(top, middle and bottom frame, respectively) wheagectories are initiated.he arc of
motion of the leaflets is sketched. (The leaflaisndt move during the experiments

presented in this paper.)

4 Flowchart of data processing, from flow-field ipes to blood damage estimates.
Processing includes calculation of the velocitydfiend its derivatives (top row),

Lagrangian tracking and blood damage estimatiottgborow).

5 Cycle-to-cycle variability of the shear strespeak systolet{ = 93 ms) calculated for 25
realisations of the experiment. Data are colleateal 3.8 mm x 3.8 mm frame

downstream of the leaflet’s tip (sketched on tliedile).

6 Example of instantaneous shear stress, mappedl the 15 frames at peak systole

(to = 93 ms). The position of the leaflet tip is sketd.

7 Example shear stress histories calculated fgomi74 ms, foryp = 5.1 mm angp = 6.4

mm. The profiles correspond to the two coloredettgries in Fig. 5.

8 Shear stresses averaged along trajectoriegéuitay, = 6.1 mm (empty circles) and

Yo = 10.1 mm (full circles) and plotted as a functadrihe start time,.

9 Blood damage index predicted by Eq. 1 and Eqr 2 sinusoidal stress. The input

waveform is shown in the inset.

10 Blood damage index predicted using the platgdes model, plotted as a function of the
start timetp and start locatiogp. The position of the leaflet's tip is sketchedlom left
side and the aortic waveform of the flow rate stigd in the top part of the figure. Frame

labels (T, M, B) are used according to Fig. 3.

11 Blood damage index predicted using the platatgvation model, plotted as a function of
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the start time, and start locatiogp. The position of the leaflet's tip is sketchedlom left
side and the aortic waveform of the flow rate wtigd in the top part of the figure. Frame

labels (T, M, B) are used according to Fig. 3.

12 Effect of resolutionBDI calculated using the platelet lysis model for hilgfit) and low

(right) resolution. Data are separated in 3 grdufisy»,Ys} according to the start location

Yo.

13 Effect of resolutionBDI calculated using the platelet activation modelHigh (left) and
low (right) resolution. Data are separated in u@{Y1,Y>,Ys} according to the start

locationyp.

14. Blood damage index predicted using the platgdet model, calculated from non-
smoothed velocity data. Data are separated in Bogrfri,Y>,Ys} according to the start

locationyp.

29



