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1 Summary 

Epigenetics is the term that describes all the mechanisms that regulate the genomic 

activities such as transcription, DNA repair, DNA replication, transposon duplication. 

There is a great variety of epigenetic mechanisms that act at different genomic scales: 

from a single nucleotide resolution (e.g. DNA modifications) to several megabases 

(chromatin-lamina interactions). 

As epigenetics mechanisms are involved in many cellular processes, their alteration 

could lead to the development of pathologies including genetic diseases and cancer. 

Thus, considering the importance and variety of epigenetics mechanisms numerous 

experimental techniques have been developed to study them. Despite the progresses 

so far, the genome-wide techniques to study epigenetics mechanisms are still affected 

by several technical biases and most of them are not suitable for investigation of tissue 

samples, especially in case of biological material scarcity. 

In this thesis I am presenting a new technique: the Sequential Analysis of Macro-

Molecule Accessibility by sequencing (SAMMY-seq). This method is not affected by 

most common technical biases of epigenomics methods and can be easily performed 

on as little as 10 thousand cells, as well as in tissue samples. With SAMMY-seq it is 

possible to extract and separately analyze distinct chromatin regions according to their 

different biochemical properties. 

We analyzed different cells, organisms and samples, showing that the technique is 

highly reproducible and the results in line with known epigenetic profiles. Once 

applied on two different disease cellular models (progeroid fibroblast and 

MCF10DICIS cancer cells) SAMMY-seq has been able to detect chromatin alterations 

where other techniques failed. 

In addition, thanks to its low starting material requirement, it has been possible to 

apply SAMMY-seq on prostate biopsies from patients with cancer, thus describing for 

the first time on tissue an association between epigenomic alterations and patients 

subgroups. 

Finally, using SAMMY-seq we developed a data analysis technique to reconstruct 

chromatin compartments. We have been able to investigate the relationship between 

chromatin compartments and chromatin fractions separated by solubility. 

Our results demonstrate that SAMMY-seq is a powerful method to study epigenomics 

providing new insights over common diseases such as prostate cancer. 
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Furthermore, altering chromatin solubility inside the cell nucleus we observe changes 

in compartments distribution, we have been able to suggest solubility as a new 

epigenetic mechanism. 

  



 8 

2 Introduction 

2.1 Epigenetics regulation of genome functionality 

In 1944 it was first demonstrated that all the "instructions" (genes) necessary to make 

an organism are coded and distributed along its DNA sequences, the ensemble of these 

is called genome. Obviously not all the genes are expressed or copied at the same time 

and their activity should be finely regulated (Avery et al., 1944). This is the role of 

epigenetic mechanisms which modulate the genome activity by ensuring that genomic 

processes (e.g. transcription, replication and DNA repair) take place at the right 

moment and in the right genomic region. The ensemble of epigenetic modifications 

on the genome is defined as the epigenome. 

Despite the fact that genome and epigenome are strictly connected (the prefix “epi” 

comes from ancient Greek and means “above”, so we are referring to all the events 

that happen “above” the genome), they are very different in their features. Indeed, 

while the genome remains almost the same in all the cells of an organism, the 

epigenome is different among each cell type. That makes it possible to respond to 

external stimuli and regulate inner cellular programs such as differentiation (Suzuki & 

Bird, 2008). 

Epigenetics mechanisms are crucial for proper genome activity and their alteration 

may lead to pathologies such as cancer or genetic diseases. Studies on the field of 

epigenetics are therefore important to understand gene regulation in physiological and 

pathological conditions. This may increase our understanding of diseases, how to 

prevent them and, possibly, how to treat them (Atlasi & Stunnenberg, 2017; Cavalli 

& Heard, 2019; D. Li et al., 2021; L. Zhang et al., 2020). 

In this first section I will briefly introduce the most studied epigenetics mechanisms 

starting from the ones regarding the genome at the finest scale (i.e. the modification 

of single DNA nucleotides), and going to the broadest ones (e.g. nuclear lamina 

interactions with chromatin that involve DNA regions of several megabases). 

 

2.1.1 DNA modifications 

The DNA modifications consist in covalent chemical changes of the Watson and Crick 

DNA molecule, in particular they are referring to the substitution of a “canonical” 

nucleotide (adenine, cytosine, thymine or guanine) with a chemical modified version 

of it (Yuan, 2020). 
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Currently, a great variety of them have been reported in different species. In mammals 

in particular, the most common are cytosine nucleotide modifications: 5-

methylcytosine (5mC), 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC) 

and 5-carboxylcytosine (5caC). Recently others have been described such as N6-

methyladenine (6mA) and 5-hydroxymethyluracil (5hmU) (Sood et al., 2019). Their 

presence allows the recruitment of specific enzymes that regulate the genome activity 

(e.g. transcription) (Sepehri et al., 2019). 

The most studied and known of these modifications is the 5mC. Chemically it is the 

addition of a methyl group on the fifth carbon of the cytosine ring. It has been found 

prevalently on contiguous sequences of cytosine and guanine regions (CpG islands), 

even though it has been identified in non-CpG islands as well (Breiling & Lyko, 2015). 

The 5mC has been associated to multiple biological mechanisms including: (i) gene 

expression regulation, where it exerts a repressive role if it localizes 1Kb near the 

transcription starting site (TSS), whereas it is associated to active transcription if it 

localizes on the gene body; (ii) splicing regulation; (iii) nucleosome positioning and 

(iv) recruitment of transcription factors. This DNA modification plays an important 

role from the first phases of development of a new organism and is involved in 

genomic imprinting and chromosome X inactivation in marsupial and eutherian 

mammals (Liyanage et al., 2014; Shevchenko et al., 2013; Tirado-Magallanes et al., 

2017). Due to its involvement in various genomic activities, an alteration of 5mC 

deposition along the genome has been associated to several diseases including 

atherosclerosis (G. Lund et al., 2004) and cancer (Kulis & Esteller, 2010). In 

particular, for this last one, the characterization of 5mC per patient has been proposed 

as a prognostic analysis (Kandi & Vadakedath, 2015; Storebjerg et al., 2018). 

The 5hmC is another DNA modification that chemically differs from 5mC with a 

hydroxylated methyl group at the fifth carbon, it is considered also as an intermediate 

modification in the pathway of DNA de-methylation. Recently it has been suggested 

to regulate tissue specific genes (Cui et al., 2020) and to be involved in cancer (Pfeifer 

et al., 2014). Hence, similarly to the 5mC, 5hmC has also been proposed as a marker 

to define patient prognosis (S. Chen et al., 2020; He et al., 2021; Storebjerg et al., 

2018; Zhu et al., 2018). 

Other modifications affecting the fifth cytosine carbon (5fC and 5caC), are much rarer 

compared to 5mC and 5hmC and their function is still subject of investigation. They 



 10 

may structurally contribute to the genome flexibility and could be associated to 

specific enzymes involved in gene expression regulation (Zhu et al., 2018). 

The 6mA has been prevalently found and studied in prokaryotes and it has been found 

in eukaryotes only at low percentages, with multiple roles suggested, yet highly 

debated in vertebrates (Zhu et al., 2018). 

Finally, the 5hmU is a DNA modification that is debated if it has a specific role as 

epigenetics mark or it is just an oxidative lesion (Zhu et al., 2018). 

 

2.1.2 Protein-DNA interactions 

DNA-protein interactions are non-covalent bindings between the genome and peptides 

that modulate biological processes (such as transcription). Their role is to guide a 

specific enzymatic complex in a particular genomic sequence and mediate its activity 

(Mobley, 2019). 

The binding takes place when an aminoacidic sequence within a protein recognizes a 

particular DNA sequence or a particular DNA structure. This event follows 

biophysical and biochemical rules depending on the structure of molecules involved. 

Thus, a lot of efforts have been done, especially at computational level, to predict 

when a DNA-protein interaction will occur starting from an aminoacidic and 

nucleotide sequence, and consequently apply that knowledge for biomedical research 

purposes as drug design (Emamjomeh et al., 2019; Rohs et al., 2010). 

One of the most studied cases of DNA-protein interactions is the one concerning 

transcription factors (TF). TFs are proteins whose role is to recruit enzymatic 

complexes modulating gene expression, and their binding localizes in the gene 

regulatory sequences as promoters and enhancers (Neidle & Sanderson, 2022). 

Hundreds of TFs have been identified and characterized: it has been estimated that 

~8% of the genes code for TFs in the human genome and, for some of them, a role in 

major diseases has been found (Lambert et al., 2018; Radaeva et al., 2021). In the next 

paragraphs I will describe two TFs in particular, i.e. CCCTC-binding factor (CTCF) 

and androgen receptor (AR), because they will be relevant for other sections of this 

thesis. 

CTCF is a protein implicated in multiple mechanisms, one of these is as TF binding 

the genome on a CCCTC DNA sequence (through a zinc finger domain). In 

mammalian genomes, more than 80000 sites where CTCF could bind were found, but 
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its activity as TF, regulating gene expression, is performed only on TSS regions. In 

particular CTCF controls the expression of tumor suppressor genes, thus mutations 

affecting this transcription factor have been associated to cancer (e.g. 

adenocarcinoma) (Debaugny & Skok, 2020; Marshal et al., 2017). 

AR is a protein responsible for the androgen hormones signaling through modulation 

of androgen response elements (ARE) regulation. It has been found playing a role in 

multiple tissues and cell lines, but mainly it is known for its activity in breast and 

prostate cancer, where it is treated as therapeutical target (Dai et al., 2017; Labbé & 

Brown, 2018; Leung & Sadar, 2017). 

 

2.1.3 Non coding RNAs 

Other epigenetic mechanisms involve non coding RNAs (ncRNAs). ncRNA are 

molecules that, after transcription from a DNA sequence, are not translated into 

peptides. They represent the majority of the transcribed genome (60%) (Anastasiadou 

et al., 2017). They have multiple molecular features and functions, and for this reason 

the cataloguing of these elements is still an open challenge (Panni et al., 2020; Seal et 

al., 2020). In this section I will focus on the most studied ncRNA and their role in 

regulating genome activity. 

MicroRNAs (miRNA) are ncRNA molecules 22 nucleotides (nt) long, highly 

conserved across species; some authors refer to them as short interference RNA 

(siRNA) while others distinguish between miRNA and siRNA based on their 

mechanism of action. At the moment more than 2000 of them have been annotated 

and involved in many different processes (e.g. cell proliferation, differentiation, 

immunity). They perform their regulatory role silencing gene expression and 

facilitating mRNA degradation or preventing its translation. They have been 

associated to diseases as cancer (Martello et al., 2010) when their silencing 

mechanisms on oncogenic genes is altered (Budakoti et al., 2021; Kumar et al., 2020; 

Matullo et al., 2016). 

The lncRNAs are generally defined as non-coding RNA molecules longer than 200 nt 

acting on multiple biological processes. Some of them are involved in gene expression 

regulation (Herzog et al., 2014), others in chromatin remodeling (Csorba et al., 2014), 

others act as scaffold for protein complexes (West et al., 2016)) through multiple 

mechanisms as: increasing or decreasing chromatin accessibility, repressing miRNA 
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silencing or modulating the mRNA stability (Statello et al., 2020). While the studies 

on these group of molecules is still ongoing, the most studied ones are XIST, HOTAIR 

and NEAT1. 

XIST is a lncRNA longer than 15Kb with a crucial role to inactivate the chromosome 

X in eutherian and marsupial mammal females for gene dosage compensation on sex 

chromosomes. It plays this function by recruiting several repressing epigenetic factors 

(e.g. PRC1 and PRC2) and interacting with the lamin B receptor (LBR) (Kumar et al., 

2020; McHugh et al., 2015). 

HOTAIR is again a lncRNA regulating genome accessibility to the transcription 

machinery: increasing if it interacts with PRC1 complex (promote the methylation of 

histone H3 at lysine 4), decreasing if it interacts with PRC2 complex (promote the 

methylation of histone H3 at lysine 27)(Cai et al., 2014; Kumar et al., 2020). 

NEAT1 shows different epigenetics features with respect to the previously described 

lncRNAs. Indeed, it may be involved in maintenance of structures proximal to 

speckles that have been found associated to gene transcription (paraspeckles) (West et 

al., 2016). An alteration of this lncRNA has been observed in prostate cancer (Kumar 

et al., 2020; Zeng et al., 2018). 

As for miRNA and other epigenetic mechanisms already described, even the alteration 

of the mechanisms in which lncRNA are involved could lead to major diseases as 

cancer. For this reason they have been suggested as therapeutical targets in treatments 

of some cancer types (Statello et al., 2020). 

eRNA are a class of ncRNAs transcribed from regulatory regions (enhancers) that 

have been more recently discovered and characterized. So far, they are defined in two 

major groups depending on size. The shorter eRNAs are non-polyadenylated, 

bidirectional, non-spliced and function in cis (2D-eRNAs) while the longer eRNAs 

(around 150bp) are unidirectional, polyadenylated and spliced (1D-eRNA) (Natoli & 

Andrau, 2014; Sartorelli & Lauberth, 2020). Expression of eRNAs is commonly 

considered as an index of enhancer activation, but it is not clear if the eRNA itself has 

a role in gene regulation. Actually, it seems they could have an indirect role in gene 

expression controlling genome accessibility. An example of this has been described 

for KLK3 eRNA (KLK3e), an eRNA that reinforces the AR expression (Hsieh et al., 

2014; Sartorelli & Lauberth, 2020). 

Despite the debate on the gene expression control by eRNAs, they have been 

associated to the genome stability control: a high level of eRNAs expression could 
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facilitate the formation of DNA:RNA interactions that lead to error while the DNA is 

duplicating (Sartorelli & Lauberth, 2020). 

Other studies suggest that eRNAs could be involved in formation of biomolecular 

condensates, thus having a role in phase separation, in particular interacting with 

bromodomain contacting domain protein 4 (BRD4), a protein that regulates 

transcription through an acetyl lysine histone reading mechanism (Rahnamoun et al., 

2018). 

The circular RNAs (circRNAs) are single strand RNA molecules covalently closed. 

Their epigenetic function is still unclear, even though it seems they can act as miRNAs 

sponge: i.e. by sequestering miRNAs in the nucleus (Zhou et al., 2020). 

 

2.1.4 Chromatin 

The core of epigenetic regulation is the chromatin: an ensemble of nucleic acids (i.e. 

DNA and RNA) and associated proteins. Chromatin has first of all a structural role: 

packaging the genome to make it fit inside the nucleus. Chromatin, indeed, is an 

eukaryotic feature that is not shared with prokaryotic organisms whose genome is 

much smaller and does not need such extra compaction. Chromatin does not have the 

same density throughout the whole genome: some regions are less dense (euchromatin 

or “open” chromatin regions) and other denser (heterochromatin or “closed” 

chromatin regions). Euchromatin regions are more accessible to enzymatic complexes 

and are more transcribed, while the heterochromatic ones show low transcription 

levels (Coleman, 2018). 

The nucleosomes are fundamental components of chromatin: octameric complexes 

around which the DNA is wrapped. The eight proteins that together form a nucleosome 

are called histones, they are characterized by long aminoacidic tails, that extend from 

the main core and are the substrate of covalent chemical modifications including 

methylation, acetylation, ubiquitination and phosphorylation (Coleman, 2018; S. Zhao 

et al., 2021). These modifications, together with DNA methylation, are responsible for 

the decreased or increased accessibility of chromatin. Indeed, according to the type of 

histone modifications in a specific genomic region we could predict if that region is in 

an open or closed chromatin status. The open regions are the ones associated to the 

following histone modifications: histone 3 lysine 4 monomethylation (H3K4me1, 

associated to enhancers and promoters), histone 3 lysine 4 trimethylation (H3K4me3, 
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associated to active promoters), histone 3 lysine 27 acetylation (H3K27ac, associated 

to active enhancer and promoter regions, coexisting with H3K4me1 or H3K4me3) and 

histone 3 lysine 36 trimethylation (H3K36me3, associated to the gene body of 

transcribed genes). Whereas histone modifications associated to closed chromatin are 

histone 3 lysine 9 trimethylation (H3K9me3, covering broad domains up to megabases 

in size along the genome, especially gene poor and repetitive regions) and histone 3 

lysine 27 methylation 3 (H3K27me3, covering broad domains and modulating gene 

expression through Polycomb complex repression activity; it has associated to 

multiple processes as the organism development) (Nicetto & Zaret, 2019; Y. Zhang et 

al., 2021). Histone modifications are sometimes called "histone marks". The ensemble 

of epigenetic features associated to chromatin (e.g. histone modifications, DNA 

methylation, chromatin accessibility) are sometimes collectively called "chromatin 

marks". 

The structure of the chromatin along the genome is dynamic, it can change according 

to external stimuli, in cell differentiation programs or during different phases of cell 

cycle. These remodeling events are due to specific enzymatic complexes such as the 

chromatin writers (Biswas & Rao, 2018; Hauer & Gasser, 2017). Polycomb group 

(PcG) of proteins are among the most studied and known chromatin writers. Mainly 

two complexes are in this group: Polycomb repressive complex 1 (PRC1) and 

Polycomb repressive complex 2 (PRC2). Their role is manly to negatively regulate the 

expression of genes during development (e.g. HOX genes) through ubiquitylation of 

lysine 119 of histone H2A (done by PRC1) or methylation of the lysine 27 of histone 

3 (done by PRC2). Among the target of these complexes there are the bivalent genes 

(Bernstein et al., 2006; Mikkelsen et al., 2007): genes that maintain a mixed set of 

chromatin marks associated to open and closed chromatin status, i.e. the active 

H3K4me3 and the inactive H3K27me3 marks (Blackledge & Klose, 2021). The 

activity of PcG is antagonized by another group of proteins: Trithorax G (TrxG), 

mainly represented by Switch/sucrose non-fermentable (SWI/SNF) and complex of 

proteins associated with Set1 (COMPASS) that methylate the H3K4 (Blanco et al., 

2020). 

Chromatin readers are a different group of proteins interacting with chromatin marks. 

These are enzymatic complexes “reading” the chromatin modifications and mediating 

their effects. Bromodomain family members are an example of chromatin readers. 

They recognize chromatin acetylation and modulate processes such as DNA repair, 
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transcription and replication. Their clinical relevance has been highly studied over the 

past few years and they have been selected as targets for cancer treatments (Biswas & 

Rao, 2018; Boyson et al., 2021). 

Another group of proteins that increases the chromatin dynamics are the so-called 

“erasers”, that constitute enzymatic complexes remove modifications from histones 

tails. Histone deacetylase (HDAC) complexes are among the most studied of this type 

of proteins, that, together with bromodomain family, have been selected as targets in 

tumor therapies (Biswas & Rao, 2018; Boyson et al., 2021). 

Epigenetic regulation of chromatin is at the base of cell identity definition in 

physiological processes such as development and it is crucial for the balance between 

pluripotency and cell differentiation (Serrano et al., 2013). Indeed, aberrant chromatin 

epigenetic regulation affects the genome activity leading to severe diseases (e.g. 

cancer). It has been observed, especially in recent years, that the chromatin structural 

role is not limited to compacting the genome, but it also confers rigidity to the cell and 

its modulation allows cell migration and extravasation (Gerlitz, 2020; Maeshima et 

al., 2018; Nava et al., 2020; Stephens, 2020; Stephens et al., 2019). 

Recently, chromatin has been studied for its role in genome compartmentalization and 

its connections to liquid-liquid phase separation dynamics (Larson et al., 2017), 

however this is still matter of debate. The liquid-liquid phase separation (LLPS) is an 

event that happens when, in a solution, there are two or more regions with different 

molecular concentrations, such difference enucleates areas with different properties in 

the solution; these area are called liquid phases (Alberti et al., 2019). Several known 

membraneless organelles (e.g. speckles and paraspeckles, polycomb bodies, nucleoli 

or transcription factories) are supposed to be formed through the LLPS mechanism 

(Rippe, 2022). In this context chromatin is associated to LLPS with an interdependent 

mechanism, where chromatin structure is able to influence LLPS and LLPS influence 

the chromatin structure (Rippe, 2022). 

In this paragraph I focused the attention on eukaryotic cells as prokaryotes do not have 

a chromatin structure based on histone proteins binding  DNA to pack it and interact 

with other molecules to regulate the genomic activities inside the nucleus. Anyway, it 

has been found that even in bacteria the genome is located in a specific subcellular 

region (nucleoid) (Berlatzky et al., 2008; Fisher et al., 2013; Gray et al., 2019; 

Hadizadeh Yazdi et al., 2012; Kellenberger et al., 1958; Kleckner et al., 2014; Mason 

& Powelson, 1956; Umbarger et al., 2011) and, similarly to eukaryotic cells, it is 
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organized and its activities are modulated by specific proteins called nucleoid 

associated proteins (or “histone-like” proteins) (Dillon & Dorman, 2010; Dorman & 

Deighan, 2003; Drlica & Rouviere-Yaniv, 1987). 

 

2.1.4.1 Chromatin solubility 

According to (Schmidl et al., 2015), “chromatin can be considered as a polyanion-

polycation complex” with biochemical properties varying across different portions of 

the genome. These features have been investigated through the alteration of the 

surrounding chemical and physical conditions, using fractionation techniques to 

separate chromatin fractions on the basis of their solubility (Ausio et al., 1986; Ausio, 

Seger, et al., 1984; Chalkley & Jensen, 1968; Fulmer et al., 1981; McCarthy & 

Duerksen, 1971). 

The separation of different chromatin portions is usually achieved firstly digesting the 

DNA with an enzyme (MNase in most of the cases) and then treating the sample with 

buffers containing high NaCl concentrations. In addition, some studies have been done 

using buffers containing divalent salts (Ausio, Borochov, et al., 1984; Borochov et al., 

1984) and their effect on chromatin solubility has been reported. 

One of the main differences among distinct chromatin regions it has been found in the 

ionic strength. Indeed, the use of different amount of salt for chromatin extraction led 

to a different material distribution across fractions (Ausio et al., 1986; X. W. Guo & 

Cole, 1989). In particular, it has been reported that on chicken erythrocytes at 0.15 

mM of NaCl part of the chromatin is insoluble but its amount decreases with the 

increase of the NaCl concentration (Ausio et al., 1986). In addition to the salt, even 

the pH seems to have a major effect on chromatin solubility. Indeed, in a basic 

medium, a bigger portion of chromatin tend to be soluble than in an acid one (X. W. 

Guo & Cole, 1989), this seems particularly relevant as variation of pH inside the 

nucleus have been reported even among different phases of cell cycle (Gerson & 

Burton, 1977; Gillies & Deamer, 1979). 

These studies on chromatin solubility allowed identifying histones as the major 

responsible of chromatin biochemical properties heterogeneity (Ausio et al., 1986; X. 

W. Guo & Cole, 1989) together with level of acetylation (Perry & Chalkley, 1981a) 

and the ratio between gene density and DNA fragment size (Beacon & Davie, 2021). 
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Interestingly, the differences in chromatin composition do not influence solubility at 

variable temperatures. In fact, it has been found that in a range between 0 and 37 

Celsius degrees the amount of material extracted through chromatin fractionation has 

the same distribution across fractions (Ausio et al., 1986).  

 

2.1.5 3D chromatin architecture 

Another way for the cell to regulate the genome activity is through the arrangement of 

chromatin in the tree dimensional (3D) space. Indeed, during interphase the 

chromosomes are not in a mitotic condensed status, but instead they are spread all 

across the nuclear space arranged in a functional and well-defined architecture. This 

spatial arrangement of the genome can be observed at multiple scales: starting from 

few kilobases (i.e. nuclesome clutches (Ricci et al., 2015) and nanodomains (Szabo et 

al., 2020)) to several megabases (topological associated domains, TADs; 

compartments) (Jerkovic´ & Cavalli, 2021). 
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Fig1: Schematic representation of how the genome is assembled in the nucleus during interphase, 

figure from (Rosa & Shaw, 2013). 

Chromosomes clutches (Jerkovic´ & Cavalli, 2021; Ricci et al., 2015) consist of a 

small group of nucleosomes spatially closed and separated from the rest of the genome 

by a nucleosome free DNA sequence and they span a genomic region of 1-2 Kb. Their 

name derives from the fact that they look like an “egg clutch”. The number of 

nucleosomes composing the clutches determine the accessibility of RNA polymerase 

II to that region: less nucleosomes correspond to higher accessibility. According to 

(Ricci et al., 2015) chromosome clutches define the transition between the 

pluripotency to differentiated cells, indeed they observe that embryonic stem cells 

have prevalently low density clutches. Clutches density level increases according to 

the differentiated state of the cell (the more a cell is differentiated the denser the 

clutches will be). 

Denser nucleosome clutches can cluster together in broad genomic domains (~10-

100Kb) called nanodomains. Due to their level of compaction, these regions are poorly 

accessible by enzymatic complexes, thus they behave as heterochromatin regions with 

low accessibility. The mechanisms that keep in contact these chromatin regions are 

the nucleosome-nucleosome interactions (Kalashnikova et al., 2013; Nozaki et al., 

2017). This mechanism is antagonized by the histone acetylation (Jerkovic´ & Cavalli, 

2021; Kantidze & Razin, 2020; Nozaki et al., 2017). 

Another genome 3D structure is the one represented by chromatin loops which results 

from folding of chromatin to allow physical contact in the 3D space between DNA 

sequences that would be distant along the linear genome sequence. These structures 

could be found at multiple scales and according to the dimension could have different 

roles. Loops bring into contact enhancers and promoters, allowing the transcription of 

the genes associated to these regulatory elements (Visel et al., 2009). There are several 

mechanisms that allow the formation of these structures and there is still not a 

consensus around it. The one around which there is the highest consensus and has been 

better characterized, is the loop extrusion through DNA-cohesin interaction. There are 

several models that describe the mechanism, in all of them a dimer of cohesin 

constituent proteins (shaped as a ring) contacts a specific region of DNA that start to 

be introduced in the hole between the two dimer subunits. The loop continues to 

elongate until it is stopped by a CTCF molecule bound to the DNA in a convergent 

configuration, with one convergent CTCF binding site per direction is required to stop 
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loop extrusion (Fudenberg et al., 2016; Sanborn et al., 2015). Other mechanisms 

proposed for the formation of smaller functional loops could be due to several factors 

as: local high torsion force on double helix (DNA supercoiling), liquid-liquid phase 

separation, alternance between nanodomains and H3K27ac regions and molecular 

crowding (Kantidze & Razin, 2020; Nozaki et al., 2017). 

When the chromatin loops reach the size of hundreds kilobases with a genome-genome 

interaction frequency inside the loop higher than outside we talk about topologically 

associated domains (TADs). These structures do not directly put in proximity enhancer 

and promoters, but instead can force two distant sequences of DNA to get in contact 

(Gabriele et al., 2022) and, importantly, they insulate the domains between the two 

anchor points from the rest of the genome, drastically reducing their interactions. 

Usually, these regions are defined at the extremity by two directionally convergent 

CTCF binding sites (Rao et al., 2014; Vietri Rudan et al., 2015), but it is possible even 

with different CTCF dispositions (de Wit et al., 2015; Y. Guo et al., 2015) or, in some 

organisms as Drosophila, they could be delimited by other factors than CTCF (Sexton 

et al., 2012). 

At a broader resolution compared to TADs there are the 3D architectures called 

compartments. They have been defined as genomic domains of megabases of size that 

can be characterized by transcription level inside the domain: it has been defined A 

compartments the ones with high transcription level and B compartments the ones 

with low/non transcribed regions (Lieberman-Aiden et al., 2009). With the application 

of the new technologies and deeper sequencing in chromatin 3D conformation studies 

the model has been further complicated. Indeed, it has been proposed that 

compartments could be divided in sub-compartments of smaller sizes (Rao et al., 

2014) and could be characterized in more than just two states based on transcription 

levels. In this type of representation, the compartments have been defined on the basis 

of interchromosomal interactions (Johnstone et al., 2020; Rao et al., 2014, 2017; 

Xiong & Ma, 2019) or, more recently, a method based on intrachromosomal 

interactions has been proposed (Liu et al., 2021). 

Despite the fact that usually compartments and TADs are represented on a different 

hierarchy level, it has been found that compartments could antagonize TADs 

formation and vice versa (L. Xie et al., 2022). 

On a larger scale, there are the chromosome territories (CT), that come from the 

observation that each chromosome occupies a discrete area inside the nucleus (Cremer 
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& Cremer, 2001). The disposition of the chromosome has important implications for 

the activity of the chromosome itself: indeed, the nuclear center is more active than 

the rest (e.g. it has been observed that chromosomes in the center are replicated earlier 

than the others) (Fabiao de Lima et al., 2022). 

Membraneless subnuclear structures like nucleoli or the nuclear lamina are also 

important for the chromosome/genome position inside the nucleus as further described 

in the next section. 

 

2.1.6 Interactions with subnuclear structures 

The nucleolus is a subnuclear structure where most of the ribosomal RNAs 

transcription take place and it is in general the nuclear compartment with the highest 

transcription rate (Belmont, 2022). Alteration of ribosomal gene expression in the 

nucleolus has been described as a marker of premature aging (Buchwalter & Hetzer, 

2017). The nucleolus has been associated even to a role of chromatin architecture, 

indeed it has been found that chromatin contact the nucleolar periphery (Schöfer & 

Weipoltshammer, 2018). 

Nuclear speckles are small bodies that are localized in the center of the nucleus for 

most cells. The speckles are enriched in RNA polymerase II (RNA pol II) and have 

been proposed as splicing factor compartments (Denker & De Laat, 2016; Galganski 

et al., 2017).  

Cajal bodies are another type of elements present in the nucleus, usually they are 

between 1 and 10 per cell. They have been shown to have a high concentration of non-

ribosomal protein and molecules involved in their maturation process. Similar to 

speckles they are connected to transcriptional activity (Belmont, 2022; Machyna et al., 

2013; Mario Cioce, 2005; Ogg & Lamond, 2002). 

The nuclear lamina, differently from the previous subnuclear structures described so 

far, is not a single compact feature, but, instead, a network of proteins mainly 

surrounding internally the nuclear membrane and, at low percentage, could be found 

spread inside the nucleus (de Leeuw et al., 2018; Fawcett, 1966; Paschal & Kelley, 

2013). 

Among the proteins composing the lamina the most prominent ones are Lamin A, 

Lamin B1, Lamin B2 (only present in mammals) and Lamin C (transcribed from the 

same gene of Lamin A). All together these proteins form the backbone of intermediate 

filaments on which other proteins are connected. Some of these proteins anchor 
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specific genomic portions to the nuclear periphery. Indeed, the concept of lamina 

associated domains (LADs) has been coined, referring to heterochromatic regions with 

sizes in the order of megabases (Belmont, 2022; Briand & Collas, 2020; de Leeuw et 

al., 2018; Shimia et al., 2015; R. Wu et al., 2006). The importance of the lamina for 

cell physiology is attested by the multitude of diseases associated to mutations of genes 

for lamina proteins (e.g. Hutchingson-Gilford progeria and Emery-Dreyfus dystrophy) 

that will be further described in the next sections. Knockout of LMNA/C and Lamin 

B receptor (one of the proteins acting as a bridge between lamina and the chromatin) 

has been shown to lead to major rearrangements in the nucleus with heterochromatin 

relocating from the periphery to the center, and euchromatin to periphery (Belmont, 

2022; Falk et al., 2019; Kang et al., 2018; Osmanagic-Myers & Foisner, 2019). 

 

2.2 Epigenetics alterations in diseases 

After a general description of all the mechanisms that regulate the genomic processes, 

I am next describing two examples in which epigenetics alterations lead or contribute 

to a pathological phenotype. 

 

2.2.1 Laminopathies 

Laminopathies are a group of diseases that are caused by mutation of one of the genes 

coding for lamina proteins or for other proteins associated to the nuclear lamina. 

Among the pathologies directly associated to lamina proteins, two derive from LMNB1 

or LMNB2 mutations, while all the others are connected to LMNA (Donnaloja et al., 

2020). 

From a clinical point of view the laminopathies are classified in four groups according 

to the type of disorders they are causing and the tissue they affect. We can then 

distinguish: myopathies, if they interest skeletal and cardiac muscles (e.g. Emery-

Dreyfuss muscular dystrophy, EDMD); lipodystrophy diseases, if they affect the 

adipose tissue distribution in the body; neuropathies, if they affect neural tissues; and 

the ones connected to multisystemic disorders as premature aging (e.g. Hutchinson-

Gilford progeria syndrome, HGPS) (Béroud et al., 2005; Worman & Bonne, 2007). 

Despite the fact that the lamina deficiency could be due to a great variety of mutations 

(just for LMNA gene more than 500 mutations have been discovered), these are 

connected to a relatively small number of pathologies (around 20). These pathologies 
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show a similar set of symptoms, thus suggesting that alterations of lamina network 

affect the same mechanisms (Crasto & Di Pasquale, 2018). 

From different studies, two different models have been developed to explain the role 

of lamina in laminopathies. Some of them show how the lamina is necessary to the 

cell to maintain the correct chromatin conformation. An example of this genome-

lamina interaction has been observed in HGPS, where the disruption of LAD domains 

has been found correlated with a relocalization of H3K27me3 marked regions and, in 

the late passages of primary fibroblasts lines derived from patients, an altered 

compartmentalization (McCord et al., 2013). Thus, according to this finding, an 

altered epigenomic regulation by the lamina has been suggested as cause of the 

aberrant phenotype observed in lamina diseases (Sullivan et al., 1999; Zwerger et al., 

2015). 

Other studies show how tissues affected by lamina alterations become more sensitive 

to mechanical stress, justifying the fact that laminopathies principally affect muscle 

tissues (as the ones more subjected to mechanical stress). These works support the idea 

that the laminopathies are a consequence of increased cell fragility due to lamina 

mutations (Lammerding et al., 2006; Perovanovic et al., 2016). 

To connect the two models, lamina has been proposed as the sensor of mechanical 

stress and then involved in mechano-transduction activity (Donnaloja et al., 2020). 

This has been supported by studies like (Dworak et al., 2019) where it has been 

demonstrated the role of GTPases (enzymes involved in mechano-transduction 

pathway) in HGPS (Kelley et al., 2011; Terada, 2019).  

 

2.2.2 Cancer 

Cancer is a disease that has been defined as one or more cells of an organism that have 

lost homeostatic regulation and have acquired a high proliferative rate. Starting from 

this definition and based on observations on different cancer types, multiple hallmarks 

have been identified. At first six cancer features have been described: self-sufficiency 

in growth signals, insensitivity to growth-inhibitory (antigrowth) signals, evasion of 

programmed cell death (apoptosis), limitless replicative potential, sustained 

angiogenesis, and tissue invasion and metastasis (Hanahan & Weinberg, 2000). Now, 

after some years of this first attempt to identify the hallmarks of cancer, other lists 
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have been produced with other elements included: epigenetic alteration is a common 

one across different lists (Senga & Grose, 2021). 

Indeed, through epigenetic alterations, cancer can immediately respond to immune 

system and drug treatments. The alteration of epigenetic has been considered so 

important for cancer development that has been suggested that it could take place 

without any genomic mutation (Hanahan, 2022; Senga & Grose, 2021). Known 

epigenetics alterations in cancer mostly concern methylation (e.g. hyper- and hypo- 

methylation), histone modifications (e.g. H3K27me3 deregulation) and DNA-ncRNA 

interactions (e.g. microRNA deregulation). These have been associated to specific 

activities that characterize cancer progression, as the invasion of other tissues 

(metastasis) (Hanahan, 2022; J. W. Park & Han, 2019). 

All these statements are based on observations of common features in different cancer 

types, but, while some features are shared across tumours, others are more cancer type-

specific. In the next section I will present findings of specific epigenomic alterations 

on prostate cancer, one of the tumour types with the highest incidence in the population 

and subject of our studies, as described later. 

 

2.2.2.1 Prostate cancer 

Prostate cancer is the most frequent diagnosed tumour in men and the second most 

lethal (Siegel et al., 2022). Its outcome and development is hormone driven. Indeed, 

prostate cancer has been found mostly associated to androgen receptor misregulation. 

Intra-tumour heterogeneity is another feature associated to prostate cancer: it has been 

found that multiple genetically different cancer foci could co-exist in the same 

prostate. Another feature of this disease, that adds lethality potential, is its propensity 

to metastasize: different tissues have been reported as prostate cancer metastasis target 

(e.g. bones, brain, liver), although the mechanism remains unclear. Hints of a 

connection with epithelial mesenchymal transition (EMT) has been proposed (G. 

Wang et al., 2018; Yamada & Beltran, 2021). 

From a clinical point of view the tumour diagnosis requires several biopsies collected 

from the patient’s prostate that are then visually inspected by a pathologist. The doctor 

determines then the level of cancer aggressiveness according to several tissue features 

(described at first by Dr. Gleason in 1974) and associates a score to the patient that 

represents the cancer grade. It is called Gleason score and its range goes from 1 (less 
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severe) up to 5 (most severe). For each biopsy two scores are produced: the first taking 

into account the most evident cancer features and the second taking into account the 

less evident ones (Carlsson & Vickers, 2020; G. Wang et al., 2018). 

At the moment, several treatments are available for this type of cancer and even 

prostate surgical removal could be an option, but tumour plasticity and metastasis can 

make these solutions ineffective (Bluemn et al., 2017; Hu et al., 2015; G. Wang et al., 

2018). 

Then alternative approaches have been suggested both to perform an earlier diagnosis 

and more precise grading, as well as to treat the tumour before metastasis. In this 

context, epigenetic mechanisms have been considered as alternative approaches to 

improve diagnosis, as they can play important roles in prostate cancer. This is the case 

of the alteration of gene methylation that has been found causing activation of EMT 

genes and promoting metastasis (Pistore et al., 2017). Even histone modifications have 

been supposed to be important for prostate cancer development (Ke et al., 2009; Q. 

Wang et al., 2009). Indeed, several recurrent mutations have been found in genes 

coding for chromatin remodelers (Huang et al., 2012). In addition, direct evidences of 

association between histone remodeling and prostate cancer aggressiveness have been 

found for H3K9me2 and H3Ac, whereas H3K4me1 has been found as predictor of 

PSA recurrence (Ellinger et al., 2010). Even H3K27me3 has been included in the list 

of markers related to prostate cancer (Ke et al., 2009). Indeed it has been proposed as 

therapeutical through PRC2 silencing in castration resistance prostate cancer 

(Sparmann & Van Lohuizen, 2006; Xu et al., 2012). 

Besides studies focusing on specific alterations of histones or 

methylated/demethylated regions, it has even been observed that prostate cancer 

progression correlates with a general increase of chromatin accessibility (Urbanucci 

et al., 2017). It was speculated that chromatin accessibility alterations could actually 

affect the nuclear conformation. This is important because nuclear conformation is a 

parameter to determine the cancer grade. One of the drivers of this mechanism of 

“chromatin relaxation” has been identified in BRD4 (an H3K27ac reader), thus it has 

been proposed to use JQ1 (a BRD4 signaling pathway inhibitor) as a possible prostate 

cancer treatment (Rustøen Braadland & Urbanucci, 2019; X. Shi et al., 2018; 

Urbanucci et al., 2017). 

While these studies on chromatin rearrangements of prostate cancer have a high 

potential to better understand and treat the disease, they are complicated by the scarcity 
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of in vivo material and they are often performed on cell lines (Adli & Bernstein, 2011; 

Pomerantz et al., 2015). 

 

2.3 Genome-wide technologies to study epigenetics 

In line with the high variety of epigenetic mechanisms, a large number of experimental 

techniques have been developed to study epigenetics features. In this third section of 

the introduction, I will go through some of the most commonly used genome-wide 

high-throughput sequencing based techniques to study epigenomic profiles and their 

limits. 

 

2.3.1 Main techniques applied on epigenomics studies 

2.3.1.1 Whole genome bisulfite sequencing 

The whole genome bisulfite sequencing (WGBS) is the most comprehensive technique 

to study DNA methylation of cytosines. 

It consists in the treatment of the DNA with sodium bisulfite, a reagent that converts 

cytosines unmethylated into uracil, which is then converted into thymine when 

sequences go through polymerase chain reaction (PCR) amplification. Methylated 

cytosines are instead unchanged by the treatment. After this operation the genome is 

sequenced. From the comparison between the bisulfite treated sample and a reference 

it is possible to determine if there was a methylated cytosine every time there is a 

mismatch. I.e., every time cytosine is expected according to the reference, but a 

thymine is instead detected in the WGBS sequence, we can assume that in that point 

there was no methylation in our sample. 

This method is considered the most comprehensive one to detect 5mC genome-wide 

at single nucleotide resolution, and it has been adopted as standard for 5mC detection 

by many different consortia. Unfortunately, it is expensive and could not be used to 

discriminate between 5mC and 5hmC, furthermore it cannot be used to detect other 

DNA modifications (Rauluseviciute et al., 2019). 

 

2.3.1.2 DNase sequencing 

WGBS probes cytosine methylation without providing directly any information about 

the level of genome activity. Other methods, instead, focus on the chromatin 

accessibility and from their results it is possible to understand if a region is silenced 
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or not. One group of these techniques is the one leveraging endonucleases (enzymes 

that cleavage the DNA), as DNase-sequencing (DNase-seq). 

DNase-seq is a method based on the partial digestion of chromatin by DNase I. The 

peculiarity of this enzyme is that it is more efficient in sequences where the chromatin 

is accessible (e.g. transcriptionally active gene regions). Thus, performing an 

experiment where the entire genome is digested and sequenced by standard next 

generation sequencing (NGS) techniques, it will be possible to determine the more 

accessible regions by distinguishing the regions with higher coverage from the regions 

with lower coverage. 

DNase-seq is a powerful technique for studying regulatory elements in multiple cell 

types and states, but it requires, at least in the first developed protocols, a high number 

of cells that limits the applicability in case of small samples. In addition, dealing with 

DNase I is often problematic due to its efficiency varying in different cell types, 

different manufacturers and even different lots (A. Chen et al., 2018; Liu et al., 2019). 

 

2.3.1.3 Assay for Transposase-Accessible Chromatin sequencing 

To overcome the limitations affecting DNase-seq, another technique has been 

developed: the Assay for Transposase-Accessible Chromatin sequencing (ATAC-seq) 

(Buenrostro et al., 2013). With this method, a modified version of the Tn5 transposase 

is used to study the high accessible regions of chromatin. The mechanism is similar to 

the one explained for DNase-seq, with the main difference that the Tn5 cuts the 

chromatin and inserts a specific sequence that is used as primer for high-throughput 

sequencing libraries preparation. 

This technique is easier to perform than DNase-seq, and importantly it can be applied 

on a smaller number of cells and avoid the variability problems due to DNase (A. Chen 

et al., 2018; Grandi et al., 2022). 

 

2.3.1.4 Chromatin Immuno-Precipitation sequencing 

Another genome-wide technique commonly used to study chromatin accessibility or 

specific epigenomic mechanisms (i.e. the ones involving DNA-protein interactions) is 

the Chromatin Immuno-Precipitation sequencing (ChIP-seq) assay. This method is 

based on the use of antibodies to target elements anchored to chromatin. Then the 

DNA is either digested by endonucleases or sonicated, and the fragments associated 
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to the targeted protein are enriched by immunoprecipitation by binding to a specific 

antibody. The enriched fragments are then sequenced. Analysing the data, enrichment 

of reads sequenced could be found in the genomic regions where the target protein 

was anchored; in other words, it is possible to identify regions of target protein 

anchoring through detection of reads enrichments (P. J. Park, 2009). 

This technique could be used to study either specific transcription factors or histone 

modifications, making possible investigation of specific epigenetic mechanisms and, 

through histone distribution analysis, even the chromatin accessibility (Nakato & 

Sakata, 2021). 

Indeed, combining multiple ChIP-seq experiments targeting different histone 

modifications, it is possible to obtain information about chromatin status in each 

genomic region. To reach this aim, the ChIP-seq data collected by ENCODE (Feingold 

et al., 2004) or ROADMAP (Roadmap Epigenomics Consortium et al., 2015) projects 

are commonly used. This operation of combining different ChIP-seq experiments is 

done at bioinformatic level with software like ChromHMM (Ernst & Kellis, 2012), 

that segment the genome and assign to each bin a status according to the combination 

of histone marks ChIP-seq enrichment on it (Nakato & Sakata, 2021). 

While ChIP-seq is a broadly used method, it is affected by several limitations: in the 

case of the study of a specific transcription factor its mechanism should be known a 

priori, more in general the standard protocol requires a high level of starting biological 

material and the immune precipitation step is known to be bias prone due to the 

antibodies (Grandi et al., 2022). 

 

2.3.1.5 Chromosome conformation capture derived techniques 

Until now I described techniques developed to investigate protein binding and 

chromatin accessibility. Instead, in this section I am focusing on a group of techniques 

developed to study the genome-genome interactions: the chromosome conformation 

capture techniques. Among them four of the most known and used techniques are 

chromosome conformation capture (3C), circularized 3C (4C), carbon copy 3C (5C) 

and chromosome capture followed by high-throughput sequencing (Hi-C). All of these 

share the same initial steps where the chromatin is cross-linked, then digested and re-

ligated followed by reverse cross-linking. After that, for the 3C protocol the fragments 

are sonicated and amplified with a semi-quantitative PCR (Dekker et al., 2002). While 
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for the 4C, fragments are circularized after a secondary digestion and sequenced (Z. 

Zhao et al., 2006). Instead 5C fragments are hybridized with a mix of oligonucleotides 

that are then ligated, amplified with a reverse PCR and then sequenced (Dostie et al., 

2007). Hi-C fragments ends are instead biotinylated and then ligated, finally the 

ligated fragments are pulled down and sequenced (Denker & De Laat, 2016; 

Lieberman-Aiden et al., 2009). 

The different procedures lead to a different level of investigation of chromatin contacts 

along the genome. With the 3C technique we have information over interaction of two 

DNA sequence that we targeted a priori. Using 4C is possible to know which are the 

interacting sequences of a specific target region. Instead 5C investigates on the 

interaction among multiple sequences. Finally with Hi-C we have information about 

all the contacts inside the genome (Denker & De Laat, 2016; Kempfer & Pombo, 

2019). 

Among these techniques Hi-C is the most used one. Since its first publication it led to 

important discoveries about the 3D genomic architecture, e.g. TADs (Dixon et al., 

2012) and compartments (Lieberman-Aiden et al., 2009). 

However, it is very expensive and requires a high amount of starting biological 

material for experiments intended to have a high resolution of interaction frequency 

(10kb resolution and below) (Denker & De Laat, 2016). Recently new derived 

techniques have been developed such as as Micro-C (Krietenstein et al., 2020) and 

capture Hi-C (Mifsud et al., 2015) that allow increasing data resolution starting from 

similar amount of cells. Plus, it is important to remark that it gives information just 

about interaction frequency, but not if this interaction led to an increase or decrease of 

genome accessibility. 

 

2.3.1.6 Other genome-wide techniques to study chromatin architecture 

The ones described until now are some of the most used and established techniques to 

study epigenetics, but in the last few years new techniques have been developed to 

address specific problems and overcome several existing common limitations 

(Kempfer & Pombo, 2019). 

For example, an alternative to ChIP-seq to study DNA-proteins interaction is the DNA 

adenine methyltransferase identification (DamID), a technique that is based on the 

comparison of the methylated Adenine in the genome of two cell samples, one 
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transfected with DNA adenine methyltransferase (Dam) fused with a target protein 

and one just with Dam. As results of the experiment the sample transfected with the 

Dam plus the fusion protein will show an enrichment of methylated Adenine in the 

genomic regions where the peptide was localized compared to the sample where only 

the Dam was transfected (Van Steensel et al., 2001; Van Steensel & Henikoff, 2000; 

F. Wu et al., 2016). This technique has the advantage that it does not require the use 

of antibodies and reduces the related artifact generation problem: indeed, if not enough 

specific, antibodies can bound to non-target elements. It has been successfully applied 

to investigate for example genome-LaminB1 interactions (Aughey et al., 2019). 

Another interesting method to study DNA-protein interactions is the Tyramide signal 

amplification sequencing (TSA-seq), it consists in the introduction in the cell nucleus 

of an antibody combined with the horseradish peroxidase (HRP) (Finn et al., 2019; G. 

Wang et al., 1999), an enzyme that catalyses biotin-free radicals reaction. This implies 

that, around the area targeted by the antibody, a gradient of biotin radicals is formed. 

It could be detected through staining or through analysis of DNA biotinylated 

fragments (Y. Chen et al., 2018). Thus, this technique allows combining information 

coming from sequencing and microscopy. It provides information about spatial 

distance between genomic regions and subnuclear structures (e.g. speckles) (Y. Chen 

et al., 2018; L. Zhang et al., 2021). 

For what concerns techniques that are complementary or alternative to Hi-C for 

studying the 3D conformation of the genome, some of the most recent ones are split-

pool recognition of interactions by tag extension (SPRITE) (Quinodoz et al., 2018) 

and genome architecture mapping (GAM) (Beagrie et al., 2017) two methods to 

identify multi-contacts (i.e. involving more than two loci) while avoiding the ligation 

biases of Hi-C; and GPSeq, a method that provides a radial map of chromatin 

disposition (Girelli et al., 2020). 

 

2.3.2 Current technologies limits 

All the described technologies to study epigenetics have been successfully applied in 

multiple works increasing our knowledge of cell biology and mechanisms that lead to 

disease. They all are affected by common limitations that reduce their applicability. 

One major problem of many techniques is the amount of starting biological material 

required, as it is the case for ChIP-seq or Hi-C. This is a relevant problem especially 
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if we are working with human tissue samples, where the material available is often 

scarce as their collection requires invasive procedures for the patient. In addition, not 

all methods could be applied to tissues or primary cell lines even if the input is 

abundant. Indeed, some techniques require cells transfection (as DamID). 

From a technical point of view, further limitations exist when use of biochemical 

modifications of samples are required during the analysis that could produce artifacts. 

The use of antibodies could be problematic as well, namely polyclonal antibodies that 

have different affinity for different targets that complicates the comparison of 

independent experiments even if targeting the same protein. 

Another type of problems affecting epigenomic methods are practical ones. Some 

protocol could be very expensive, thus a great number of replicates is harder to afford, 

especially for small laboratories. e.g. WGBS and Hi-C require a high sequencing depth 

to reach high resolution. Other elements to take into account in evaluating the 

applicability of a method is its protocol complexity and time requirement that could 

compromise the reproducibility or complicate the scalability of the approach to many 

samples, respectively. 

Finally, it is important to remark that most of the techniques can focus on one 

epigenetic feature: C-technologies can just provide information on genome interaction 

without specifying the chromatin status, DNase-seq and ATAC-seq only focus on 

open chromatin regions and ChIP-seq can study one target at a time. 

 

2.4 SAMMY-seq: a new method to study epigenomics status by 

chromatin biochemical properties 

Considering the limitations affecting the common epigenomics study techniques, in 

collaboration with Chiara Lanzuolo's lab we developed a new method: the Sequential 

Analysis of Macro-Molecules Accessibility sequencing (SAMMY-seq) (Sebestyén et 

al., 2020). It is based on the concept that different chromatin regions have different 

biochemical properties and levels of solubility, according to their epigenetic status. 

Different chromatin fractions are isolated based on their distinct biochemical 

properties and sequenced to identify the corresponding regions along the genome. We 

developed three distinct protocols based on the same mechanism that could be 

summarized in four main steps. At first, the nuclear membrane is permeabilized and 

soluble proteins are collected. Then the DNA is digested using one or more 
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endonucleases (according to the version of the protocol we are applying) and we 

collect the material exiting from the nuclei. Then we dissolve ionic interactions 

between the DNA and histones through NaCl and again we collect the material in 

another fraction. Finally, we treat what remains with urea to dissolve the remaining 

protein and membrane pellets and collect the supernatant. Then we separately 

sequence the collected DNA and proceed to bioinformatic analysis. Comparing the 

number of reads we got in each genomic region across fractions we assess the 

epigenetic properties affecting solubility of each region along the genome. 

This method can be easily (and cheaply) performed on virtually any type of sample, 

even tissue, it does not require the use of antibodies or cross-linking and could be 

applied even with scarce material, allowing the characterization of both open and 

closed chromatin regions. 
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3 Materials and methods 

3.1 Samples and data sources 

3.1.1 Fibroblasts primary cells culture and treatments 

Primary fibroblast cell lines were cultured in DMEM High glucose with glutamax 

supplemented with 15% FBS and 1% Pen/Strep. HGADFN167 (HGPS167)-8 years 

old, HGADFN169 (HGPS169)-8 years old, HGADFN188 (HGPS188)-2 years old 

human dermal fibroblasts derived from HGPS patients were provided by the Progeria 

Research Foundation (PRF). AG08498 (CTRL001) -1-year-old and AG07095 

(CTRL002)-2-years-old human dermal fibroblasts were obtained from the Coriell 

Institute. Foreskin fibroblast strain #2294 (CTRL004)-4 years old was a gift to Chiara 

Lanzuolo from the Laboratory of Molecular and Cell Biology, Istituto Dermopatico 

dell’Immacolata (IDI)-IRCCS, Rome, Italy, while control dermal fibroblast 

CTRL013-13 years old was kindly provided by the Italian Laminopathies Network. 

For JQ1 vs DMSO experiments, cells were treated 48h with Brd-4 inhibitor JQ1 

(Sigma, SML0974), resuspended at 5 mM concentration in DMSO and then diluted in 

culture medium to 0.5 µM. 

 

3.1.2 C2C12 culture 

Mouse myoblast C2C12 cell line (ATCC) was cultured in DMEM High glucose 

supplemented with 10% FBS. 

 

3.1.3 Prostate biopsies collection and processing 

Our analyses involved cohorts of chemo-naïve patients followed-up in the Urology’s 

Division of Fondazione IRCCS Ca' Granda-Ospedale Maggiore Policlinico (Milan). 

The patients were selected according to PSA analysis and digital rectal examination. 

The biopsies have been collected throught the transrectal ultrasound-guided 

systematic sampling of the prostate (TRUS biopsy). Fourteen multiregional cores 

TRUS prostate biopsy were collected from all enrolled patients for the diagnosis and 

one more core was taken for this study from the same surgery. The institutional ethics 

committee board authorized this study (authorization n. 1063). All specimens were 

obtained after the patients had provided written informed consent following the ethical 

principles of biomedical researches on biospecimens. To ensure optimal tissue 

recovery in terms of quality, fresh surgical prostate biopsy specimens were placed in 
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ice-cold saline buffer and then directly transported to the laboratory within 1 hour from 

sample collection. Tissues were then immediately processed to preserve the 

intranuclear genomic and protein architecture of prostate cells nuclei. Samples 

selected for next generation sequencing (NGS) consist of 18 fresh biopsies divided on 

the basis of the histology and the spatial distribution of the positive cores in two 

different groups: 10 prostate cancer (PCa) biopsies with histologically confirmed 

prostate cancer and 8 histologically negative biopsies from patients who had no cancer 

in any biopsy core. The enrolled patients were men aged 62-87, with a median age of 

72 years. 

All the clinical data were provided by the Urology division maintaining the patient 

confidentiality. 

The biopsy specimen was stored at 4-8°C for maximum 6 hours before dissociation, 

avoiding its freezing. For the digestion step, given the little size of the needle biopsy 

tissues (typically 20-30 mg) we determined the dissociation condition to ensure 

optimal cell populations recovery. Briefly, tissue was cut into small pieces (~1 mm) 

in ice-cold PBS with autoclaved surgical scissors and resuspended in 1 ml HBSS 

(Gibco, 14025) containing 200 units of collagenase type I (Life Technologies, 17018-

029) plus 67 μg DNase I (Sigma-Aldrich, 10104159001) each ~10 mg of minced 

tissue. Digestion was carried out in a water bath at 37 °C shaking vigorously for 10 

sec every 5 minutes; at its completion (usually after 1 hour of digestion) single cells 

were washed once by topping up to 2 ml with RPMI + 10% FBS and centrifugated at 

300g. The cell pellet was resuspended in RPMI + 10% FBS and dispersed by passing 

through a 75μm cells strainer, followed by an additional wash of the filter with RPMI 

+ 10% FBS. Finally, the cells were centrifugated and resuspended in 1 ml of ice-cold 

PBS for counting with a hemacytometer. The entire procedure of digestion takes 

approximately 3 hours. 

 

3.1.4 Literature data 

3.1.4.1 Public genomics datasets for skin fibroblasts 

We collected publicly available ChIP-seq datasets from the following sources: 

Lamin A/C ChIP-seq from (McCord et al., 2013) (SRR605493, SRR605494, 

SRR605495 and SRR605496), Lamin B1 ChIP-seq from  

(Sadaie et al., 2013) and H3K27ac, H3K9me3, H3K36me3, H3K4me3 from Roadmap 
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Epigenomics (fibroblast sample: E055) (Roadmap Epigenomics Consortium et al., 

2015). 

Hi-C data used has been produced in (Finn et al., 2019), we downloaded the already 

count normalized matrix (4DNFIMDOXUT8) in .mcool format from 4DN data portal 

(Dekker et al., 2017). 

 

3.1.4.2 Public genomics datasets for C2C12 cells 

We collected publicly available datasets from the following sources: 

H3K9me3 ChIP-seq from (Singh et al., 2015), H3K36me3, H3K79me2 and 

H3K79me3 from ENCODE/Caltech series GSE36023 (Dunham et al., 2012) and 

Lamin B1 Dam-ID-seq from (F. Wu & Yao, 2013) (SRX195288, SRX195289, 

SRX195290 and SRX195291). 

 

3.1.4.3 Public genomics datasets for prostate cells and tissue 

The ChIP-seq data of prostate gland have been downloaded from the following 

datasets available on ENCODE (Dunham et al., 2012): ENCSR763IDK (H3K27ac), 

ENCSR642CSX (H3K4me1), ENCSR748RBT (H3K4me3), ENCSR690CSD 

(H3K27me3) and ENCSR133QBG (H3K9me3). These data have been downloaded as 

raw data and analyzed as described in the next sections.  

 

3.2 Experimental protocols 

3.2.1 SAMMY-seq 

3.2.1.1 SAMMY-seq 3f protocol performed on fibroblast cells 

Chromatin fractionation was carried out as described in (Marasca et al., 2016; 

Sebestyén et al., 2020) with minor adaptions. Briefly, 4 million fibroblasts were 

washed in PBS 1×, and resuspended in cytoskeleton buffer (CSK: 10 mM PIPES pH 

6.8; 100 mM NaCl; 1 mM EGTA; 300 mM Sucrose; 3 mM MgCl2; 1× protease 

Inhibitors by Roche Diagnostics; 1 mM PMSF) supplemented with 1 mM DTT and 

0.5% Triton X-100. After 5 min at 4 °C the cytoskeletal structure was separated from 

soluble proteins by centrifugation at 900×g for 3 min, and the supernatant was labeled 

as S1 fraction. The pellets were washed with an additional volume of cytoskeleton 

buffer. Chromatin was solubilized by DNA digestion with 10U of RNase–free DNase 

(Turbo DNAse; Invitrogen AM2238) in CSK buffer for 60 min at 37 °C. To stop 
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digestion, ammonium sulfate was added in CSK buffer to a final concentration of 250 

mM and, after 5 min at RT samples were pelleted at 2350×g for 3 min at 4 °C and the 

supernatant was labeled as S2 fraction. After a wash in CSK buffer, the pellet was 

further extracted with 2 M NaCl in CSK buffer for 5 min at 4 °C, cen- trifuged at 

2350×g 3 min at 4 °C and the supernatant was labeled as S3 fraction. This treatment 

removed the majority of histones from chromatin. After 2 washing in NaCl 2 M CSK, 

the pellets were solubilized in 8 M urea buffer to remove any remaining protein 

component by applying highly denaturing conditions. This remaining fraction was 

labeled as S4. For the scaled-down experiment, samples of 250,000, 50,000, or 10,000 

cells were treated analogously, except for a reduction of buffers volumes to half of 

those used for 10 million cells and a decrease of DNase to 8U. 

 

3.2.1.2 SAMMY-seq 3f protocol performed on MCF10DICIS.com cells 

Three distinct biological replicas of control and RAB5A expressing 

MCF10.DCIS.com monolayers were obtained in the context of a collaboration with 

Dr Giorgio Scita as detailed in (Frittoli et al., 2021) and processed for chromatin 

fractionation as described in (Marasca et al., 2016; Sebestyén et al., 2020), with minor 

adaptions. Briefly, 3 million cells were washed in PBS 1X, and extracted in 600 μl of 

cytoskeleton buffer (CSK: 10 mM PIPES pH 6,8; 100 mM NaCl; 1 mM EGTA; 300 

mM Sucrose; 3 mM MgCl2; 1X protease Inhibitors by Roche Diagnostics; 1 mM 

PMSF) supplemented with 1 mM DTT and 0,5% Triton X-100. After 10 min on wheel 

at 4°C the cytoskeletal structure was separated from soluble proteins by centrifugation 

at 900g for 3’ at 4°C, and the supernatant was labeled as S1 fraction. The pellets were 

resuspended with 600 μl of cytoskeleton buffer, put 10 min on wheel at 4°C followed 

by centrifugation at 900g for 3’ at 4°C. Chromatin was solubilized by DNA digestion 

with 25U of RNase–free DNase (Turbo DNAse; Invitrogen AM2238) in 100 μl of 

CSK buffer for 60 min at 37°C. To stop digestion, ammonium sulphate was added in 

CSK buffer to a final concentration of 250 mM and, after 5’ in ice samples were 

pelleted at 900g for 3 min at 4°C and the supernatant was labeled as S2 fraction. The 

pellets were resuspended with 200 μl of CSK buffer, put 10 min on wheel at 4°C 

followed by centrifugation at 3000g for 3 min at 4°C. The pellet was further extracted 

with 100 μl of CSK buffer with 2M NaCl for 5 min at 4°C, centrifuged at 2300g 3 min 

at 4°C and the supernatant was labeled as S3 fraction. This treatment removed the 
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majority of histones from chromatin. The pellets were washed twice with 200 μl of 

CSK buffer with 2M NaCl, put 10 min on wheel at 4°C followed by centrifugation at 

3000g for 3 min at 4°C. The pellets were solubilized in 100 μl of 8M urea buffer for 

10 min at room temperature to remove any remaining protein component by applying 

highly denaturing conditions. This fraction was labeled as S4. DNA was extracted 

from S2, S3 and S4 fractions. All fractions were quantified and analyzed by SDS-

PAGE and immunoblotting. Anti-tubulin alpha (Sigma T5168, mouse 1:10000), H3 

(Abcam ab1791, rabbit 1:4000), Beta-Actin (Santa-Cruz sc1616, rabbit 1:4000), were 

used as primary antibodies. HRP-conjugated secondary antibodies were revealed with 

the ECL chemiluminescence kit (Thermo Fisher Scientific). After incubation 90 min 

at 37°C with 6 μl of RNAse cocktail (Invitrogen AM2286) followed by 150 min at 

55°C with 40 mg of Proteinase K (Invitrogen, AM2548), DNA was extracted by 

standard phenol/chloroform extraction, precipitated and resuspended in 15μl milliQ 

H2O. The S2 fraction was further purified with PCR DNA Purification Kit (Qiagen, 

28106). After Qubit HS DNA quantification then samples were evaluated by capillary 

electrophoresis (Agilent 2100 Bioanalyzer) and then sonicated with a Covaris M220 

Focused-ultrasonicator using screw cap microTUBEs with the parameters: water bath 

20°C, peak power 30.0, duty factor 20.0, cycle/burst 50, duration: 125 seconds for S2 

and S3 fractions, 150 seconds for S4 fraction. The DNA profiles were checked again 

by capillary electrophoresis (Agilent 2100 Bioanalyzer). 

Libraries for SAMMY-Seq: for fractions S2, S3 and S4 obtained from chromatin 

fractionation procedure, at least 2.5 ng DNA were used to generate an indexed library 

(Kapa HyperPrep kit; Roche KK8504, KK8727). Indexed DNA libraries were purified 

(AmpureXP, Beckman, A63881), quantitated (Qubit dsDNA HS Assay, Q32851), 

checked for size distribution on Agilent Bioanalyzer 2100 (DNA HS kit, Agilent, 

5067-4626) and normalized for pooling. 1% PhiX control was added to the sequencing 

pool, to serve as a positive run control. Sequencing was performed in SR mode 

(1x75nt) on an Illumina NextSeq550 platform, generating at least 30 million SR reads 

per sample. Experiment was performed using biological triplicates. 

 

3.2.1.3 SAMMY-seq 4f protocol performed on fibroblast cells 

Chromatin fractionation was carried out as described in (Marasca et al., 2016) with 

minor adaptions. Briefly, 3 million fibroblasts were washed in PBS 2×, and 
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resuspended in cytoskeleton buffer (CSK: 10mM PIPES pH 6.8; 100 mM NaCl; 1 mM 

EGTA; 300mM Sucrose; 3 mM MgCl2; 1× protease Inhibitors by Roche Diagnostics; 

1 mM PMSF) supplemented with 1 mM DTT and 0.5% Triton X-100. After 10 min 

on a wheel at 4 °C the cytoskeletal structure was separated from soluble proteins by 

centrifugation at 900×g for 3 min, and the supernatant was labelled as S1 fraction. The 

pellet was washed with an additional volume of CSK buffer and then resuspended in 

100ul of fresh CSK buffer. Chromatin was solubilized by DNA digestion with 25U of 

RNase–free DNase (DNAseI; Invitrogen, AM2222) for 60 min at 37 °C. To stop 

digestion, ammonium sulfate was added in CSK buffer to a final concentration of 

250mM and, after 5 min on ice, the sample was pelleted at 900×g for 3 min at 4 °C 

and the supernatant was labelled as S2 fraction. After a wash in CSK buffer, the pellet 

was further extracted in 100ul of CSK buffer supplemented with 2M NaCl. The sample 

was incubated on a wheel for 10 min at 4 °C and then centrifuged at 2350×g 3 min at 

4 °C, and the supernatant was labelled as S3 fraction. This treatment removed the 

majority of histones from chromatin. After two washings in 2M NaCl CSK, the pellet 

was solubilized in 100ul of 8M urea to denaturate any remaining protein component, 

and this fraction was labeled as S4. For the scale-down experiment, a sample of 10,000 

cells was treated analogously, except for a reduction of buffer volumes to half of those 

used for 3 million cells and a decrease of DNase to 12.5U. 

For DNA analysis, each fraction was diluted in TE to 200ul, incubated with 6ul of 

RNAse cocktail (Invitrogen, AM2288) (90 min at 37 °C) and 40ug of Proteinase K 

(Invitrogen, EO0491) (150 min at 55 °C). DNA was extracted by standard 

phenol/chloroform extraction, precipitated and resuspended in nuclease-free water 

(50ul for S2 and S2.2, 15μl for S1, S3 and S4). On the next day, S2 was additionally 

purified using PCR DNA Purification Kit (Qiagen, 28106) and suspend in 50μL of 

nuclease-free water. DNA fragments in S2 were separated using AMPure XP 

paramagnetic beads (Beckman Coulter, A63880) with the ratio 0,95: smaller 

fragments were conserved as S2S fraction and larger fragments as S2L fraction. Both 

were suspended in 20 ul of nuclease-free water and then S2L was brought to 15ul 

using a centrifugal vacuum concentrator. Samples were then quantified with Qubit 1X 

dsDNA HS (Invitrogen, Q33231), transferred to microTUBE-15 AFA Beads Screw-

Cap (Covaris, 004078) and sonicated in a Covaris M220 focused-ultrasonicator (peak 

power 30, duty factor 20, cycles/burst 50 – S2L and S2L.2 for 125sec, S3 and S4 for 

175sec). The DNA profiles were finally checked by capillary electrophoresis (Agilent 



 38 

2100 Bioanalyzer with 2100 Expert Software). For sequencing, DNA libraries were 

prepared using NEBNext® Ultra™ II DNA Library Prep Kit for Illumina® (NEB, 

E7645L) with Unique Dual Index NEBNext Multiplex Oligos for Illumina (NEB, 

E6440S) and then sequenced using an Illumina NovaSeq 6000 System according to 

manufacturer’s instructions at the IEO Genomic Unit in Milan. 

 

3.2.1.4 SAMMY-seq 4f protocol performed on prostate biopsies derived cells 

Tissue-digested single cell suspension was performed with minor adaptations to the 

protocol described in (Sebestyén et al., 2020). Cells were counted, washed in cold PBS 

and resuspended in cold cytoskeleton buffer CSK: 10 mM PIPES pH 6,8; 100 mM 

NaCl; 1 mM EGTA; 300 mM Sucrose; 3 mM MgCl2; 1X Protease Inhibitor Cocktail 

(Roche, 04693116001); 1 mM PMSF (Sigma-Aldrich, 93482) supplemented with 1 

mM DTT and 0,5% Triton X-100. After 10 minutes on a wheel at 4°C, samples were 

centrifugated for 3 minutes at 900g at 4°C and cytoplasmic and nucleoplasmic 

components were collected as S1 fraction. Pellets were washed for 10 minutes on the 

wheel at 4°C with an additional volume of the same buffer. Chromatin was then 

digested by using DNase I (Invitrogen, AM2222) (25U for more than 100 thousand 

cells and 12.5U for less than 100 thousand cells) in CSK buffer (10 mM PIPES pH 

6.8; 100 mM NaCl; 1 mM EGTA; 300 mM Sucrose; 3 mM MgCl2; 1 mM PMSF, with 

protease inhibitors) for 60 min at 37°C. To stop digestion, ammonium sulphate was 

added to samples to a final concentration of 250 mM and, after 5 min on ice, samples 

were pelleted at 900g for 3 min at 4°C and the supernatant was collected as S2 fraction. 

After a wash in CSK buffer, the pellet was further extracted with 2M NaCl in CSK 

buffer for 10 min at 4°C, centrifuged at 2300 g 3 min at 4°C and the supernatant was 

conserved as S3 fraction. This treatment removed the majority of histones from 

chromatin. Pellets were washed twice for 10 minutes on the wheel at 4°C with double 

volume of high salt CSK buffer. Finally, after 3 minutes of 3000g centrifugation at 

4°C, pellets were solubilized in in 8M urea for 10 minutes at RT to denature any 

remaining protein and to dissolve membranes, and labelled as S4. Factions were stored 

at – 80°C until DNA extraction. 

Fractions were diluted 1:2 in TE buffer (10mM TrisHCl pH 8.0, 1 mM EDTA) and 

incubated with 61,5 U of RNAse cocktail (Ambion, AM2286) at 37° for 90 minutes, 

followed by 40μg of Proteinase K (Invitrogen, AM2548), at 55° for 150 minutes. 
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Genomic DNA was then isolated using phenol/chloroform (Sigma-Aldrich, 77617) 

extraction followed by a back extraction of phenol/chloroform with additional volume 

of TE1X. DNA was precipitated in 3 volumes of cold ethanol, 0.3M sodium acetate 

and 20ug glycogen (Ambion AM9510) for 1 hour on dry ice or overnight at -20°. Dry 

pellets were resuspended in 50 μl (S2) or 15 ul (S3 and S4) of nuclease-free water and 

incubated at 4°C overnight. On the next day, S2 was further purified using PCR DNA 

Purification Kit (Qiagen, 28106) and separated using AMPure XP paramagnetic beads 

(Beckman Coulter, A63880) with the ratio 0,90/0,95 to obtain smaller fragments 

conserved as S2S (< 300 bp) and larger fragments labelled as S2L (> 300bp) fractions. 

Both were suspended in 20 ul of nuclease-free water and then reduced to 15ul using a 

centrifugal vacuum concentrator. S2L, S3 and S4 fractions were sonicated in a Covaris 

M220 focused-ultrasonicator using screw cap microTUBEs (Covaris, 004078) to 

obtain a smear of DNA fragments peaking at 150-200 bp (waterbath 20°C, peak power 

30.0, duty factor 20.0, cycles/burst 50). Prostate tissues: 150 seconds for S2L and 175 

seconds for S3 and S4; Fibroblasts: 125 seconds for S2L and S3, 150 seconds for S4. 

Fractions were quantified using Qubit 4 fluorometer with Qubit dsDNA HS Assay Kit 

(Invitrogen, Q32854) and run on an Agilent 2100 Bioanalyzer using High Sensitivity 

DNA Kit (Agilent, 5067-4626). Libraries were created from each sample using 

NEBNext Ultra II DNA Library Prep Kit for Illumina (NEB, E7645L) and Unique 

Dual Index NEBNextMultiplex Oligos for Illumina (NEB, E6440S); libraries were 

then qualitatively and quantitatively checked on Bioanalyzer 2100. Libraries with 

distinct adapter indexes were then multiplexed and, after cluster generation on 

FlowCell, sequenced for 50 bases in paired-ends mode on an IlluminaNovaSeq 6000 

instrument at the IEO Genomic Unit in Milan. A sequencing depth of at least 35 

million reads was obtained for each sample. 

 

3.2.1.5 SAMMY-seq 6f protocol performed on fibroblast cells  

For the 6f protocol on fibroblasts, a sample of 3 million cells was treated as described 

for 4f on fibroblasts above, except for the insertion of a second step of digestion: after 

the recovery of the S2 fraction, the pellet was washed in CSK buffer, digested with 

25U of TURBO DNAse (Invitrogen, AM2238) in 100ul of CSK buffer for another 

60min at 37°C followed by stopping of the reaction with ammonium sulfate, 
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centrifuged at 900xg for 3min at 4°C and the supernatant was recovered as S2.2 

fraction. After this step, the protocol was resumed as described above. 

 

3.2.2 ChIP-seq 

3.2.2.1 ChIP-seq performed on fibroblast cells  

Cells were cross-linked with 1% HCHO for 12 min at room temperature, lysed and 

chromatin sheared. IP was performed overnight on a wheel at 4 °C with 2.4 μg of 

H3K9me3 antibody (ab8898, Abcam) or 2μg of H3K27me3 (07-449, Millipore). The 

following day, antibody-chromatin immunocomplexes were loaded onto Dynabeads 

Protein G (Invitrogen 10004D). The bound complexes were washed once in Low Salt 

Solution (0,1% SDS, 2 mM EDTA, 1% Triton X-100, 20 mM Tris pH 8, 150 mM 

NaCl), once in High Salt Solution (0,1% SDS, 2 mM EDTA, 1% Triton X-100, 20 

mM Tris pH 8, 500 mM NaCl), once again in Low Salt Solution and once in 

Tris/EDTA 50 mM NaCl. Crosslinking was reversed at 65 °C overnight in Elution 

Buffer (50 mM Tris pH 8, 20 mM EDTA, 1%SDS), DNA was purified by standard 

phenol/chloroform extraction, precipitated and resuspended in 30 μl of 10 mM Tris 

pH 8. ChIP efficiency was tested by qPCR reactions, performed in triplicate using 

SYBR select master mix (Invitrogen, 4472908) on a StepOnePlus™ Real-Time PCR 

System (Applied Biosystems).  

For H3K9me3, ChIP-seq libraries for sequencing were created using the automation 

instrument Biomek FX (Beckman Coulter), while for H3K27me3 ChIP-seq they were 

created using NEBNext Ultra II DNA Library Prep Kit for Illumina (NEB, E7645L) 

with NEB-Next Multiplex Oligos for Illumina (NEB). Libraries were then 

qualitatively and quantitatively checked using dsDNA HS Assay kit (Invitrogen, 

Q32854) on a Qubit 2.0 fluorometer and High Sensitivity DNA Kit (Agilent 

Technologies, 5067–4627) on an Agilent Bioanalyzer 2100. Libraries with distinct 

adapter indexes were multiplexed and, after cluster generation on FlowCell, were 

sequenced for 50 bp in the single read mode on a HiSeq 2000 sequencer at the IEO 

Genomic Unit in Milan. 

 



 41 

3.2.3 RNA-seq 

3.2.3.1 RNA-seq performed on prostate biopsies derived cells 

Ten thousand prostatic cells form the biopsy digestion step were stabilized in 200µl 

of 1Thioglycerol/Homogenization Solution of the Maxwell® RSC miRNA Tissue Kit 

(Promega, AS1460) and stored frozen at -80°C for later total RNA automated 

purification using Maxwell® RSC 48 Instrument (Promega, AS8500) according to 

manufacturer’s instructions. The automated purification on the Maxwell® RSC 

Instrument ensures the higher RNA yield from this low number of cells. Total RNA 

was quantified by Qubit 4 fluorometer with Qubit RNA HS Assay Kit (Invitrogen, 

Q32852) and assessed by Agilent 2100 Bioanalyzer using Agilent RNA 6000 Pico Kit 

(Agilent, 5067-1513) to inspect RNA integration. For each sample, 1 ng of total RNA 

was used to construct strand specific RNAseq library with SMARTer Stranded Total 

RNA-Seq Kit - Pico Input (Takara, 634487). The yield and quality of the libraries 

were evaluated on Agilent 2100 Bioanalyzer using High Sensitivity DNA Kit (Agilent, 

5067-4626). RNAseq libraries were sequenced on the Illumina NextSeq™ 550 system 

at the sequencing facilities of Humanitas or Division of Pathology of Fondazione 

IRCCS Ca' Granda-Ospedale Maggiore Policlinic in Milan to a minimal target of 40 

million for 75 bases in paired-ends mode. 

 

3.3 Prostate tissue evaluation 

3.3.1 FACS analysis of prostate biopsies  

To quantify the relative frequency of cell types for each prostate biopsy, ten thousand 

cells form the digestion step were stained, acquired on a BD FACS Canto™ Flow 

Cytometer and analysed with FlowJo software in the INGM FACS Facility. To avoid 

unspecific binding, antibodies were incubated with PBS-BSA 1% for 30 minutes at 

4°C. TO-PRO®-3 stain is used to assess cell viability, tissue resident leukocytes are 

identified by CD45+/CD326-, epithelia are identified by CD326+/CD45-, and stroma 

are double negative (CD326-CD45-). The followed table displays information on 

antibodies used for flow cytometry. 

Specificity Clone Fluorochrome  Identifier Specificity 

TO-PRO®-3 - APC Thermofisher, 

T3605 

Viability 

CD326 EBA-1 FITC BD, Epithelia 
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347197 

CD45 H130 PB Biolegend,  

982306 

Leukocyte 

 

3.3.2 Histological evaluation of prostate biopsies  

One third portion of each prostate tissue specimen was embedded in Killik (Bio-

Optica, 05-9801), immediately frozen in precooled isopentane (MilliporeSigma, 

277258) and stored at -80°. OCT embedded biopsy cores (one per patient) were 

serially sectioned, at 10 µm thick in a cryostat at -20°C. Ten glasses per patient, 

containing multiple sections representing distinct regions of the same tissue were 

prepared in parallel and stored at -80°, along with a corresponding hematoxylin and 

eosine stained slide. Hematoxylin and Eosin staining was performed using H&E 

Staining Kit (ab245880). The hematoxylin-eosin-stained slides were reviewed by an 

expert genitourinary pathologist to assign a Gleason score according to the 

International Society of Urinary Pathology grading system. The histopathological 

architectural pattern was also confirmed by comparing the Gleason score between our 

prostate biopsy tissue sample and the nearby biopsy used for clinical diagnosis of the 

patients. All the clinical data were provided by the Urology division maintaining the 

patient confidentiality. 

 

3.4 Bioinformatics analysis 

3.4.1 Trimming and sequencing 

Sequencing reads have been trimmed using Trimmomatic (v0.39) (Bolger et al., 2014) 

using the following parameters for SAMMY-seq and literature data: 2 for 

seed_mismatch, 30 for palindrome_threshold, 10 for simple_threshold, 3 for leading, 

3 for trailing and 4:15 for sliding window. The sequence minimum length threshold 

of 35 has been applied for all data except for H3K9me3, H3K4me3, H3K79me2, 

H3K79me3 datasets of C2C12 where 30 has been used. As clip file has been used the 

Trimmomatic provided dataset “TruSeq3-SE.fa” (for single end) and “TruSeq3-PE-

2.fa” (for paired end). Only for MCF10DICIS.com SAMMY-seq data, all reads were 

cropped to 75 bp reads length (if longer) by setting the crop option of Trimmomatic 

(v0.39) to 75. 
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After trimmed reads have been aligned using BWA (v0.7.17-r1188) (H. Li & Durbin, 

2009) setting –k parameter as 2 and using as reference genome the UCSC hg38 one 

for fibroblasts and the UCSC mm10 for the C2C12 (in both cases only canonical 

chromosomes have been taken into consideration).  

The alignment duplicates have been marked with Picard (v2.22; 

https://github.com/broadinstitute/picard) MarkDuplicates option. And then filtered 

using Samtools (v1.9) (H. Li et al., 2009), in addition we filtered all the reads with 

mapping quality lower than 1. 

Each lane has been analysed separately and then merged at the end of the process. 

 

3.4.2 Genome coverage calculation 

From the alignment of output a coverage analysis has been performed using Deeptools 

(v3.4.3) (Ramírez et al., 2016) bamCoverage function. For these analyses the genome 

has been binned at 50bp, the reads extended up to 250 bp and RPKM normalization 

method has been used.  

For mouse data has been considered a genome size of 2308125349 bp (value suggested 

in the Deeptools manual 

https://deeptools.readthedocs.io/en/latest/content/feature/effectiveGenomeSize.html), 

from the analysis have been excluded regions known to be problematics in term of 

sequencing (the list has been downloaded from the ENCODE portal, 

https://www.encodeproject.org/files/ENCFF547MET/@@download/ENCFF547ME

T.bed.gz). 

For human data has been considered a genome size of 2701495761 bp (value 

suggested in the Deeptools manual 

https://deeptools.readthedocs.io/en/latest/content/feature/effectiveGenomeSize.html), 

from the analysis have been excluded regions known to be problematics in term of 

sequencing (the list has been downloaded from the ENCODE portal, 

https://www.encodeproject.org/files/ENCFF356LFX/@@download/ENCFF356LFX

.bed.gz). 

 

3.4.3 SAMMY-seq fraction and ChIP-seq IP over INPUT comparison 

The comparison between SAMMY-seq fractions or ChIP-seq IP over INPUT 

comparisons has been performed using the SPP (v1.16.0) (Kharchenko et al., 2008) R 

https://deeptools.readthedocs.io/en/latest/content/feature/effectiveGenomeSize.html
https://www.encodeproject.org/files/ENCFF547MET/@@download/ENCFF547MET.bed.gz
https://www.encodeproject.org/files/ENCFF547MET/@@download/ENCFF547MET.bed.gz
https://deeptools.readthedocs.io/en/latest/content/feature/effectiveGenomeSize.html
https://www.encodeproject.org/files/ENCFF356LFX/@@download/ENCFF356LFX.bed.gz
https://www.encodeproject.org/files/ENCFF356LFX/@@download/ENCFF356LFX.bed.gz
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(v3.5.2) library. The reads have been imported from the bam files using the 

“read.bam.tags” function, then they have been filtered using 

“remove.local.tag.anomalies” and finally the comparison has been performed using 

the function “get.smoothed.enrichment.mle” setting “tag.shift = 0” and 

“background.density.scaling = TRUE”. 

 

3.4.4 Identification of chromatin domains 

3.4.4.1 Domains calling on SAMMY-seq 3f 

We performed relative comparisons of SAMMY-seq fractions within each sample 

using EDD (version 1.1.15) (E. Lund et al., 2014), optimized to call very broad 

enrichment domains. EDD was originally designed for lamin ChIP-seq data, 

comparing IP and input samples. As SAMMY-seq data also shows broad enrichment 

regions, we used EDD to select significantly enriched SAMMY-seq domains by 

comparing less accessible fractions to more accessible ones (S4vsS2 comparison) in 

each sample, with the following options: –gap-penalty 25–bin-size 50–write-log-

ratios–write-bin-scores and also excluding blacklisted genomic regions containing 

telomeric, centromeric, and certain heterochromatic regions (H. Li & Wren, 2014). 

We also changed the required_fraction_of_informative_bins parameter to 0.98. We 

used the same set of parameters for the downsampled data, except changing –binsize 

to 100 for 50% down-sampling or 200 for 25% down-sampling. To account for the 

lower sequencing depth, in the SAMMY-seq scale-down experiment (results reported 

in Fig. 3), we run EDD (version 1.1.19) with –gap-penalty 25 and –bin-size 250 

parameters, and in late-passage cells, we used –gap-penalty 45 and –bin-size 200. 

We used bedtools (version 2.25.0) (Quinlan & Hall, 2010) and the bedtools jaccard to 

calculate Jaccard Index for the various overlap analyses. 

 

3.4.4.2 Domains calling on fibroblast ChIP-seq data  

Peaks for enrichment profile analysis shown in fig25a were calculated over H3K27ac 

ChIP-seq data downloaded from Roadmap (see 2.1.5.1) using MACS2 software (Y. 

Zhang et al., 2008) using the “callpeak --broad” algorithm and setting the “—broad-

cutoff” parameter to 0.1. 
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3.4.4.3 Domains calling on MCF10DICIS.com ChIP-seq data 

Heterochromatin (H3K9me3 enriched) domains were defined using the EDD 

(v1.1.19) software with parameters (binsize = 200 Kb and gap penalty = 25) processing 

the filtered bam files obtained as described above. The 

“required_fraction_of_informative_bins” parameter was set to 0.98. The unalignable 

regions were defined as for genome coverage (see 2.3.2). 

 

3.4.4.4 Domains calling on prostate ChIP-seq data 

EDD was used for calling domains even on prostate ChIP-seq, in this case the –binsize 

chosen was of 150 Kb and the –gap-penalty was setted at 25 while other parameters 

used for fibroblasts were kept, we excluded from this analysis the regions excluded 

for genome coverage analysis. 

 

3.4.5 Metaprofile analysis 

The metaprofile analyses shown multiple figures have been done using DeepTools 

(v3.4.3). The metaprofile matrix was calculated with the “computeMatrix” command 

of DeepTools, using as regions of interest the heterochromatin domains obtained from 

ChIP-seq experiment as signal the SAMMY-seq values (comparison S4vsS2 for fig 

8b and S2S genome coverage for fig25a). In addition, the “skipZeros” option was 

added to remove regions with no coverage. The metaprofile plots have then been 

represented using the “plotProfile” tool of DeepTools using as input the previously 

created matrix. 

 

3.4.6 RNA-seq data preprocessing and differential expression analysis of 

prostate data  

The length reads used for sequencing is 75 bp. RNA samples were first trimmed with 

Trimmomatic (0.39) removing the specific adapters (ILLUMINACLIP:Picov2smart-

PE.fa) used in the Stranded Total RNA-Seq Kit v2 Pico Input, primer dimers, and low-

quality bases at the beginning and at the end of the reads (trimmomatic PE phred33 

LEADING:3 TRAILING:3 SLIDINGWINDOWD:4:15 MINLEN:36). The reads 

quality was checked with Fastqc (Version 0.11.8; 

https://www.bioinformatics.babraham.ac.uk/projects/fastqc/). STAR (V. 

2.7.0f_0328) (Dobin et al., 2013) was used to index (STAR --runMode 
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genomeGenerate) the Human Genome (GENCODE Release 39, GRCh38 primary 

assembly genome) (Schneider et al., 2017) and to align sequenced reads in Paired-End 

mode (--readFiles R1.FASTQ R2.FASTQ) on the previous indexed reference. 

Multimapping reads and PCR duplicate unique mappers are marked in the final output 

(--bamRemoveDuplicatesType Unique) and unaligned reads stored in a different file 

(--outReadsUnmapped Fastx). To count reads that fall on genes, has been used as a 

reference a GTF file with RefSeq annotation downloaded from UCSC 

(https://hgdownload.soe.ucsc.edu/goldenPath/hg38/bigZips/genes/hg38.ncbiRefSeq.

gtf.gz). 

This file was further processed to remove non canonical and mitochondrial 

chromosome, selected only curated genes (NM, NR) and finally split in protein coding 

(NM) and noncoding (NR) files. Reads count was carried out with HTSeq-count (V. 

0.13.5) on bam files (previously generated by STAR) using as a feature the union of 

all exons in a gene. Must be specified if the library is strand specific and if the first 

read (R1) is mapped on the same strand or the opposite strand of the gene. Using 

Takara kit, the second read (R2) yields sequences sense to the original RNA (htseq-

count -s reverse). The reads that align to more than position in reference are discarded 

(htseq-count --non-unique none). The full matrix with raw count reads for each sample 

were loaded in R 3.6.1 and normalized using DESeq2 (Anders & Huber, 2010) median 

of ratios (https://genomebiology.biomedcentral.com/articles/10.1186/gb-2010-11-10-

r106).  

Differential expression analyses are then performed with DESeq2 (V. 1.26) (Love et 

al., 2014) using Wald test and the Benjamini and Hochberg method, (correction for 

multiple tests) to compute p-values and adjusted p-values, respectively. These 

analyses were performed comparing one group of healthy samples against a group 

with all tumor samples. Subsequently, the group of tumors was split according to 

SAMMY-seq results. Thus, differential analysis was done for both comparisons 

(healthy group versus tumor group 1, healthy group versus tumor group 2). After 

differential expression we computed for every gene, a score based on log2 fold change 

and adjusted p-value (-log10(p-adjusted) * sign fold change). This score is 

representative of the differential expression significance and magnitude for each gene. 

A list was then made and ranked from significant and highest positive fold changes to 

significant and lowest negative fold changes. 

 

https://hgdownload.soe.ucsc.edu/goldenPath/hg38/bigZips/genes/hg38.ncbiRefSeq.gtf.gz
https://hgdownload.soe.ucsc.edu/goldenPath/hg38/bigZips/genes/hg38.ncbiRefSeq.gtf.gz
https://genomebiology.biomedcentral.com/articles/10.1186/gb-2010-11-10-r106
https://genomebiology.biomedcentral.com/articles/10.1186/gb-2010-11-10-r106
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3.4.7 Gene set enrichment analysis of prostate RNA-seq data  

The ranked list was used as input to perform the Gene set enrichment analysis (GSEA) 

(Mootha et al., 2003; Subramanian et al., 2005) with following parameters: Number 

permutations: 1000; Collapse: No; Enrichment Statistic: classic; Max size: 500; Min 

size:15. For the GSEA the hallmark gene set (Fraser et al., 2017) has been used. 

 

3.4.8 Gene ontology analysis of prostate differentially enriched genes 

The gene ontology analysis (GO) has been performed loading the differentially 

expressed genes on enrichR (E. Y. Chen et al., 2013; Kuleshov et al., 2016; Z. Xie et 

al., 2021). 

 

3.4.9 Genome coverage and comparison data visualization 

The visual representation of tracks was performed thanks to the Gviz R library 

(v1.26.5) (Hahne & Ivanek, 2016). The track profile was calculated using the function 

“DataTrack” (the input file was imported using the function “import” of the rtracklayer 

library) and plotted using the function “plotTracks” setting the value “window = 

1000”. Line plots were drawn setting the parameter type as ‘a’ and overlayed using 

the function “OverlayTrack”; instead, mountain plots were obtained setting the 

parameter type as "polygon". Extra elements of these plot as chromosome ideogram 

(on top) and genome axis were plotted respectively using the functions 

“IdeogramTrack” and “GenomeAxisTrack”. The analysis was performed identically 

for all the datasets. 

 

3.4.10 Correlation analysis 

The correlation analysis has been performed using “cor” R (v3.5.2) base function with 

“method = Spearman”. The comparisons have been imported in the R session using 

the function “import” of the rtracklayer (v1.42.2) (Lawrence et al., 2009) library. Then 

the files have been binned using the function “tileGenome” and the correlation have 

been performed per chromosome across the two comparisons in analysis. The values 

of correlation obtained per each chromosome have been then summarized in one value 

describing the genome-wide samples correlations through a weighted mean, where the 

weight of each chromosome correspond to its length. 
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3.4.11 Chromatin compartmentalization analysis of SAMMY-seq 6f fibroblast 

data  

3.4.11.1 Hi-C matrix loading into R environment 

The Hi-C matrix from (Finn et al., 2019) has been imported in R (3.6.0) using the 

“contact_mat_processing” function from Calder 1.0 (Liu et al., 2021) setting the 

binsize to 50 Kb. 

 

3.4.11.2 Computation of eigenvector for chromatin compartments analysis 

Compartment calling process started with the combination of SAMMY-seq fractions 

in a “pair wise correlation matrix”. This operation took, as input, the fractions (see 

genome coverage calulation, section 1.3.2) rebinned at 50 Kb (in the same way 

described for the correlation analysis), the analysis is done per chromosome. The data 

are imported in R (3.6.0) using the function “import” of the rtracklayer (v1.42.2) 

library. Then, fractions are assembled in an N x M matrix where N is the number of 

the genomic bins and M is the number of SAMMY fractions (i.e. six); so each value 

in the matrix corresponds to the coverage value of a fraction in a specific bin. Starting 

from this matrix the pair wise correlation matrix is built calculating the Spearman 

correlation among bins. The bins not present in the Hi-C matrix have not been taken 

into account to calculate this matrix. 

On this matrix the principal component analysis (PCA) is performed and the first 

eigenvector has been used to define the compartments. 

In particular compartment A have been defined as the the genomic regions associated 

to a positive eigenvector score while the opposite for the B ones. 

 

3.4.12 Chromatin compartmentalization analysis of SAMMY-seq 4f prostate 

data  

3.4.12.1 SAMMY-seq solubility distance matrix computation 

Compartment calling process started with the combination of SAMMY-seq fractions 

in a “solubility distance matrix”. This operation took, as input, the fractions (see 

genome coverage calulation, section 1.3.2) rebinned at 50 Kb (in the same way 

described for the correlation analysis), the analysis is done per chromosome. The data 

are imported in R (4.1.0) using the function “import” of the rtracklayer (v1.42.2) 
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library. Then, fractions are assembled in an N x M matrix where N is the number of 

the genomic bins and M is the number of SAMMY fractions (i.e. four); so each value 

in the matrix corresponds to the coverage value of a fraction in a specific bin. Starting 

from this matrix the solubility distance matrix is built calculating the Euclidean 

distance among bins, for this operation the values describing each bin across fractions 

are used as bin coordinates (the R base function “dist” have been used). 

 

3.4.12.2 Computation of eigenvector for chromatin compartments analysis 

Eigenvector for Hi-C matrix or SAMMY-seq solubility matrix is calculated following 

the Calder procedure (Liu et al., 2021). At first the pairwise correlation is performed 

two times consecutively on the matrix (for this operation Calder “fast_cor” function 

has been used) and then arctangent transformation is applied, producing a new matrix 

(A). Then on A the subcompartment boundaries are calculated using the function 

“generate_compartments_bed”. A values are then summarized performing the mean 

of the values between boundaries previously calculated, producing a new matrix (B). 

B column values are then compared with the B values in X column before assessing 1 

if the value is higher than the one in the column before, 0 in the other cases; this 

operation is repeted for X values 1, 2, 3 and 4. The four resulting matrix are then 

combined in the T matrix. On the T matrix twice the pairwise correlation (“fast_cor” 

Calder function) is applied and the on the values the arctangent is performed. On this 

matrix a principal component analysis is performed obtaining than the eigenvector of 

the first principal component that has been presented in results. 

From the previously calculated eigenvector a binary tree is calculated performing 

recursively k-means analysis with “centers = 2” on it. From the tree two cluster are 

created: the one distributed subsequently the first branch on the left and the ones on 

the right. According to which cluster contain more bins overlapping genes A 

compartments are defined (the remaining instead are defined B compartments). 
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4 Results 

In this section I am reporting the results obtained with SAMMY-seq in different 

experimental settings and with different protocol variants. Indeed, three different 

protocols of SAMMY-seq have been developed that have different peculiarity and 

have been applied in different projects. This section is then divided in three main 

subsections corresponding to different projects and SAMMY-seq protocols. 

  

4.1 Detection of heterochromatin rearrangements in disease and 

physiological conditions by SAMMY-seq 

Despite the vast landscape of techniques that study epigenetics, heterochromatin is 

still far to be fully characterized. In particular, reliable techniques to study lamina 

chromatin interactions in primary cell samples are few and affected by technical 

biases. To fill this gap, in collaboration with Dr. Lanzuolo’s lab, we developed 

SAMMY-seq, a technique based on the sequential extraction of different chromatin 

fractions according to their biochemical properties that is not affected by common 

technical problems characterizing other related epigenomics techniques. 

In this section I am going to present the major features of this method, how it has been 

validated on fibroblast and its contribution to characterize epigenetic alterations in 

diseases as laminopathies and cancer, with a focus on heterochromatic regions. 

 

4.1.1 Description and validation of the SAMMY-seq method, pros and cons 

compared to previous reference methods to detect LAD and 

heterochromatin dynamics 

The first version of SAMMY-seq is based on the sequencing of three chromatin 

fractions (3f), hereafter named the SAMMY-seq 3f protocol. In this technique cells 

are resuspended treated at first with Triton for nuclear permeabilization and elution of 

soluble elements inside the cell, collecting at the end of the treatment the S1 fraction. 

Then the DNase (Turbo) is added to fragment the DNA and collect the most soluble 

genomic regions after the digestion (S2 fraction collection). After that, high salt 

concentration is added to the sample to dissolve ionic interactions between DNA and 

histones (S3 fraction collection). Finally, the sample is treated with urea and all 

remaining proteins and membranes pellets are dissolved, then the material is collected 
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in the S4 fraction. Once performed the protocol, the 3 fractions containing genomic 

DNA (S2, S3 and S4), are sequenced and analysed (fig2). 

 

Figure 2: SAMMY-seq protocol. Once cells have been isolated, they are treated with Triton and 

the surnatant is collected in the fraction S1. Then the sample is treated with the DNase and the 

mix of protein and DNA is collected in fraction S2. After that NaCl is added and again the output 

is collected in a fraction, S3. Finally, urea is added and the remaining material deriving from the 

cells is collected in the fraction S4. The DNA contained in S2, S3 and S4 is then extracted, 

sonicated, library is prepared and loaded on a flow-cell for sequencing (separately). Figure 

adapted from (Sebestyén et al., Nature Communications 2020). 

From the bioinformatic point of view, we performed explorative analyses of the 

sequencing data aligning them to a reference genome and looking at reads distribution 

along the genome. To validate that our results are in line with literature data, we 

performed correlation analyses between SAMMY-seq outputs and other epigenomics 

techniques data, such as ChIP-seq. 

Our first protocol run test was done on human fibroblast primary cells. From the 

analysis of reads distribution along the genome we found that the enrichment signal 

of S3 and S4 fractions fall in close chromatin regions (fig3a). The enrichment of S2 

instead is not immediately evident looking at the reads distribution, but correlating at 

genome wide level the S2 with the chromatin marks from ChIP-seq we obtain slightly 

negatively correlated values with closed chromatin marks (H3K9me3, Lamin A/C) 

and positively correlated with open (H3K36me3, H3K4me3) ones (fig3b). These 

observations support the fact that in SAMMY-seq we are collecting reads associated 

with closed chromatin domains in the fractions S3 and S4 and reads associated to open 

chromatin domains in fraction S2. This has been assessed comparing the reads 

distribution of these fractions against ChIP-seq data from literature (fig3). 
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Figure 3: SAMMY-seq reads distribution along the genome. (a) Visual representation along 

chr13:18,923,594-113,678,690 of two open chromatin marks (H3K36me3, H3K4me3; ChIP-seq 

experiments; on the Y axis: IP over INPUT reads distribution calculated with SPP) three SAMMY-

seq experiments (samples: C002, C004, C013; for each sample all the three genomic fractions are 

represented: S2 in red, S3 in light blue, S4 in dark blue; reads coverage distribution) and closed 

chromatin marks (H3K9me3, Lamin A/C; ChIP-seq experiments; on the Y axis: IP over INPUT 

reads distribution calculated with SPP); (b) Genome-wide Spearman correlation (Y axis) between 

histone marks (rows) and each fraction (X axis) of each SAMMY-seq experiment; for this 

correlation analysis a bin size of 50Kb has been used. 

 

As SAMMY-seq was able to recapitulate open chromatin regions in S2 and closed 

chromatin principally in S4, we decided to combine the enrichments coming from the 

two fractions to improve our ability to capture both eu- and hetero-chromatin. We did 

it by performing the log ratio of the reads of each S4 bin against the reads of each S2 

bin, producing in this way a new genomic track: the “S4vsS2” comparison (fig4a). As 

expected, the distribution of the comparison score along the genome showed a better 

correlation with both euchromatin and heterochromatin marks with respect to the 

single-track distributions separately (fig4b). 
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Figure 4: SAMMY-seq S4vsS2 ratio detects open and closed chromatin. (a) Visual inspection 

along chr13:18,923,594-113,678,690 of two open chromatin marks (H3K36me3, H3K4me3; 

ChIP-seq experiments; ChIP-seq experiments; on the Y axis: IP over INPUT reads coverage 

calculated with SPP), three SAMMY-seq experiments (samples: C002, C004, C013; each sample 

is represented, Y axis, by S4vsS2 comparison calculated with SPP) and closed chromatin marks 

(H3K9me3, Lamin A/C; ChIP-seq experiments; on the Y axis: IP over INPUT reads coverage 

calculated with SPP). (b) Genome-wide Spearman correlation (Y axis) between histone marks 

(rows) and S4vsS2 comparison (X axis) for three samples; for this correlation analysis a bin size 

of 50Kb has been used. 

These experiments were performed on three samples of 4 million cells, showing a high 

level of reproducibility. Relying on these results we tested the performance of the 

method with a smaller number of cells. 

We found that, even scaling down the amount of starting material to as little as 10 

thousand cells, we are still able to get a correspondence in the reads enrichment profile 

between the SAMMY-seq experiments performed on different number of cells and 

with literature data (fig5a). As further confirmation, the genome-wide correlation of 

the down-sampled experiments vs 4 million cell SAMMY-seq 3f experiment is always 

greater than 0.5 (fig 5b). 
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Figure 5: SAMMY-seq is reproducible at different cell amounts. (a) Visual inspection along 

chr13:18,923,594-113,678,690 of two open chromatin marks (H3K36me3, H3K4me3; ChIP-seq 

experiments; on the Y axis: IP over INPUT reads coverage calculated with SPP), four SAMMY-

seq replicates of sample C004 done using different cell amount (4M: 4 million cells, 250K: 250 

thousand cells, 50K: 50 thousand cells; 10K: 10 thousand cells; for each sample all the three 

genomic fractions are represented: S2 in red, S3 in light blue, S4 in blue; reads coverage on the Y 

axis) and two closed chromatin marks (H3K9me3, Lamin A/C; ChIP-seq experiments; on the Y 

axis: IP over INPUT reads coverage calculated with SPP). (b) Genome-wide Spearman correlation 

(Y axis) between 4M replica and all the other lower cell number replicates (X axis) on which 

SAMMY-seq experiment has been performed; for this correlation a bin size of 50Kb has been used. 

Taken together these results show that SAMMY-seq 3f is a reliable method to study 

genome accessibility with a major focus on heterochromatin regions. In particular, the 

possibility to perform the protocol on a limited number of cells (as little as 10K) 

combined with the fact that it does not require chemical modifications and could be 

applied on primary cells make it highly suitable to study epigenetics on tissue derived 

samples. 

 

4.1.2 SAMMY-seq detects LAD heterochromatic regions relocalization across 

nuclear compartments in different model systems 

Encouraged by the results on the performances of SAMMY-seq we decided to apply 

it to investigate epigenetic mechanisms of two systems: 1) fibroblast cells derived by 

patients affected by progeria disease and 2) cancer engineered breast cancer cells 

subjected to mechanical stress. For both of the study cases an alteration of the lamina-

genome interaction was expected based on previous literature but never mapped with 
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sequencing-based techniques. Therefore, our aim was to characterize the epigenetic 

landscape of these systems through the application of SAMMY-seq 3f and compare 

our results with other techniques that have been used to investigate on these topics 

such as ChIP-seq and Hi-C. 

 

4.1.2.1 Application on progeria affected patients detects LADs alterations 

Hutchinson-Gilford Progeria is a rare disease caused by an aberrant mutation on 

Lamina A coding gene. The mutation affects the correct interaction of chromatin with 

the nuclear lamina. This has been characterized through microscopy already at early 

stages of cell development, but not identified by sequencing techniques. Thus, the full 

comprehension of the role of the lamina mutation in the disease is still missing.  

We decided to use SAMMY-seq to investigate this system as it does not address a 

specific component of chromatin (as genomic interactions in Hi-C or a specific 

molecule as in ChIP-seq), but it focuses on the biochemical properties of chromatin 

along the entire genome. We performed our analysis comparing primary fibroblast 

cells derived from healthy versus progeria affected donors. 

From the study of differences among the S4vsS2 of the controls and the progeria 

patients, we found an alteration in heterochromatin domains. Indeed, while in control 

samples the S4vsS2 domains were reproducible across patients and overlapped the 

closed chromatin LADs from literature, in progeria samples they were much more 

heterogenous and the overlap with literature was largely lost (fig6). 
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Figure 6: SAMMY-seq detects heterochromatin alterations in progeria samples. (a) Visual 

inspection along chr10:46000000-94000000 of three closed chromatin marks (Lamin A/C, Lamin 

B1, H3K9me3; ChIP-seq experiments; on Y axis: IP over INPUT reads coverage calculated with 

SPP), three SAMMY-seq S4vsS2 reads coverage control sample tracks (C002 analysed at passage 

20, C004 analysed at passage 20, C013 analysed at passage 19) and three SAMMY-seq S4vsS2 

progeria sample tracks (HGPS167 analysed at passage 13, HGPS169 analysed at passage 12, 

HGPS188 analysed at passage 12). (b) Overlapping domains between controls and progeria 

samples, on X axis the number of domains (called by EDD) in common between two samples, while 

on Y axis there is represented the Jaccard index for the pair. 

While from SAMMY-seq point of view the changes between progeria and healthy 

samples could be appreciated, instead the same analysis done with ChIP-seq on 

H3K9me3 does not show any difference considering reads distribution (fig7a) and 

H3K9me3 domains detected remains almost identical across the six samples (fig7b). 
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Figure 7: Progeria samples show heterochromatin accessibility alteration, keeping H3K9me3 

profile unaltered. (a) Visual inspection along chr4:109000000-149000000 of three control 

samples (C002, C004, C013) and three progeria samples (HGPS167, HGPS169, HGPS188); for 

each sample H3K9me3 ChIP-seq and SAMMY-seq S4vsS2 reads distribution has been 

represented. (b) Percentage of conserved domains across samples, calculated as the number of 

common domains over the sum of all H3K9me3 domains of the six samples. 

 

Confocal microscopy imaging of controls and progeria patients stained for H3K9me3 

confirmed orthogonally the weakened association with lamina the nuclear periphery 

(Sebestyén et al., 2020). 

Taken together these data suggest a mechanism in which the detachment of chromatin 

from the lamina does not immediately result in a redistribution of H3K9me3 in early 

passage fibroblasts, whereas it is expected to be more markedly changed at later 

passages (H. Zhang et al., 2016). This result could even explain why Hi-C has not 

been able to determine chromatin alteration after genome detachment from lamina, as 

it measures pairwise chromatin regions interactions, but it is not sensitive to a 

relocalization of chromatin domains across different subnuclear areas, as long as their 

local pairwise contact partners are preserved (Falk et al., 2019; Zheng et al., 2018). 

Interestingly, while the LAD detachment does not alter H3K9me3 profile, we found a 

general decrease of H3K27me3 enrichment signal around the transcription starting site 

(TSS) (fig8a,b) and, in particular, for a set of 39 bivalent genes upregulated in progeria 

affected samples (fig8c). 
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Figure 8: In progeria samples there is a redistribution of H3K27me3. (a) Enrichment profile of 

H3K27me3 ChIP-seq reads distribution for control samples (C001, C002) and progeria samples 

(HGPS167, HGPS169, HGPS188) around TSS. (b) Ratio between the H3K27me3 value at TSS 

and the value 2,5 Kb before it (firsts two bars) and after it (last two bars) per each sample 

(controls: C001, C002; progeria: HGPS167, HGPS169, HGPS188). (c) Enrichment profile of 

H3K27me3 ChIP-seq 58 reads distribution for control samples (C001, C002) and progeria 

samples (HGPS167, HGPS169, HGPS188) around TSS for 39 bivalent genes upregulated between 

control and progeria samples. 

The presented data highlight that the alteration of LADs in progeria affected patients 

has an immediate effect on H3K27me3 deposition which is normally orchestrated by 

Polycomb complexes. This alteration leads to an aberrant transcription of Polycomb 

controlled genes, in line with and complementing other data reported in literature 

(Bianchi et al., 2020; Briand & Collas, 2018; Cesarini et al., 2015; Marullo et al., 2016; 

Oldenburg et al., 2017; Salvarani et al., 2019; Zheng et al., 2018). 

The results described in this section were published in (Sebestyén et al., 2020) and 

part of the analyses presented in this last section was done in collaboration with Endre 

Sebestyén. 
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4.1.2.2 Application on MCF10A.DCIS Rab5+/- 

Another application of SAMMY-seq 3f was performed on MCF10A ductal adeno 

carcinoma in situ cells (MCF10A.DCIS): a breast cancer precursor cell line. The 

control untreated MCF10A.DCIS cells were compared with cells treated to achieve 

overexpression of the RAB5A gene. This was part of a collaboration with Prof. 

Giorgio Scita's group at IFOM, and the details of the experimental model are described 

in the paper (Frittoli et al., 2022). 

Rab5a is a GTPase protein mediating the cell motility, in cancer it seems to have the 

peculiar function of reducing the tissue stiffness. (Frittoli et al., 2014, 2021; Iannelli 

et al., 2021). As it has been observed that RAB5 activity correlates with a reduction 

of lamina levels (Iannelli et al., 2021), we wonder if this alteration that leads to major 

epigenetics rearrangements could be seen by SAMMY-seq. 

As on fibroblasts, SAMMY-seq has been performed in parallel with ChIP-seq 

experiments targeting H3K9me3 and similarly to what happened on progeria sample 

patients, the overexpression of RAB5A leads to differences in S4vsS2 with respect to 

the controls; again, this alteration has not been observed in H3K9me3 ChIP-seq (fig9). 

This is in line with the hypothesis that enhanced mechanical stress tensions on the 

nuclear lamina, as induced by the cell motility following RAB5A overexpression, will 

induce detachment of heterochromatin from the lamina to facilitate nuclear 

deformation and reduce its stiffness. Thus, confirming that SAMMY-seq is able to 

detect genomic events associated to alterations in heterochromatin contacts with 

lamina, even if they are not immediately changing H3K9me3 distribution as measured 

by ChIP-seq. 
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Figure 9: In MCF10DICIS.com cells, overexpression of Rab5A leads to heterochromatin 

accessibility alterations keeping unaltered the H3K9me3 distribution profile. (a) Visual inspection 

of chr16 for six SAMMY-seq  samples (three control samples: EV1, EV2, EV3; three RAB5A 

overexpressed samples: RAB5A-1, RAB5A-2, RAB5A-3; on Y axis: S4vsS3  reads coverage ratio 

calculated with SPP) and four H3K9me3 ChIP-seq samples performed on controls (dark blue 

profiles) and on RAB5A overexpressed samples (red profiles), on Y axis: IP over INPUT reads 

coverage calculated with SPP; highlighted in purple an example of H3K9me3 domain with 

enrichment in the SAMMY-seq reads coverage ratio S4vsS3 of controls and without enrichment in 

Rab5A overexpressed samples. (b) Enrichment profiles of the comparisons S4vsS2 of SAMMY-seq 

experiment over three controls (in blue) and three Rab5A overexpressed (in red/gold) samples 

over 78 H3K9me3 domains called with EDD on H3K9me3 ChIP-seq reads distribution. 
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4.2 Simultaneous detection of both hetero-chromatin and eu-

chromatin domains reorganization with a novel SAMMY-seq 

protocol (4f) 

In this section I am presenting a new version of the SAMMY-seq based on the 

extraction and sequencing of four chromatin fractions. We set up this protocol to 

improve our ability to detect euchromatin regions, task addressed only on a large scale 

by the previous presented protocol. 

According to our hypothesis, the DNA fragmentation of 3f SAMMY-seq was too 

strong and potentially leading to the complete loss of short and high accessible 

fragments characterizing the euchromatin. Thus, we reduced the strength of digestion 

to retain in our analysis the shorter DNA fragments in the S2 collection. 

We tested this protocol on fibroblasts and we compared the results with the already 

presented SAMMY-seq version. Finally, we used this protocol to study prostate 

cancer. In particular, leveraging the high versatility of the method, we have been able 

to perform our analysis on prostate biopsies. We used our findings in prostate cancer 

epigenetics to identify a transcriptomic signature and identify two different tumour 

types among our samples. All work was performed in collaboration with Dr Chiara 

Lanzuolo's lab. 

 

4.2.1 Limits of SAMMY-seq 3f protocol 

The previously presented protocol (SAMMY-seq 3f) was shown to be a very reliable 

method to study heterochromatin and especially the dynamics of its connection with 

lamina, overcoming limitations affecting other techniques. As shown above, it could 

detect chromatin rearrangements connected to LADs dynamics. However, this 

technique is not equally able to dissect chromatin epigenetic status over smaller size 

euchromatic regions. Indeed, looking at the reads distribution along these domains the 

signal appears to be uniform all along the region instead of showing precisely localized 

spikes as it may happen for ChIP-seq targeting open chromatin markers such as 

H3K27ac, H3K4me1, H3K4me3 (fig10a). We addressed this problem by working on 

the fraction S2, that is the one that is supposed to represent the euchromatin, but that 

was actually variable across samples and mostly not informative in the original 
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SAMMY-seq 3f protocol (fig3b), and just slightly correlated with open chromatin 

marks (fig3b). 

 

4.2.2 Description of the SAMMY-seq 4f protocol 

We hypothesized that the reason why we have a poor sensitivity in detecting 

euchromatin regions was due to the DNase used to fragment the DNA: it was too 

efficient in digesting highly accessible DNA and that could lead to a complete loss of 

high accessible domains. This could explain why the S2 fraction of SAMMY-seq 3f 

protocol is not informative and we mostly use it as reference for computing relative 

enrichment in more condensed fractions (i.e. S4vsS2 and S3vsS2 comparisons). 

We addressed this limitation by changing the enzyme used for the digestion. Instead 

of using the Turbo DNase, we moved to DNase I, an enzyme with lower relative 

efficiency of digestion ( 5 times lower than Turbo DNase) 

(https://www.thermofisher.com/order/catalog/product/AM2238). With this variation 

on the protocol, we expected to retain more open chromatin regions in the S2 fraction. 

In addition, studying the DNA collected after the DNase I digestion, we found that we 

had genomic fragments of two different sizes. Thus, we decided to analyze them 

separately dividing the S2 fraction in two subfractions according to their DNA 

fragments length: the S2S, containing short fragments (that after separation are 

immediately sequenced), and the S2L, containing longer fragments (that after 

separation are sonicated and then sequenced). We initially thought that these two 

fractions could better characterize the level of accessibility of euchromatin. 

In this way we created a new protocol composed by four sequenced chromatin 

fractions containing genomic DNA (S2S, S2L, S3, S4) that we called SAMMY-seq 

four fractions (4f). 

 

4.2.3 Applicability of SAMMY-seq 4f protocol in several conditions: 

4.2.3.1 On fibroblast SAMMY-seq 4f more precisely characterizes open 

chromatin regions 

Once settled the protocol we tested the performance on fibroblasts and checked the 

differences comparing the results with the previously published SAMMY-seq 3f. 

Focusing in particular on the S2 derived fractions, we found a more precise detection 

https://www.t/
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of open chromatin regions both in S2S and S2L with respect to S2 coming from the 3f 

experiment (fig10). 

 

Figure 10: SAMMY-seq 4f detect open chromatin regions better than 3f. (a) From top to bottom: 

distribution along chr13:28,923,594-33,678,690 of IP over INPUT profile of open chromatin 

marks (H3K36me3, H3K4me3), reads coverage of two SAMMY-seq experiments (3f_S2: S2 

fraction deriving from SAMMY-seq 3f experiment; 4f_S2: in the plot are represented S2S, red line, 

and S2L, orange line), IP over INPUT profile of closed chromatin marks (H3K9me3, Lamin A/C). 

(b) Genome-wide Spearman correlation (Y axis) of S2 from 3f and S2S and S2L from 4f (X axis) 

against different chromatin marks (labelled on the left: H3K36me3, H3K4me3, H3K9me3, 

LaminA/C); for this correlation a bin size of 50Kb has been used. 

Unfortunately, the changes produced in the 4f protocol have a negative effect on our 

ability to detect closed chromatin regions. Indeed, performing a genome-wide 

Spearman correlation of the reads distribution of S3 and S4 fraction coming from the 

two protocols against chromatin marks, we found specific differences. While the S3 

and S4 fractions of 3f are both negatively correlated with open chromatin marks and 

positively correlate with closed ones (fig11, left side); the S3 of the 4f protocol is not 

informative and the S4 does not show a clear enrichment towards eu- or hetero-

chromatin either. We interpret this as a consequence of a lighter digestion in the step 

to extract the euchromatin, that results in not collecting all the open chromatin in S2 

fraction and leaving a certain amount of euchromatic material in S3 and S4 fractions.
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Figure 11: S3 and S4 SAMMY-seq 4f fractions do not correlate with close chromatin marks. 

Genome-wide Spearman correlation (Y axis) for S3 and S4 fractions (X axis) coming from 3f and 

4f protocols (column) against different chromatin marks (rows); for this correlation a bin size of 

50Kb has been used. 

Looking at these results we expected the SAMMY-seq 4f protocol to be more reliable 

to study genome accessibility (euchromatin) rather than heterochromatin regions, thus 

we compared the S2vsS4 ratio coming from 3f experiment against the S2SvsS3 ratio 

coming from SAMMY-seq 4f. 

We decided for these two ratios because they seem the best way to represent 

accessibility across the genome for each method. In these ratios, we expect the 

accessible regions as positive values and poorly accessible regions as negative. 

From the comparison of the S2SvsS3 4f-SAMMY-seq and S2vsS4 3f-SAMMY-seq 

(fig12) we have been able to asses that the 4f protocol is in fact able to reliably detect 

both eu- and heterochromatin. In particular this is highlighted by genome-wide 

Spearman correlation analysis where S2SvsS3 shows a better correlation with 

euchromatin marks and a better anticorrelation with heterochromatin marks with 

respect to S2vsS4 (fig12b). 
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Figure 12: SAMMY-seq 4f S2SvsS3 recapitulates chromatin accessibility better than S2vsS4 3f. 

(a) Distribution along chr13:18,923,594-113,678,690 of: IP over INPUT ChIP-seq ratio of open 

chromatin marks (H3K36me3, H3K4me3), S2 over S3 SAMMY-seq 3f experiment, S2S over S3 

SAMMY-seq 4f experiment and IP over INPUT ChIP-seq ratio of closed chromatin marks 

(H3K9me3, Lamin A/C). (b) Genome-wide Spearman correlation (Y axis) of S2vsS4 3f and 

S2SvsS3 4f (X axis) against different chromatin marks (rows); for this correlation a bin size of 

50Kb has been used. 

One of the main features of the 3f protocol was its reliability on a small number of 

cells (10K). This makes it suitable for applications characterized by scarcity of 

material. Considering that the differences between 3f and 4f protocols are minimal we 

expect that even this new version of SAMMY-seq could be performed on a limited 

number of cells. Thus, we perform a SAMMY-seq 4f experiment on a sample of 

fibroblast of 10K cells and then we compared the results with the previously presented 

data (based on 3M cells). Both the analysis of S2SvsS3 signal distribution along the 

genome of the two experiments (fig13a) and their genome-wide correlation (fig13b) 

confirm that the experiment on 10K cells is almost identical to the 3M cells 

experiment. 
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Figure 13: SAMMY-seq 4f is reproducible even performed on 10 thousand cells. (a) Distribution 

along chr13:18,923,594-113,678,690 of: IP over INPUT ratio of open chromatin marks 

(H3K36me3, H3K4me3), S2S over S3 of SAMMY-seq experiments (4f_3M_S2SvsS3: experiment 

performed on 3 million cells; 4f_10K_S2SvsS3: experiment performed on 10 thousand cells) and 

IP over INPUT ratio of closed chromatin marks (H3K9me3, Lamin A/C). (b) Genome-wide 

Spearman correlation (Y axis) of S2SvsS3 respectively for a 3 million cells experiment and a 10 

thousand cells one (X axis) against different chromatin marks (rows); for this correlation a bin 

size of 50Kb has been used. 

 

4.2.3.2 SAMMY-seq 4f characterizes open and closed chromatin regions 

applied on mouse C2C12 cells 

The analyses presented until now for the 4f protocol were based mainly on the same 

cell type (fibroblast) and in general SAMMY-seq has been performed only on human 

samples. Thus, to understand if our method could be reliable even for studying other 

organisms and other cell lines, we performed several experiments on mouse C2C12 

cells. In particular we did the tests on two 2 million cells samples and one 50 thousand 

cells sample to confirm the scalability of the technique. The data, as for other 

experiments, were compared with several ChIP-seq experiment from literature 

performed on the same cell line. 

The results of these experiments were in line with all the other shown for 4f: the 

fractions S2S and S2L and, partially, the S4 were found positively correlated with 

open chromatin marks and negatively with closed chromatin marks; while the S3 

didn’t present any enrichment (fig14a,b). Again, performing the log ratio between S2S 

and S3 we obtain a genomic track with high correlation values both for open and 

closed chromatin (fig14c,d). Finally, even in this case, performing the analysis on 

different numbers of cells (2 million cells and 50 thousand cells) we obtain highly 

reproducible results (fig14). 
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Figure 14: SAMMY-seq 4f performed on C2C12 is reliable on detecting open and closed 

chromatin even using different number of cells. (a) Distribution along chr17 of: IP over INPUT 

ratio of open chromatin marks (H3K36me3, H3K79me2, H3K79me3), reads distribution of three 

SAMMY-seq 4f experiments (first and second performed on 2 million cells, while third has been 

performed on 10 thousand cells; in each plot all the four fraction per experiment are represented: 

S2S in red, S2L in orange, S3 in light blue and S4 in blue) and IP over INPUT ratio of closed 

chromatin marks (H3K27me3, H3K9me3, Lamin B1). (b) Genome-wide Spearman correlation (Y 

axis) of SAMMY-seq 4f experiments (two replicas performed on 2 million cells and one performed 

on 50 thousand cells; X axis) against different chromatin marks (rows), each dot represents the 

correlation of a fraction (S2S in red, S2L in orange, S3 in light blue, S4 in blue) with a chromatin 

mark; for this correlation analysis a bin size of 50Kb has been used. (c) Distribution along chr17 

of: IP over INPUT ratio of open chromatin marks (H3K36me3, H3K79me2, H3K79me3), S2S over 

S3 of three SAMMY-seq experiments (first and second performed on 2 million cells, while third 

has been performed on 10 thousand cells and IP over INPUT of closed chromatin marks 

(H3K27me3, H3K9me3, Lamin B1). (d) Genome-wide Spearman correlation (Y axis) of SAMMY-

seq 4f experiments (two replicas performed on 2 million cells and one performed on 50 thousand 
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cells; X axis) against different chromatin marks (rows), each dot represents the correlation of the 

log ratio S2SvsS3 of an experiment with a chromatin mark; for this correlation analysis a bin size 

of 50Kb has been used. 

 

4.3 Stratification of prostate cancer patients based on epigenomic 

profiles using SAMMY-seq 4f 

The possibility of studying open and closed chromatin in a sample composed by a 

small number of cells make this SAMMY-seq protocol suitable for studies of diseases 

in which the role of epigenetics is still not completely understood. Especially in cases 

where the lack of reliable techniques to work on tissue samples is critical, such as in 

prostate cancer. 

Indeed, prostate cancer is a type of tumour whose epigenetics alterations are mainly 

studied on cell lines, avoiding in this way several technical problems affecting analysis 

on tissues (e.g. tumour purity, cell composition heterogeneity and tissue scarcity) but 

losing reliability with the biology of real tumour tissue. In addition, work done on 

prostate cancer mainly focuses on euchromatin, but observations of prostate cancer 

nuclear atypia suggest that even large scale heterochromatin rearrangements could be 

involved as cause or consequence of the diseases. 

The results obtained with SAMMY-seq 4f, especially considering the comparisons, 

were reliable to study both open and closed chromatin. So, we decided to apply this 

method to study prostate cancer directly on biopsies taking into account tumour purity, 

cell composition and gene expression for each sample. 

 

4.3.1 Prostate biopsies data collection and cohort description 

With the aim of taking into account as much as possible variables that could be of 

interest for our analysis on a tissue sample, we setup an ad hoc experimental design to 

get multiple types of information from our samples. So, for each prostate needle 

biopsies (composed, on average, by 50 thousand cells), we used one third for histology 

(done by a pathologist), while the remaining part was used for tissue composition 

analysis (done through fluorescence activated cell sorting, FACS), epigenetics 

(SAMMY-seq) and transcriptomic (RNA-seq) analysis (fig15). In addition, for each 

prostate biopsy processed we collected patient clinical information (i.e. age, PSA 
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level, percent of tumor detected) and the grade of the closest biopsies with respect to 

the one we processed for our experiments. 

 

 

Figure 15: Prostate biopsies processing experimental design. Schematic representation 

explaining our experimental design on prostate tissue. Once a prostate biopsy was obtained from 

a patient, we use one third for histology, while the remaining two thirds were digested 

enzymatically and the cells were used for FACS based characterization and for SAMMY-seq and 

RNA-seq. Cartoon created with BioRender.com. 

We collected data from 29 patients, but we focused our analyses only on 17 biopsies 

from 17 patients: we focused on patients with a clear classification of tumor (affected 

or non-affected), whereas we left out samples with prostatitis, high grade prostatic 

intraepithelial neoplasia, and samples with a tumor diagnosis but not detected in the 

specific needle biopsy donated for our experiments. Thus, among our analysis cohort 

7 samples were tumour free and we used them as controls samples (CTR), the 

remaining 10 (PCa) were affected by tumour considering the grading performed either 

on the tissue we analysed (GS1) or on the closest biopsy (GS2). While considering the 

GS2 we had represented the Gleason score according to the standard grading, for the 

GS1, as we had just one third of biopsy, we represented the cancer grade using just 

one number (fig16). 
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Figure 16: Histology and grading of sample cohort. In the picture are represented the prostate 

biopsies we used in this work and their features. First row: representation of the entire biopsy; 

second row: zoom on a biopsy region representative of the status of the entire piece; third row: 

schematic representation of patient prostate from where our biopsy come from (the empty circles 

represent the regions where the biopsies are taken but not tumour has been detected, the black 

circles represent the biopsies found having tumour and the its percentage respect to the entire 

piece, the green stars for CTR patients and the red star for PCa patient represent the region where 

our biopsy was located, under each Pca patient is indicated the percentage of total tumoral cores 

respect to the entire biopsy); forth row: the Gleason score associated to our biopsy (GS1) and the 

Gleason score associated to the entire prostate (GS2). 

 

Unfortunately, the cell composition analysis was not possible for all samples. For the 

tissues that have been characterized, they appear to have a similar composition 

between PCa and CTR samples (fig18) for lymphocytes (~10,11% for heathy and 

~12,93% for tumour patients), epithelial cells and (~18,21% for heathy and ~15,22% 

for tumour patients) stromal cells (~71,68% for heathy and ~71,85% for tumour 

patients). 
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Figure 17: Prostate cancer does not affect biopsy cell composition. The picture represents the 

percentage (Y axis) of each cell type (rows) detected using FACS for 10 biopsies (X axis) used in 

our analysis. The samples are grouped in CTR and PCa samples (column). The black line 

represents the mean of percent of cells in each group (from left to right and from top to bottom: 

71,68%, 71,85%, 10,11%, 12,93%, 18,21% and 15,22%). 

 

4.3.2 SAMMY-seq 4f reliably detects epigenetics features in prostate biopsies 

samples 

The analyses performed with SAMMY-seq were compared with two ChIP-seq 

datasets from ENCODE performed on an entire prostate. 

Initially we focused on CTR samples to setup the bioinformatic analysis. Looking at 

the genomic profile of the single fractions we noticed, as expected, that the S2 

subfractions and partially the S4 where enriched in euchromatin regions while, as 

already seen in the other experiments in human fibroblast and mouse C2C12, the S3 

was not enriched neither for open neither for closed chromatin (fig18). Interestingly, 

the S2S fraction in this case is more variable across samples than the S2L fraction, 

thus we chose this last one to perform the log ratio with the S3 fraction. 
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Figure 18: SAMMY-seq 4f fractions on prostates biopsy control samples are in line with 

literature information. (a) Distribution along chr5 of: IP over INPUT for open chromatin marks 

(H3K27ac, H3K4me1, H3K4me3; ChIP-seq experiment), reads coverage for SAMMY-seq 4f 

fractions of 7 CTR patients' consensus per each fraction (S2S, S2L, S3, S4; the continuous line 

represents the mean across the patients and the shadow around represents the confidence interval) 

and IP over INPUT for closed chromatin marks (H3K27me3, H3K9me3; ChIP-seq experiment). 

(b) Spearman correlation values (Y axis) for each SAMMY-seq 4f fraction (X axis) for five different 

histone marks (rows). Each violin represents the distribution of correlation 7 CTR samples; for 

this correlation analysis the bin size of 150Kb has been used. 

Analysing the log ratio of the S2LvsS3 of CTR samples, again, SAMMY-seq is 

concordant with chromatin marks, in particular H3K27ac and H3K9me3 (fig19) 

detecting then euchromatin and heterochromatin domains. 
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Fig19: SAMMY-seq 4f S2LvsS3 log ratio represent open and closed chromatin in prostate 

biopsies. (a) Distribution along chr5:141,538,250-181,538,259 of: IP over INPUT of open 

chromatin marks (H3K27ac, H3K4me1, H3K4me3; ChIP-seq experiments), SAMMY-seq 4f 

S2LvsS3 log ratio consensus of 7 CTR samples (the continuous line represents the mean across 

the patients and the shadow around represents the confidence interval) and IP over INPUT ChIP-

seq closed chromatin marks (H3K27me3, H3K9me3; ChIP-seq experiments). (b) Distribution of 

Spearman correlation values (Y axis) for SAMMY-seq 4f S2LvsS3 log ratio (X axis) for five 

different histone marks (rows); each violin represents the correlation values distribution for the 7 

CTR samples; for this correlation analysis the bin size of 150 Kb has been used. 

 

4.3.3 SAMMY-seq 4f distinguishes two different groups of prostate cancer 

patients 

Instead, the analysis on PCa patients revealed a more variable situation, indeed, just 

in some cases we have concordance with chromatin marks and, in other cases, we have 

a completely opposite trend with respect to the controls (fig20). 
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Figure 20: SAMMY-seq 4f S2LvsS3 log ratio for PCa samples does not represent a clear pattern 

among samples. (a) Distribution along chr5:141,538,250-181,538,259 of: IP over INPUT open 

chromatin marks (H3K27ac, H3K4me1, H3K4me3; ChIP-seq experiment), SAMMY-seq 4f 

S2LvsS3 log ratio consensus of 7 CTR (green) and of 10 PCa (purple) samples (the continuous 

line represents the mean across the patients and the shadow around represents the confidence 

interval) and IP over INPUT closed chromatin marks (H3K27me3, H3K9me3; ChIP-seq 

experiments). (b) Distribution of Spearman correlation values (Y axis) for SAMMY-seq 4f S2LvsS3 

log ratio for 7 CTR (green) and 10 PCa (purple) samples (X axis) for five different histone marks 

(columns); each violin represents the correlation values of patients; for this correlation analysis 

the bin size of 150 Kb has been used. 

 

Considering the heterogeneity across cancer samples, we decided to study the 

epigenetics alterations singularly for each PCa sample, looking for regions commonly 

altered in each patient (fig21a). We compared the S2LvsS3 value of each genomic bin 

of each PCa sample with the mean of the S2LvsS3 values of CTR samples in the same 

bin. We considered positively or negatively switched in accessibility each bin whose 

difference between PCa and CTR consensus was higher or lower two times the 

consensus standard deviation.  

From this analysis we found that it is possible to cluster the samples in two groups 

(fig21b) with different features: one group with less differences with respect to CTR 
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patients (that we called low decompartmentalization degree LDD) and the other 

characterized by a higher number of accessibility regions switched (high 

decompartmentalization degree or HDD, fig21c). 

 

Figure 21: Accessibility changes in PCa patients allow clustering them in two groups. (a) 

Distribution along chr5 of chromatin accessibility changes in tumours. Starting from the 

chromosome ideogram to the bottom: the number of PCa samples having a S2LvsS3 SAMMY-seq 

log ratio higher or lower two standard deviations from the consensus of CTRs (calculated as the 

mean of CTR values for each bin), a barcode for each sample where each bar represents a bin (the 

bar is coloured in orange if the PCa in that bin has a value two standard deviation higher than the 

value of the CTR consensus for that bin, yellow if lower and white if it falls in the range), the 

number of PCa samples having a S2LvsS3 SAMMY-seq log ratio higher two standard deviation 

from the consensus of CTRs, the number of PCa samples having a S2LvsS3 SAMMY-seq log ratio 

lower two standard deviation from the consensus of CTRs, the genomic track  of the ChIP-seq for 

H3K27ac and H3K9me3 (represented as IP over INPUT ratio). (b) Heatmap representing the 

value of overlap (represented by Jaccard score) of pair of PCa samples; the patients are organised 

in row and in column on the base of a hierarchical cluster among them. (c) Number of bins 
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increasing (left) or decreasing (right) the S2LvsS3 log ratio value of at least 2 standard deviations 

for LDD (dark purple) and HDD (pink). 

Studying separately these two groups of patients and focusing on different histone 

mark domains, we confirmed that the values of S2LvsS3 are similar among CTR 

patients and LDD patients, while the HDD is substantially different, except for the 

H3K27me3 domains, where even for this second group we found similar values 

distribution across CTR samples (fig22a). 

Looking instead at the variance of the values inside the groups we found that they are 

consistent in open chromatin regions, while there is a great variance in closed 

chromatin regions for the tumoral groups: in particular in H3K27me3 and, just for the 

HDD group, in H3K9me3 domains (fig22b). 
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Figure 22: Accessibility alterations between two PCa groups focused on eu- and hetero-

chromatin domains. (a) Boxplots representing the mean of the S2LvsS3 log ratio values (Y axis) 

per sample group (X axis) per each bin falling on different ChIP-seq histone mark domains 

(columns). (b) Boxplots representing the variance of the S2LvsS3 log ratio values (Y axis) per 

sample group (X axis) per each bin falling on different ChIP-seq histone mark domains (columns). 

For both of panels the values are plotted after normalized the SPP sample score using a quantile 

normalization and then the values associated to the domains of different histone marks have been 

selected. 

Taken together, these results could assign a central role to closed chromatin in defining 

tumours subgroups. In particular, the only feature in common among the two PCa 

groups and different from CTR is the variability on H3K27me3 regions, suggesting 

that an alteration of genes controlled by H3K27me3 is needed for tumour 

development. 
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4.3.4 Epigenetics rearrangements distinguish biologically relevant subgroups 

of tumour-affected patients 

The differential expression analysis between PCa and CTR patients does not yield 

many differentially expressed genes considering all the PCa patients together, 

probably due to the presence of two different subgroups of patient samples (fig23a). 

Instead, dividing the PCa patients in the two groups previously detected with 

SAMMY-seq epigenetic analysis of differential accessibility, we found that the 

number of differentially expressed genes is smaller for LDD samples (fig23b) and 

larger when considering only the HDD (fig23c). This is in accordance with the 

epigenetics results: LDD has been detected by SAMMY as being more similar to 

controls whereas HDD goes is more different (fig21c).  

Considering this correspondence between epigenetics and expression alterations we 

try to correlate if genes that have a significantly high fold change results in a region 

whose accessibility appears altered according to SAMMY-seq. For HDD we found a 

large overlap between loss of accessibility and gene down-regulation in terms of gene 

expression, whereas the opposite is not equally evident for genes gaining accessibility 

(fig23d). However, we should consider that there is a larger number of genes down-

regulated in terms of gene expression (84 number) as opposed to the up-regulated ones 

(29) in HDD vs controls comparison. This could be due to the fact that we need more 

than an event to activate transcription of a silent gene: increasing its accessibility is 

not enough, as it will also require its specific upstream regulators (transcription 

factors) to be active. Whereas a reduction in a gene epigenetic accessibility may be 

enough to inhibit it. For what concerns the LDD patients instead, the vast majority of 

altered genes are in regions that are not affected by switch in SAMMY-seq. This is 

somehow expected as the changes in chromatin accessibility are limited in the LDD 

group, as such we can’t expect the changes in gene expression to be determined by 

small epigenetic changes. 
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Figure 23: Epigenetic driven transcriptomic analyses determine specific PCa group features. 

Volcano plot of differentially expressed genes between: (a) CTR and all PCa samples, (b) CTR 

and LDD samples and (c) CTR and HDD samples. Each dot represents a gene (total genes 19367): 

in green the genes whose log2 fold change (FC) is higher than 1 or lower than –1, while in red are 

represented all the genes having a log2 fold change higher than 1 or lower than –1 whose 

associated probability has been found statistically significant (< 0,01) and in gray the not 

significant ones (NS). (d) Barplot representing the ratio of up and down regulated genes among 

different differential expression analysis that increase (pos), decrease (neg) or do not change (no) 

accessibility a the TSS. 

Pathway analysis for this second group of genes reveal several pathways associated 

with cell migration, adhesion and epithelial mesenchymal transition (table2), often 

associated in literature with metastatic activity (Byles et al., 2012; Khan et al., 2015). 

Analysis done in collaboration with Giovanni Lembo in my group. 
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Table 1: Pathway analysis on differentially expressed genes PCa group2 and CTR. 

 

In the previous sections I demonstrated that SAMMY-seq is reliable to work on 

primary cells and with scarce material (10 thousand cells). In our work on prostate 

cancer patients biopsies, we leveraged both these two features 1) to analyse the 

ensemble of tumour microenvironment and 2) to set up an experimental design that 

allows tissue characterization according to multiple aspects: cell composition, tumour 

grade, epigenetics and transcriptomics (fig15). 

Our analysis was based on 17 samples divided in 7 CTRs and 10 PCas (fig16). 

Epigenetically the PCa patients could be distinguished in two groups according to their 

similarity with CTRs (fig21a,b). From the medical point of view (PSA levels, Gleason 

score, age, etc.) the two groups of patients were found heterogenous (fig16) while they 

all have a similar tissue composition (fig17). Inspecting instead the differential 

expression, we found that the PCas epigenetically different from CTR have a higher 

number of differentially expressed genes compared to the other group (fig23). Taking 

into account these data with the fact that the vast majority of the cells composing our 

tissue are stromal (~70%) we can assume that we are actually capturing chromatin 

profiles mostly determined by the tumour environment.  

Thus, considering the consistency across epigenetics and transcriptomic pattern in the 

HDD (fig21b), we can hypothesize that the tumour microenvironment could have a 

role in prostate cancer development and/or progression, this is in line with recent 
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findings from literature (Berglund et al., 2018; Bonollo et al., 2020; González et al., 

2022; Karkampouna et al., 2020; Levesque & Nelson, 2018; Mo et al., 2018; 

Tyekucheva et al., 2017).  

 

4.4 Complete characterization of chromatin compartments by 

extending SAMMY-seq to dissect the biochemical properties of 

multiple chromatin fractions 

In this final section of results, I am presenting a new SAMMY-seq protocol developed 

to further improve our chromatin characterization. In particular, we aimed to achieve, 

in a single experiment, the reliability of detecting closed chromatin as for the 3f 

protocol and the precision in detecting open chromatin as for the 4f protocol. This 

effort has produced the 6f SAMMY-seq protocol, a mix of 3f and 4f. With this new 

SAMMY-seq version we have been able to directly detect both eu- and hetero-

chromatin and combine the information to call genomic compartments on the bases of 

chromatin biochemical properties. These compartments are similar to the ones 

detected with Hi-C and provide information on the influence of solubility on the 

compartmentalization. However, the double digestion setup required for the 6f 

protocol is difficult to optimize and to achieve stable performances, therefore for later 

work we focused on combinations of 3f and 4f protocols performed in parallel and 

combining their data. 

 

4.4.1 Limits of SAMMY-seq 4f protocol: closed chromatin is not directly 

determined by low solubility fractions 

As previously discussed, in the 4f protocol we are able to detect chromatin 

accessibility along the genome mainly focusing on euchromatin. While this method 

has always provided good results, characterizing directly with equal level of details 

both chromatin regions could be an advantage and in general could give us more 

precise information about the genomic domains we are studying. 

 

4.4.2 Description of the SAMMY-seq 6f protocol: overcoming 3f and 4f limits 

Thus, considering that in the previously presented protocols we have been able to 

detect with more detail closed chromatin (3f) or with more detail open chromatin (4f), 
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we decided to mix the best features of the two protocols in a new one (in collaboration 

with Dr Lanzuolo's group). 

Again, as for the development of the 4f protocol, we considers the S2 collection step 

the critical one that could influence all the experiment results. In particular we focused 

our attention on the choice of the DNase: in the new protocol we maintain the DNA 

digestion with the DNase I (Ambion) to collect the S2, but before the S3 collection, 

we add a second digestion using the Turbo DNase. We expected that a first digestion 

with Ambion DNase could allow us to collect open chromatin while a second digestion 

with the Turbo DNase could digest a larger fraction of the remaining open chromatin 

DNA fragments so as to enrich more markedly for closed chromatin in the subsequent 

fractions (S3 and S4). 

In this way we produced the SAMMY-seq 6 fractions protocol, where two S2 fractions 

are collected (S2-1 after Ambion DNase digestion, S2-2 after Turbo DNase digestion) 

at first and then the S3 and S4 as for the other protocols described. The two S2 are 

then divided according their fragment size in S2S-1 and S2L-1 for S2-1 and S2S-2 and 

S2L-2 for S2-2, obtaining in total 6 fractions containing genomic DNA (S2S-1, S2L-

1, S2S-2, S2L-2, S3 and S4). All the three SAMMY-seq protocols are described in 

(table2). 

 

Table2: Summary of SAMMY-seq three protocols. 

 

 

4.4.3 Applied on fibroblasts, the 6f protocol overcomes the limits affecting the 

3f and 4f protocols 

The DNA fragments collected in the different fractions of SAMMY-seq 6f have a size 

greater than 7000bp, similar to the fragments collected in the fractions of SAMMY-

seq 3f and 4f (fig24a). These fragments are then sonicated to reach the size 
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of 200bp, which then extends due to adapter ligation during the library 

preparation (fig24b).  

 

Figure 24: Bioanalyzer runs for the three SAMMY-seq protocols. On the X axis the SAMMY-seq 

fractions for the protocol have been represented while in the Y axis there is the base pairs 

corresponding to several position of the run. (a) Fragments size distribution before sonication. (b) 

Fragments size distribution after sonication and adapter ligation. 

As for SAMMY-seq 4f protocol the S2 fractions are divided in two subfractions 

before sonication. The S2S and S2S-2 fragments, that are selected of a size smaller 

than 200bp, do not need sonication; while the S2L and S2L-2, that contain S2 

fragments larger than 200bp, are sonicated as S3 and S4. 

We tested this new protocol on fibroblast comparing its results with the ones from 3f 

and 4f. From our analysis of correlation, we found that the single fractions correlate 

directly with open and closed chromatin without performing a log ratio among 

fractions (fig25). It is important to remark that these should be considered preliminary 

results as we are still working on the protocol optimization. 
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Figure 25: SAMMY-seq 6f protocol detect open chromatin in the S2 fractions and closed 

chromatin in S3 and S4 fractions. (a) Distribution along chr13:18,923,594-113,678,690 of IP 

over INPUT of two open chromatin marks (H3K36me3, H3K4me3), reads coverage of three 

SAMMY-seq experiments on fibroblasts where different protocols have been applied (from top to 

bottom are represented the fractions overlapping per protocol of 4f, 6f and 3f) and IP over INPUT 

of two closed chromatin marks (H3K9me3, Lamin A/C). (b) Genome-wide Spearman correlation 

(Y axis) for all the fractions (column) of all protocols (X axis) against different chromatin marks 

(rows).  
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This result shows that with this new protocol we reached the goal of directly collecting 

open and closed chromatin accessibility information. 

 

4.4.4 SAMMY-seq allows characterizing chromatin compartments 

With this new protocol we developed a new method to combine all the information 

coming from the different fractions, despite this method has been developed for the 6f 

protocol it could be used even for all the other version of SAMMY-seq. This approach 

consists in the computation of pair wise correlation matrix based on SAMMY-seq 

values (see methods). On this matrix we calculate the first eigenvector performing the 

principal component analysis as in (Lieberman-Aiden et al., 2009); this method has 

been method developed in collaboration with Elisa Salviato and Koustav Pal. The 

produced eigenvector is then the combination of all fractions information. 

By summarizing the information in this way, we expected to have a clear summary of 

chromatin accessibility along the genome similarly to the one obtained from Hi-C 

analysis. We found indeed a similarity between the SAMMY-seq 6f eigenvector and 

thee Hi-C one (fig26). However, there's a crucial difference between the chromatin 

compartmentalization (eigenvector track) obtained from Hi-C, which is based on the 

interaction frequency profiles, vs the one obtained from SAMMY-seq. Indeed, 

SAMMY-seq compartmentalization is based on the similarity of biochemical 

properties shared by distant genomic regions, as opposed to the similarity in contact 

profiles. Thus, this result is even more remarkable and attesting to the fact that distant 

genomic regions may be located in similar biochemical environments and be close to 

each other at the same time. 
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Figure 26: SAMMY-seq 6f partially recapitulate the compartments detected with Hi-C. (a) 

Distribution alogn chr13:18,923,594-113,678,690 of: IP over INPUT for open chromatin marks 

(H3K36me3, H3K4me3), the log ratio S2SvsS3 of the SAMMY-seq 6f experiment on fibroblasts, 

the eigen vector values calculated from the SAMMY-seq 6f experiment on fibroblast, the eigen 

vector values calculated on Hi-C experiment on fibroblast and IP over INPUT of two closed 

chromatin marks (H3K9me3, Lamin A/C). (b) Genome-wide Spearman correlation (Y axis) of four 

histone marks, SAMMY-seq log ratio S2SvsS3 of 6f protocol, the eigen vector calculated from 

SAMMY-seq 6f experiment on fibroblasts (X axis) against SAMMY-seq 6f and Hi-C eigen vectors 

(rows).  

In literature has been hypothesized that compartments formation could be driven by 

phase separation (Erdel & Rippe, 2018; Nomoto et al., 2021; M. Shi et al., 2021; Shin 

et al., 2018), but there is not a general consensus about this, especially as the 

mechanisms enucleating compartments is subject of open discussion (Musacchio, 

2022). Thus, considering that with SAMMY-seq 6f we are able to detect genomic 

compartments leveraging the solubility feature of the genomic regions, we decided to 

investigate over the effects of solubility alteration in compartment organization. 

In the current model, molecular solubility has been proposed as the main driver of the 

phase separation (Banani et al., 2017; Mehta & Zhang, 2022). Therefore, we tried to 

alter the phase separation modifying the solubility of H3K27ac marked chromatin 

regions. As BRD4 has been shown to form aggregates in the nucleus (Sabari et al., 

2018), we performed an experiment where a sample of cells were treated with the JQ1, 

a drug reducing the H3K27ac-BRD4 interactions (X. Shi et al., 2018). The smaller 

number of H3K27ac-BRD4 bounds is expected to lead to a lower number of 

condensates in euchromatin regions (Sabari et al., 2018, 2020) and an increase of free 

acetylated groups; both these elements could increase open chromatin solubility (Perry 

& Chalkley, 1981b) and consequently have an effect on phase separation. We 

performed on the treated cell an experiment of 6f SAMMY-seq, using as control an 
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experiment in which the cells were treated with the solvent DMSO instead of JQ1 

drug. 

Studying the results of this analysis we found that, as expected, JQ1 caused an 

alteration in the genome solubility, making more accessible the domains associated to 

H3K27ac (fig27a). We then investigate if this alteration has an effect on the genome 

compartmentalization and, indeed, we found that samples treated with JQ1 have 

compartments more defined considering the sample treated with DMSO (fig27b). This 

in line with similar results obtained by (L. Xie et al., 2022) where a similar experiment 

was performed based on Hi-C data. We obtained similar results in other replicate 

experiments (not shown), moreover we are in the process of confirming these 

preliminary results with other SAMMY protocol versions as well. 

 

 

Figure 27: JQ1 cell treatment increase solubility in H3K27ac domains and lead to stronger 

compartmentalization than DMSO treatment. (a) Enrichment profiles of S2S fraction over 

H3K27ac domains (detected with MACS2) on a DMSO treated sample (purple line) and a JQ1 

treated sample (green line). (b) Distribution of eigenvector values calculated on a SAMMY-seq 6f 

experiment performed over DMSO (green) and JQ1 (purple) treated samples. 

These results suggest that SAMMY-seq is actually able to provide information over 

genomic compartments directly leveraging on the different solubility environment 

along the genome. 

 

4.4.5 Studying compartments across prostate samples refines previous 

SAMMY-seq samples classification 

The promising results obtained combining the SAMMY-seq 6f fractions to study 

compartments prompted us to perform a similar analysis on our prostate cancer 

datasets, even if using only the SAMMY-seq 4f protocol. 
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From the results we get (fig28) we have been able again to refine the samples 

classifications previously shown. Namely, two cancer samples are re-classified when 

taking into account the whole complexity of chromatin compartmentalization, as 

assessed by SAMMY-seq chromatin compartment analysis. Indeed, the new clustering 

over compartment distribution similarity show that the LDD gain the PCa100 patient 

and loose the PCa4 patient (obviously these changes affect the HDD consequently). 

 

Figure 28: Compartments calling on prostate 4f experiments divide tumour samples in two 

groups. (a) Visual representation on chromosome 12 of (from top to bottom) two ChIP-seq 

experiments (SPP reads coverage ratio), compartments distribution along the genome of CTR 

samples and PCa samples (in red A compartments are represented, while in blue the B ones). (b) 

Matrix representing similarity of compartments distribution between pair of patients (described 

through the jaccard index). Patient have been reordered according to a hierarchical cluster based 

on jaccard index. 

Performing the differential expression analysis among the groups (fig29) we actually 

found a much higher number of significant differentially expressed genes associated 
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to HDD, attesting to the fact that the two groups are more markedly different in terms 

of expression profiles. 

 

Fig29: Epigenetic driven transcriptomic analyses determine specific PCa group features. 

Volcano plot of differentially expressed genes between: (a) CTR and all PCa samples, (b) CTR 

and LDD samples and (c) CTR and HDD samples. Each dot represents a gene (total genes 19367): 

in green the genes whose log2 fold change (FC) is higher than 1 or lower than –1, while in red are 

represented all the genes having a log2 fold change higher than 1 or lower than –1 whose 

associated probability has been found statistically significant (< 0,01) and in gray the not 

significant ones (NS). 

In particular, performing a gene ontology on that genes (fig30), we found that in the 

Cancer Cell Line Encyclopedia (CCLE) proteomics and in ChIP Enrichment Analysis 

(ChEA) a correspondence between our samples and vertebral cancer of the prostate 

(VCaP) cell line, a line derived from prostate cancer bone metastasis tumor 

(Korenchuk et al., 2001), is highlighted. 
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Figure 30: HDD patients show enrichment GO terms associated to EMT. In the picture are 

represented the results of gene ontology term enrichment for gene found differentially expressed 

between HDD patients and CTR samples. The length of the bar and the brightness represent the 

level of significance of the GO associated. 

 

4.5 Author contribution 

In this section I presented several results that have been obtained in collaboration with 

other colleagues and groups. Throughout these collaborative interdisciplinary projects 

my contribution has always been as the main or one of the two main researchers 

leading the bioinformatic data analyses. As such, I never performed personally the 

experiments in the lab even if I participated in their planning, troubleshooting and 

interpretation of results. 

The first experiments that I presented were concerning the SAMMY-seq 3f protocol 

and its application on progeria, the work has been done in collaboration with Dr. 

Lanzuolo’s group. I joined the project at the beginning of my PhD when it was already 

started. My involvement was principally on the scale-down analysis (fig5), the study 

on the redistribution of H3K27me3 signal around the TSS (fig8), I did analysis on 

progeria samples at late passages (data not shown), I contributed in the setting up of 

the protocol presented in the paper (data not shown). In the resulting article (cit 

Sebestyen et al., Nat Comm 2020) I am listed as second author. 



 91 

The other test case I presented, the 3f SAMMY-seq protocol was on 

MCF10DICIS.com. This was a collaboration with Dr. Giorgio Scita’s lab. My role has 

been to analyse the SAMMY-seq and ChIP-seq experiments produced in the lab, to 

identify additional public datasets to be used in comparatvie analyses that I did. In the 

article (in press) in which these analyses are present (Frittoli et al., 2021) I am a middle 

author. 

The setting up of the 4f SAMMY-seq protocol, together with the 6f protocol variantare 

part of the same project on which I am working as co-first author of the manuscript in 

preparation, in collaboration with Dr. Lanzuolo’s group. All the analyses presented 

here are performed by me, except for the calling of compartments on fibroblasts. In 

addition, I contributed to the experiments planning and troubleshooting . 

Finally, for what concerns the prostate cancer application, I will be the co-first author 

in collaboration with Dr. Lanzuolo’s lab on the manuscript in preparation arising from 

this project. I did all the analyses concerning SAMMY-seq (including chromatin 

compartments calling), while the analyses on differential gene expression and pathway 

analyses have been performed by Giovanni Lembo, a colleague in the lab. 

Throughout these interdisciplinary collaborations, I always participated in the 

discussions and interpretation of results, I presented the work done in multiple 

conferences and in formal joint lab meetings with other groups.  
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5 Discussion 

Since its first definition epigenetics has continued to expand into a complex scientific 

field, multiple mechanisms at multiple resolution are now been described (from DNA 

modification to chromosome territories). Comprehension of epigenetics mechanisms 

has been fundamental even for the understanding of diseases such as laminopathies 

and cancer. Such relevance of epigenetics in disease led to suggest regulatory 

mechanisms as diagnostic or therapeutical targets.  

In parallel with the interest for epigenetics, novel experimental techniques to study 

these regulatory mechanisms have been developed and continuously improved. 

However, most genome-wide methods are affected by practical and technical 

limitations that reduce their applicability (i.e. high costs, requirement of abundant 

starting material, impossibility to work on primary cells and chemical modifications 

that may lead to artifacts generation). 

In this context, our lab, in collaboration with Dr Chiara Lanzuolo's lab, developed 

SAMMY-seq a new technique to overcome the previously cited limitations (table3) 

and give new insight in epigenetics. This method leverages on biochemical features of 

different chromatin regions allowing their separate collection and analysis. 

 

Table 3: SAMMY-seq compared with other genome-wide methods to map heterochromatin and 

LADs (adapted from Sebestyèn et al.). 

  

Notes in the table: 

(*) Possible with non-standard protocol (ChIPmentation) (Schmidl et al., 2015)  

(**) Possible with a non-standard protocol (N-ChIP) (O’Neill & Turner, 2003) 
 

(***) Construct cloning, production and transfection not included 
 

 



 93 

From our tests on methods reliability, we found that it is highly reproducible (fig3.4,5) 

and it is scalable up to 10K cells (fig5). Furthermore, the results are in line with 

literature data coming from ChIP-seq experiments performed on histone marks 

(fig3,4). 

At first the main focus of this technique was the heterochromatin regions, with 

particular focus on lamina associated domains (LADs). Thus, we applied it on model 

systems where LADs alteration would be expected according to literature: 

Hutchinson-Gilford progeria syndrome and MCF10DICIS Rab5 over-expressing 

cells. Our results in both systems demonstrate that SAMMY-seq is able to detect 

heterochromatin rearrangements where other techniques did not i.e. ChIP-seq (fig7,8) 

and Hi-C (Falk et al., 2019). In particular, in progeria we found that the lamina 

alterations do not have an immediate effect on H3K9me3 distribution, but instead 

affect the H3K27me3 deposition by Polycomb (fig9) with a consequent deregulation 

of Polycomb associated genes. 

While SAMMY-seq 3f was mainly developed to investigate over heterochromatin 

related mechanisms, we produced a new version of the protocol keeping all the 

advantages of the old one but greatly increasing our ability to describe euchromatin 

regions (fig10). 

Our most relevant application of this protocol has been on prostate cancer. The 

peculiar features of SAMMY-seq not only allowed to investigate, for the very first 

time, over epigenetics of open and closed chromatin in prostate cancer biopsies; but 

they even allow an experimental setup to completely characterize a patient from its 

tissue taking into account: morphology, biopsy cell composition, epigenetics and 

transcriptomic. 

Our analysis demonstrates that SAMMY-seq is a reliable method to study chromatin 

solubility and provides information about epigenetic mechanisms in conditions that 

are challenging if not impossible for most genome-wide analysis methods commonly 

used in literature. Our analysis highlights how epigenetics is fundamental to 

understand the cancer progression and its association to tumor hallmark mechanisms 

(i.e. metastases). Indeed here we found a potential connection between epigenetics 

alterations in prostate cancer and epithelial mesenchymal transition (EMT), a topic 

already discussed in literature but never tested on tissue samples (Chaves et al., 2021). 

These results may even suggest that the experimental design applied in this work has 
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a clinical potential for better characterization of patients and to determine the more 

appropriate treatment to cure the tumor. 

With a further version of the protocol, where we characterized more precisely both eu- 

and hetero-chromatin, we have been able to retrieve information of genomic 

compartments with similar results obtained with Hi-C. This finding has been 

particularly interesting cause, while Hi-C study 3D genomic contacts, SAMMY-seq 

leverages on genome accessibility; suggesting, in line with other models described in 

literature, that the solubility is the mechanisms promoting the compartment formation. 

Considering that, we could suggest the solubility itself as a new element to be included 

among the epigenetic mechanisms. 

In conclusion the approach of chromatin fractionation adopted by SAMMY-seq has 

revealed to be a powerful method to study epigenetics. Its potential is its ability to 

focus on all biochemical chromatin features along the genome instead of focusing on 

target elements as for DamID, TSA-seq and ChIP-seq. Respect to other similar 

approaches as DNase-seq and ATAC-seq it captures both hetero- and eu-chromatin 

information. 

The three protocols here presented are complementary and could be used for different 

scopes. 3f protocol is more suitable for studies focusing on heterochromatin, while it 

is more advisable use 4f for works focusing mostly on euchromatin. 6f instead 

provides a good insight on both open and closed chromatin, feature that makes it more 

suitable for compartment calling based on fraction combining. Unfortunately, it has 

never been tested on a limited number of cells and in general the use of two different 

DNase sequentially makes the protocol more complicated to be performed. 

Based on our experience each analysis on epigenetics done with SAMMY-seq should 

be combined with analysis of gene expression (e.g. RNA-seq) to be able to connect 

the effect of epigenetics on the transcription and give additional insight over the 

mechanisms under investigation, as presented in the study of prostate cancer or 

progeria. Researcher should take advantage of SAMMY-seq for all those epigenomics 

studies involving multiple mechanisms that interest broadly the genome (e.g. 

perturbation of the nuclear environment through JQ1).  
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