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a b s t r a c t

This paper describes the development of a systematic tool chain capable of automatically extracting
accurate and efficient Reduced-Order Models (ROMs) from Computational Fluid Dynamics (CFD) simu-
lations. These ROMs can then be used to support the design and operation of Near-Zero Energy Buildings
(NZEB), with a higher accuracy than traditional zonal models but at a fraction of the computational cost
of CFD. This study assesses the accuracy and time to solution of these ROMs when solved for appropriate
Boundary Conditions (BCs), found in the built environment, in order to define the usability envelope of
the automatically extracted ROMs. The parameters used in this study are inlet temperatures (K) and mass
flow rates (kg/s). Results demonstrate that the absolute error can be maintained at under 0.5 K for
changes in temperature of up to ±15 K, and under 0.25 K for changes in mass flow rates of up to ±45% of
the original value. The results show that this method has the potential for applications in the built
environment where the ROM accuracy and low computational cost can bridge a gap between low order
RC models and high order CFD, further improving the energy efficiency in smart buildings.

Crown Copyright © 2019 Published by Elsevier Ltd. All rights reserved.

1. Introduction

In the recent and ever growing global motivation for the
development of the sustainable production and usage of energy,
buildings are being adapted with varying degrees of “smartness”.
Construction materials, urban planning, architecture and systems
management are being carefully optimized, as designers develop or
retrofit an increasing number of buildings to render themNear Zero
Energy Buildings (NZEB) in accordance with the EU Energy Per-
formance Building Directive 2010/31/EU. With the advent of mod-
ern computing it is common to simulate parts or the entirety of a
building in order to make informed design choices. In addition,
smart buildings can benefit from the information gathered and
processed by Building Energy Management Systems (BEMS) during
their operational phase.

These systems rely not only on the accuracy of the data gathered
through sensors, but also on the accuracy of computer models
needed to predict a response to a certain change in energy inputs.
Ideally, these models should be extremely accurate. In reality, the
computational requirements of such models can become so
important as to render them completely impractical. Models are
therefore simplified and guided by required accuracy of the results
in the intended target application domain.

1.1. Models used in building energy simulations

When rapid solutions are needed, domains are usually simpli-
fied as nodal models. Such models assume that entire portions of a
building can be approximated by a single uniform space, or a node.
This allows designers to evaluate energy consumption by running a
large number of simulations, which is the case when yearly con-
sumption estimates are needed or when the building stock of entire
districts for load forecasting [1] or demand side management [2],
but also towns [3] must be simulated. A review from Allegrini et al.
(2015) [4] focuses on district level modelling. Nodal models can be
expanded to become multi-nodal models, which allow estimation
of energy exchanges within a building and provide a better
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representation of energy consumptions. These models are often
based on electrical circuit analogy such as presented in Refs. [5,6]
and are used for example for estimating energy consumption [7] or
thermal comfort [8] in buildings.

For a more accurate description of thermal exchanges within a
room or a building, zonal models are used. They subdivide a zone
such as a room into several subzones and can be used to simulate
effects such as thermal stratification, air plumes above convectors
or air jets at HVAC inlets [9]. This type of approach is also useful
when studying user thermal comfort, air mixing and indoor air
quality, all of which can vary greatly within a single room. Megri
et al. [9] published a review on zonal models and their applications.
Zonal models usually rely on user expertise for the definition of
each subzone. The number of sub-zones, their location in the
domain and the properties of each are defined manually by the
modeller, making it a time-consuming and error-prone process.

1.2. CFD applications in the built environment

For studying flow patterns more closely, designers have access
to Computational Fluid Dynamics (CFD) modelling technologies.
The CFD modelling technique subdivides a numerical domain into
many smaller finite volumes, usually hundreds of thousands to
millions of computational cells. By computing partial differential
Navier-Stokes, mass and energy balance equations between each
cell and over the entire numerical domain, CFD simulations can
provide an accurate description of flow magnitude and direction,
thermal exchanges, distributions of temperature, pressure, density,
and other properties.

The main drawbacks of CFD are high computational cost and the
extensive user expertise needed to accurately model the boundary
conditions, which have an important impact on the final results.

CFD simulations are used to assess indoor air quality and
pollutant dispersion [10], thermal comfort [11], and are extensively
used in studies relating to naturally ventilated buildings such as in
Ref. [12]. Etheridge (2015) presents CFD as a suitable method in a
review on natural ventilation [13]. CFD is also often used when
simulating urban environments, in which researchers studied the
effects of urban heat islands [14], wind profiles in streets [15] and
around buildings [16]. Like for indoor environments, CFD is used for
studies on outdoor pollutant dispersion [17]. The impact of wind
canyons and densely built environments on city breathability has
been simulated with CFD in Ref. [18], and likewise the impact of
vegetation as seen in Ref. [19].

1.3. CFD model order reduction

In an effort to leverage CFD's accuracy at a fraction of the
computational cost, researchers have developed techniques aimed
at simplifying or extracting reduced order models (ROMs) from CFD
simulations. The literature presents methods such as the Pressure
Implicit with Splitting of Operator (PISO) method [20] which is
derived from the Semi-Implicit Method for Pressure-Linked Equa-
tions (SIMPLE) algorithm [21] and have been developed for non-
iterative computation of unsteady flows and later extended to
steady-state, but it has important computational costs. This can be
mitigated by using semi-Lagrangian PISO [22] which has a lower
computational cost than PISO. Proper Orthonormal Decomposition
(POD) [23] and balanced POD [24], are used to reduce a model's
number of degrees of freedom when information on the flow
pattern must be captured. Fast Fluid Dynamics (FFD) [25] is derived
from projection methods [26] and allows real-time solution of
Navier-Stokes equations and is typically applied to wind load
calculations.

Generally, the development of these models is heavily depen-
dent on themodeller's level of expertise. Each reduced order model
is developed or requires adaptation to fit a specific domain prob-
lem, and therefore requires the input of an expert. It would be
beneficial to have access to a systematic automated approach to
facilitate model order reduction. This study proposes a method to
leverage the results from an existing CFD simulation to automati-
cally generate rapid and accurate zonal models without additional
user expertise. These zonal models can then be used to simulate
conditions for which no CFD simulation is available while retaining
a high level of accuracy within a proposed domain.

2. Methodology

The proposed method for ROM generation automatically ex-
tracts a multi zonal model from a CFD simulation, which can then
be solved for boundary condition parameters different from the
original CFD. The main advantages of this method are the level of
automation, which allows generation of ROMs with minimal user
input and expertise; the level of fidelity compared to CFD, which
enables the ROM to retain most of the CFD simulation's accuracy;
and finally the computational cost, which allows the generation of
ROMs in under 60 s and their solution in under 0.95 s.

The CFD-ROM method consists in 6 main steps as shown in
Fig. 1: (1) the results of a CFD simulation are imported, (2) CFD
computational cells are clustered together to create zones, which
are uniform volumes of air, (3) interactions between zones and
between zones and domain boundaries are processed, (4) a ROM is
generated and (5) solved, and finally (6) the solved ROM is
remapped back to the CFD domain.

This section presents the methods used in the development of
the algorithms in Python [27] for extraction and solution of the
ROMs. Firstly, it presents the CFD simulations on which the ROMs
have been tested and assessed, then the principles of zone gener-
ation, ROM generation and solution are explained.

2.1. CFD simulations and validation

The data used in this comparative study are taken from the
previously-validated CFD model of a north-facing office in the
Environmental Research Institute (ERI) building at University Col-
lege Cork (UCC), shown in Fig. 2 [28]. The office measures 5.2m
(length) by 5.6m (width) by 2.9 (height). Its furniture includes five

Abbreviations

BC Boundary Condition
BEMS Building Energy Management System
CFD Computational Fluid Dynamics
CFD-ROM Computational Fluid Dynamics e Reduced Order

Model
MultiCFD ROM extracted and solved for the same BCs
MultiROM ROM extracted and solved for different BCs
NZEB Near Zero Energy Buildings
RANS Reynolds Average Navier-Stokes
RNG Re-Normalisation Group
ROM Reduced Order Model
WMAE Weighted Mean Absolute Error (in K)
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desks and chairs and shelf units. Two fan convectors heat the office
and two automated windows are present. No other sources of
heating, such as computers or people, are present. Steady state CFD
models were developed using the Phoenics modelling software
[29], which uses an immersed body technique. Therefore, a Carte-
sian structured grid was defined with 1,572,165 cells
(115� 147� 93). Turbulence was modelled using the Reynolds
Average Navier-Stokes (RANS) approach coupled with the Re-
Normalisation Group (RNG) k-ε turbulence model. Air was
modelled as an incompressible ideal gas. The ceiling, floor, east and

west walls were assumed to have a constant temperature. All other
objects are considered adiabatic. All CFD simulations used have
been validated with experimental data and previously published
[28].

The CFD domain energy sources are listed in Table 1. In the case
used for this study, the windows and door are closed and the two
convectors are in an on state. The domain includes two air vents
located on the east and west walls close to the ceiling. The two
convectors are located on the north wall, close to the windows.

Fig. 1. CFD-ROM method flowchart outlining the main steps of the method.

Fig. 2. Numerical and physical domain of the ERI building office modelled in CFD.

Table 1
CFD simulation base boundary conditions.

Boundary Comment Type Base value

Convectors
East convector Air inlet TEconvector¼ 45 �C

_mEconvector¼ 0.048 kg s�1

West convector Air inlet TWconvector¼ 45 �C
_mWconvector¼ 0.048 kg s�1

Walls
Ceiling Constant temperature Tceiling¼ 23.2 �C
Floor Constant temperature Tfloor¼ 18 �C
East wall Constant temperature TEwall¼ 20 �C
West wall Constant temperature TWwall¼ 20 �C
Windows
East window Closed Air inlet TEwindow¼ 9.35 �C

_mEwindow¼ 0 kg s�1

West window Closed Air inlet TWwindow¼ 8.3 �C
_mWwindow¼ 0 kg s�1

Other openings
East vent Opening TEvent¼ 20.2 �C

PEvent¼ 1.013� 105 Pa
West vent Opening TWvent¼ 20.7 �C

PWvent¼ 1.013� 105 Pa
Door Closed _mdoor¼ 0 kg s�1

T. Marzullo et al. / Energy 180 (2019) 511e519 513



2.2. Zone generation

As stated previously, ROMs are created by clustering computa-
tional cells of the CFD domain, together depending on their position
and their zone criterion. Zone criteria include any variable for
which clustering is demanded, including for example temperature,
density and air velocity. The method currently uses one criterion at
a time, and the ROMs presented in this study have been generated
with cell temperature as the zone criterion.

Firstly, zone-types are defined. A zone-type is a group of cells
associated with a particular zone criterion over a specific interval,
for example, temperatures. Such intervals are defined as follows:
first the mean value of the temperature is processed over the entire
CFD domain. Two zone-types are then defined: a zone-type con-
taining all the cells in which temperature is higher than the mean
value, and another containing all the cells in which temperature is
lower or equal to the mean value. Subsequently the zone-types are
iteratively subdivided into smaller zone-types, according to the
mean value of temperature within each zone-type.

As a result, 2n zone-types are defined, with n the number of
times this process is repeated. The user has control over the
number of zone-types as this affects the discretization process.
More zone-types allow a higher fidelity to the original CFD, but
higher computational costs incur as discussed in the Results
section.

Once zone-types have been defined for the ROM, the algorithm
starts assigning cells to zones as shown in Fig. 3. A zone is a cluster
of computational cells which (1) are adjacent and (2) belong to the
same zone-type. The algorithm starts by creating an empty zone
and populates it with the first computational cell it finds.

The cells adjacent to this initial cell are scanned, and if they
belong to the same zone-type they are added to the zone. The same
process is repeated for all the cells in the same zone, until no more

suitable cells are found. At that point the algorithm creates a new
zone and repeats the process until all the cells of the domain are
assigned to a zone. A previous study [30] by the authors assessed
the accuracy of various zone generation algorithms.

Computationally, at this point the original CFD domain has been
discretized from the original large number of cells to the final
reduced number of zones. Each zone is lumped into a node of the
fluid network representing the domain. In order to generate a ROM,
it is then necessary to process interactions between fluid nodes,
and between fluid nodes and boundary nodes.

2.3. ROM generation

The first step in the ROM generation is to consider zones as
uniform volumes in the CFD domain. The average values of tem-
perature, density, and pressure are computed over the cells
belonging to each zone in order to obtain the uniform zone
properties.

Next, the zone-zone interactions must be computed. The algo-
rithm calculates the mass flow rates at the zone-zone interfaces by
selecting all cells that have a neighbour assigned to a different zone
and computing the unitary mass flow rate at the interface between
these two neighbouring cells. The total mass flow rate between
zones is calculated as the sum of all the unitary mass flow rates at
the zone-zone interface.

After computing the zone-zone interactions, the algorithm de-
tects the sources of energy such as air inlets and non-adiabatic
walls. In a similar fashion to zone-zone interactions, the mass
flow rates of inlets/outlets into/from each zone are computed at
their interface and the total mass flow rate between an inlet/outlet
and a zone is the sum of all unitary mass flow rates. Finally, the
thermal boundaries such as non-adiabatic walls are assumed uni-
form, they are assigned an average temperature and a constant UA
depending on their contact area with each zone.

2.4. ROM solution

The ROMs are solved with Sinda/FLUINT [31], a commercial
software for finite-difference lumped parameter fluid flow analysis
of complex systems. The data generated from zone properties and
interactions with the domain are compiled to respect Sinda/
FLUINT's input format: (1) zones are translated into “tanks”, which
are lumps of constant volume and uniform properties (tempera-
ture, density, pressure); (2) inlets and outlets are translated into
“plena”, which are similar lumps but with infinite volume; and (3)
walls and other purely thermal sources are each translated to a
thermal node, with uniform temperature. A thermal and fluid
network is then created, linking these elements through corre-
sponding interactions: mass exchange between fluid lumps, and
heat exchange between fluid lumps and thermal nodes. Mass ex-
changes are computed directly from the mass flow rates at zone-
zone interfaces found previously, and heat exchanges are
computed from a constant UA defined between each zone and
thermal boundary. Once the model is solved, Sinda/FLUINT returns
the steady-state solution with properties for each lump which can
then be mapped back to the original CFD domain for comparison.

2.5. Error measurement

The present study uses the weighted mean absolute error
(WMAE) in units of Kelvin, shown in Equation (1). The weighting
corresponds to the volume of each cell relative to the total volume
of the domain, in order to account for non-uniform cell volumes,
especially close to the boundaries where the CFD mesh is finer.

Fig. 3. Representation of the zone generation algorithm in 2 dimensions. The algo-
rithm first defines zone-types and then assigns all adjacent cells of the same zone-type
to a new zone.
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WMAE ¼
Xn

i¼0

Vi � jTCFDi � Tij
Vdomain

(1)

where n is the number of cells in the domain, Vi is the volume of cell
i, Vdomain is the total volume of the domain, TCFDi is the original CFD
temperature of cell i, and Ti is the temperature assigned to the cell
after solving the ROM.

3. Results

This study presents the results obtained when modifying the
parameters of a ROM to predict temperature distributions for BCs
that differ from the ones of the original CFD simulations.

In order to achieve this, a set of CFD simulations was generated.
For the same computational domain, simulations were solved
featuring different inlet temperatures and mass flow rates. Table 2
presents the sets of parameters for boundary conditions used in
this study. The CFD simulations, CFD-ROM program and ROM solver
have been run on the same desktop computer (Intel Core i7-4790,
8 GB RAM). The cases range from T-10 to Tþ15 for temperature,
including Tþ5b where only the temperature of the west convector
is modified leaving the east one to 45 �C (the base temperature);
and from M-45% to Mþ100% for mass flow rates at the convectors.

ROMs have been generated for zone numbers ranging from 2 to
51 in order to define at which point the error converges. The error
quickly decreases for 2e11 zones then stabilizes around 22 zones
and is nearly constant thereafter, as shown in Fig. 4, while the
corresponding solution times vary from 0.9 s for 2 zones to 1.1 s for
51 zones, against 6e7 h for the CFD simulation. Therefore, the
ROMs presented in this study are in the 20e25 zones range, since
while the user can demand a certain number of zones, there are
occasionally a limited number of odd zones created to accommo-
date large temperature gradients in the domain. The error in this
case is particularly low because the extracted ROM is solved for the
same BCs as the original CFD simulation, and as such it does not
represent the intended use for the CFD-ROMmethod. The following
section presents the results in the case of ROMs being solved for a
different set of BCs and for which CFD results are not available, as
would ideally be the case for the application of the CFD-ROM
method.

3.1. ROM accuracy when varying boundary condition parameters

Two ROM case studies were generated to (i) measure the impact
that changing the ROM parameters has on ROM accuracy, and (ii)
assess the usability envelope of ROMs. The first, called “MultiCFD”,

uses a ROM generated directly from the corresponding CFD case. It
serves as a basis for estimating the relative accuracy of the second
case study, called “MultiROM”, in which a ROM is generated from
the base CFD case and subsequently solved with the new BC pa-
rameters. Developing a method for generating flexible and accurate
MultiROMs is the main objective of this research. The aim is to
provide designers and operators with a tool that would allow them
to simulate the built environment when multiple CFD simulations
are either unavailable or impractical.

The modelled office and its corresponding CFD simulation
feature two convectors for which a temperature and air velocity are
defined. This study assesses the accuracy of ROMs when (1) the
convectors temperature Tconvector, and (2) their mass flow rate
_mconvector are changed. The ROMs are extracted from the “base” CFD
case, then their parameters are changed to match the other CFD
cases, the ROMs are solved and finally their outputs are compared
to the corresponding CFD case results.

The first test was to replicate previous results by the authors

Table 2
List of boundary conditions parameters used in MultiROM and MultiCFD.

Variable Cases Values

Temperature (Tconvector) T-10 35 �C
T-5 40 �C
Base 45 �C
Tþ5b 50 �C (West) & 45 �C (East)
Tþ5 50 �C
Tþ10 55 �C
Tþ15 60 �C

Mass flow rates ( _mconvectors) M-45% 0.0528 kg s�1

M-30% 0.0672 kg s�1

Base 0.096 kg s�1

Mþ30% 0.1248 kg s�1

Mþ45% 0.1392 kg s�1

Mþ60% 0.1536 kg s�1

Mþ100% 0.192 kg s�1

Fig. 4. ROM size independence study.

Fig. 5. MultiCFD and MultiROM error when changing BC temperatures.
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obtained when varying only temperatures by ±5K around the base
temperature, then to reach þ15K of variation around the base
temperature. Fig. 5 shows the absolute error for each case, in both
MultiCFD and MultiROM scenarios. The ROMs show a good level of
accuracy when solved for this range of parameters, considering the
±0.6K uncertainty range of temperature sensors commonly met in
the built environment [32]. When the temperature is increased
above the base temperature, the error is generally higher than
ROMs solved for a temperature below the base temperature. This is
a result of the immutability of the ROM's zones once they have been
generated for the base case. The algorithm generates a fixed

number of zones that cannot be changed after generation. In order
to capture certain features, such as large temperature gradients, the
algorithmwill generatemore zones around each feature. In the case
of large temperature gradients, the number of zones depends on
the amplitude of the gradient: the greater the gradient, the more
zones are created. After generation of a ROM from the base case,
when it is solved for lower temperatures the gradient is lower and
the ROM therefore contains an excess of zones (from the base case)
to characterize the smaller gradient, resulting in a smaller error.
Conversely, when the ROM is solved for higher temperatures the
pre-existing number of zones is not sufficient to capture the larger
temperature gradient, resulting in a larger error.

The second, and novel, set of results was generated by varying
the convectors mass flow rates. In order to achieve this, an addi-
tional functionwas added to the code to ensure that the ROMmass
flow rates were all balanced, as changing the inlets mass flow rates
would alter the balance. This step is done in a purely mathematical
manner, where zone by zone the inflows and outflows are itera-
tively balanced to match the new BCs. A connectivity table is
generated by comparing the proportion of inflows and outflows
from and to each zone and assigning weights to each, so that the
general trend of mass exchange in the domain is respected in the
modified ROM. The results are presented in Fig. 6 and show that up
to ±45% of change in mass flow rates at the convectors, the ROM
still has an absolute error under 0.5K versus 0.11K of error for the
base, unmodified case e with the exception of the þ45% case with
0.84K of absolute error. This again falls into the uncertainty range of
common temperature sensors.

A similar trend exists of higher error for an increase inmass flow
rates compared to a lower error for decreasedmass flow rates when
solving the ROM. This again is due to the immutability of zones
once they have been generated, which cannot accommodate a
change in flow shape.

Fig. 6. MultiCFD and MultiROM error when changing BC mass flow rates.

Fig. 7. Iso-surface WMAE (in K) plots of cases (a) _m-45%, (b) _m-30%, (c) _mþ30% and (d) _mþ45%.

T. Marzullo et al. / Energy 180 (2019) 511e519516



3.2. Error plots

A study of the local error was done in order to assess more finely
the fidelity of the ROMs against the original CFD simulations. Fig. 7
shows semi-opaque iso-surface plots of the _m-45% to _mþ45% cases.
No peaks in local error stand out, except for a very limited number
of odd cells due to minor computational errors. Such errors are due
to a mechanism that prevents the algorithm from generating very
small zones, which is necessary to avoid assigning too many zones
to areas with large temperature gradients. These small zones would
not be representative of the flow pattern, but their presence lowers
the overall accuracy of the ROM as less zones are available for
zoning the remainder of the domain. Without this mechanism, the
ROMs would be able to capture large temperature gradients very
finely but would be unable to capture stratification.

Results are identical for the T-10 to Tþ15 cases, suggesting that
the algorithm is able to accurately capture the domain's thermal
distribution, including the volumes with high temperature gradi-
ents such as above and around the convectors. Fig. 8 shows a X-Z
slice of the domain at the centre of the west convector and shows
how the CFD-ROMmethod captures both the heat plume above the
convector and also temperature stratification in the room. The
limited error visible around the heat plume shows that setting a
lower limit to the size of zones does not adversely affect to a great
extent the algorithm's ability to capture high temperature gradi-
ents, while allowing it to also capture smaller variations in
temperature.

4. Discussion

This study showed that it is possible to extract multi-zonal
ROMs from CFD simulations with high fidelity and in real time
for application domains in the built environment. These findings
can be mitigated by the relative simplicity of the case study utilised
in this research, where only two convectors and two vents are
present in the domain. Further research must be done on other
indoor environments, such as open-space offices, theatre rooms or
sports complexes in order to assess the usability of the method in
more complex environments featuring larger spaces and openings,
air vents, HVAC outlets, which could affect the accuracy of the
ROMs.

Furthermore, it is currently up to the end user to select an
appropriate number of zones for the ROM. An extreme example
would be the selection of a 20-zone ROM in a domain with 19 air
inlets: the algorithmwould use 19 of the available zones to capture
the air inlets, and only one to capture the rest of the domain. In
order to generate a more appropriate number of zones it might be
beneficial to set an upper limit to the size of each zone, so that the
algorithm could if needed increase the number of zones without
user input. There is a certain room for expansion in the number of
zones, as this study has shown that the difference in time to solu-
tion between 3 and 50 zones is not significant and 20e25 zones are
enough to model the presented case, yet further research must be
done on complex scenarios to certify the usability of this method
for larger numbers of zones.

In both studies, when varying temperature and mass flow rates

Fig. 8. CFD temperature contour, ROM solution, and error plot of a XeY slice at the centre of the west convector.
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the ROMs are generally more accurate when lowering the param-
eters values than they are when the values are increased. When
solving for different BCs, the parameters computed on the base case
are not valid anymore and lead to increasing error as the new ROM
differs more and more from the base case. This is likely caused by
the immutability of zones after they have been generated from the
base case and the assumptionsmadewhen compiling themodel for
Sinda/FLUINT, namely the constant values assigned to zone-zone
mass flow rates and wall heat transfers. An improvement upon
the current iteration of the method will be the implementation of
variable mass flow rates and heat transfers. The asymmetrical
change in error, lower when temperatures are colder andmass flow
rates weaker, is due to the fact that the domain becomes more and
more uniform as the energy flow in the domain is lower, in which
case the ROM has more zones than necessary to compute the new
temperature distributions. Increasing the number of zones globally
lowers the error but the asymmetry is still present to some extent.

Nevertheless, the results are encouraging when considering the
usual ±0.6K uncertainty of temperature sensing techniques in the
built environment [32]. The possibility to change boundary tem-
peratures by ±15K and mass flow rates by ±45% while maintaining
an acceptable level of accuracy allows the consideration of, for
example, thermal comfort and HVAC control as potential applica-
tions for which further research must be done.

Additionally, the authors consider the inclusion of multiple-
criteria zone generation, versus the current single-criterion zone
generation, as an important upgrade to the algorithm which may
improve its accuracy especially when mass flow rates must be
changed.

5. Conclusion

The accuracy of CFD is recognized to have a potentially sub-
stantial impact on building energy consumption through methods
such as virtual sensing [33]. Unfortunately, the computational costs
involved in solving a CFD model render it unpractical for real-time
applications such as BEMS. This study proposed a method capable
of extracting ROMs from CFD simulations and solving them in near
real-time. First an ROM size independence study was conducted,
showing that it can be achieved for 20 to 25 zones for the presented
case. The accuracy of ROMs that were solved and assessed for (1)
different temperature BCs and (2) different mass flow rates. It was
shown that it was possible to obtain accurate results, in real time,
for boundary conditions that were different from the original CFD
BCs. These multi-zonal ROMs have an accuracy comparable to the
uncertainty in sensing equipment used in the built environment,
thus rendering them useful in applications such as virtual sensing.
This enables the use of CFD-ROM for thermal comfort assessment,
BEMS, and applications where the unavailability of real-time zonal
models is detrimental.

However, it is necessary to apply this method to more complex
scenarios in order to confirm its advantages in terms of rapidity and
accuracy, and it is also necessary to include additional features such
as multi-criteria zone generation and a radiation model. Currently
the authors are studying CFD simulations of a highly glazed,
naturally ventilated room to further improve the CFD-ROM
method, and look forward to applying the method to larger, more
complex cases.

The next steps in the development of the CFD-ROM toolchain
are: (1) the generation of ROMs for different indoor environments,
such as highly glazed, naturally ventilated rooms; (2) the investi-
gation of techniques that would improve ROMs accuracy when
solving for different inlet mass flow rates; (3) the inclusion of a
radiation model; and (4) the development of a tailored solver in the
open-source language Modelica [34].
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