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Abstract

A truncation error analysis has been developed for the approximation

of spatial derivatives in Smoothed Particle Hydrodynamics (SPH) and

related first-order consistent methods such as the first-order form of the

Reproducing Kernel Particle Method. Error is shown to depend on both

the smoothing length h and the ratio of particle spacing to smoothing

length, ∆x/h. For uniformly spaced particles in one dimension, analysis

shows that as h is reduced while maintaining constant ∆x/h, error decays

as h2 until a limiting discretisation error is reached, which is indepen-

dent of h. If ∆x/h is reduced while maintaining constant h (i.e. if the

number of neighbours per particle is increased), error decreases at a rate
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which depends on the kernel function’s smoothness. When particles are

distributed non-uniformly, error can grow as h is reduced with constant

∆x/h. First-order consistent methods are shown to remove this divergent

behaviour. Numerical experiments confirm the theoretical analysis for one

dimension, and indicate that the main results are also true in three di-

mensions. This investigation highlights the complexity of error behaviour

in SPH, and shows that the roles of both h and ∆x/h must be considered

when choosing particle distributions and smoothing lengths.

1 Introduction

In this paper, a new investigation of truncation error is presented for Smoothed
Particle Hydrodynamics (SPH) and related numerical methods. SPH is a mesh-
free Lagrangian technique for the solution of partial differential equations in
computational mechanics. It was created by Lucy [1] and Monaghan and Gin-
gold [2] for use in astrophysics, and subsequently found application in solid
impact and fracture problems, and in fluid mechanics. Comprehensive reviews
of the method are available in articles by Monaghan [3, 4, 5], Randles and Liber-
sky [6] and Vignjevic [7], and the texts by Li and W. K. Liu [8] and G. R. Liu
and M. B. Liu [9]. The attractions of meshfree particle methods for fluid dy-
namics include the ease of dealing with multiphase flow and moving walls in the
Lagrangian framework, as well as elimination of the mesh. In recent years there
has been significant progress towards industrial application for fluid dynamics,
with extensions to incompressible flow [10, 11, 12, 13], viscous flow [14, 15, 16],
and turbulence modelling both by Reynolds-averaged Navier Stokes methods
and Large Eddy Simulation [17, 18].

SPH is based on an approximation which allows the value of a function and
its gradients to be estimated at an arbitrary location, given function values at
arbitrary unconnected data points. In simulation of physical phenomena, these
points move at local material velocity and possess mass and other physical
properties, and are therefore called particles. The SPH approximation to the
gradient of a function A(~x) at a particle a is

∇A(~x)|~x=~xa
≈

∫

∇A(~x)W (~x − ~xa, h) dV = −
∫

A(~x)∇W (~x − ~xa, h) dV

≈ −
∑

b

A(~xb) ∇W (~x − ~xa, h)|~x=~xb
∆Vb. (1)

Here, W (~x − ~xa, h) is a kernel function which tends to zero with increasing
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distance between ~x and ~xa, and is usually designed with a maximum at ~x = ~xa.
h is a parameter known as the smoothing length or dilation parameter, which
characterises the radius over which the kernel decays. Most kernels described
in the literature have compact support – that is, they are zero-valued at all
locations beyond a finite distance from the central point. In this work, as in
most of the literature, the smoothing length h is defined as half the compact
support radius. Integrals in Equation (1) are taken over the whole domain, or
the compact support.

The summation is taken over all particles b within the compact support for
the point ~xa. The particle volume ∆Vb acts as a weighting on the contribution
of particle b to the sum. In practice, ∆Vb is often calculated as the ratio of
mass to density, mb/ρ. The above equation is the “gather” formulation of
SPH, in which the kernel is considered to be centred at particle a, where the
approximation is to be evaluated. As Equation (1) suggests, it is useful (but by
no means essential) to interpret SPH as a discrete approximation to a continuous
smoothing approximation to the true gradient.

Inspection of Equation (1) shows that SPH does not possess zero-order con-
sistency. In other words, in general, it will not exactly estimate the first deriva-
tive of a zero-order polynomial (constant-valued) function. However, several
related methods do possess consistency properties [8]. The Reproducing Kernel
Particle Method (RKPM) due to W. K. Liu et al. [19], Moving Least Squares
Particle Hydrodynamics of Dilts [20] and corrected SPH of Bonet and Lok [21]
are all at least first-order consistent. M. B. Liu et al. [22] showed how to con-
struct a method of arbitrary consistency order. Any of these consistent particle
methods can be represented by Equation (1) with the appropriate definition
for the kernel function, or in the correction devised by Bonet and Lok, with a
modification to the ∇ operator.

Particle methods for computational mechanics are assembled by replacing
gradients in the governing partial differential equations with approximations
such as Equation (1). Governing PDEs which feature material time derivatives
benefit from the Lagrangian treatment, as convective and local time derivatives
can be lumped into a single time derivative following each particle. The accu-
racy of the simulation depends on the accuracy of the underlying approximation
to spatial derivatives; however, the nature of error is not understood as well for
these methods as for their mesh-based counterparts. By considering the contin-
uous, integral form of SPH, Monaghan [3] and others have noted that the SPH
interpolation is accurate to second order in h, and that fourth-order accuracy
can be achieved with special kernel functions. This type of analysis does not
account for the discrete character of the method. Meglicki [23] considered the
accuracy of the discrete approximation in smoothed particle magnetohydrody-
namics and determined guidelines for particle number density. Fulk and Quinn
[24] showed that 1D standard SPH can model quadratic functions exactly for
certain values of particle spacing, and derived a figure of merit to aid SPH
users in selection of a kernel. Cleary and Monaghan [25] emphasised the impor-
tance of particle spacing in the context of a thermal conduction problem. They
suggested that if particle spacing ∆x is reduced more quickly than smoothing
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length h, overall error would be of order h2. In numerical experiments, they
demonstrated second order convergence while maintaining a fixed ratio of par-
ticle spacing to smoothing length. Han and Meng [26] have shown theoretically
that error in RKPM is of order hp+1 for certain classes of particle distribution
and data function, where p is the highest order of polynomial function to be
reproduced exactly.

Despite these important results, it remains difficult to make simple general
statements about the accuracy of SPH and related methods. It is not clear
on theoretical grounds how the second-order accuracy noted by many authors
for the continuous smoothing stage translates into the full discrete form. Lit-
tle practical information is available about the influence of particle spacing on
errors. In this paper two direct approaches are used to move towards answers
to these important questions of accuracy. Truncation error of the gradient esti-
mate is investigated analytically using Taylor series expansions, and numerical
experiments are conducted to determine the error in evaluation of gradients of
known data functions.

The investigation begins with the special cases of standard SPH approxi-
mations in one dimension for uniform (section 3.1) and non-uniform (section
3.2) particle distributions. Corrected 1D SPH methods are considered in sec-
tion 4. Accuracy of standard and corrected methods in 3D is discussed in sec-
tion 5. Theoretical analysis and numerical experiments complement each other
throughout the study, although the theoretical treatment for three dimensions
is limited. In section 6, the results are discussed in terms of the convergence of
mesh-free particle methods in practical scenarios.

2 Kernel Functions

2.1 Construction and properties of kernel functions

In early SPH research [2], a Gaussian kernel function defined by Equation (2)
was widely used.

WG(ra, h) =
1

h
√

π
e−(ra/h)2 (2)

(All of the kernels described in this section are defined in their one-dimensional
form for simplicity; they can easily be adapted to two or three dimensions by
scaling to meet the normalisation requirement, which is discussed in sections 2.2
and 3.) ra = |~x − ~xa| is defined as the distance from the particle of interest, a.
The Gaussian kernel has infinite support, so that every particle interacts with
every other particle in the domain, and computational cost rises rapidly with the
number of particles. Infinite support is questionable in modelling compressible
flow, in which information propagates at finite speed. (Conversely, it could
be argued that incompressible flows should be modelled with infinite support,
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as the speed of sound is infinite and information propagates instantaneously
throughout the field. In practice, however, some researchers have modelled
incompressible flow with compact support kernels by using a large but finite
speed of sound [10]. Other approaches involve solution of a global equation
system, which results in instantaneous information propagation throughout the
domain, regardless of the kernel support radius. [11, 12, 13].)

The cubic B-spline defined by Equation (3) [27] later became a popular
choice.

WB(ra, h) =
2

3h











1 − 3
2

(

ra

h

)2
+ 3

4

(

ra

h

)3 ra

h < 1
1
4

(

2 − ra

h

)3
1 ≤ ra

h < 2
0 ra

h ≥ 2

(3)

This is a piecewise cubic function with compact support on a radius 2h, where
h is the smoothing length. It has discontinuities in its third derivative at (x −
xa)/h = 0,±1,±2 (in one dimension). The kernel value and its first and second
derivatives are zero at the edges of the compact support. Higher-order spline
kernels have also been described in the literature [28].

Boundary smoothness of a kernel function is defined for the purposes of
this analysis as the highest integer β such that the βth derivative and all lower
derivatives are zero at the edges of the compact support. That is:

W (n)(−2h, h) = W (n)(2h, h) = 0 for 0 ≤ n ≤ β,

W (n)(−2h, h) 6= 0 or W (n)(2h, h) 6= 0 for n = β + 1. (4)

By this definition, the B-spline kernel has β = 2. In principle, β → ∞ for the
Gaussian kernel, but in practice the kernel is used in a finite domain. Conse-
quently, the kernel and its derivatives do not decay exactly to zero within the
domain. β is not well defined for a kernel with infinite support.

Aspects of the theoretical analysis presented in this paper require smooth-
ness properties not possessed by the B-spline kernel (the significance of this
restriction will be discussed). Two new polynomial kernels have been de-
vised for this reason, and also to explore the effects of kernel function smooth-
ness. The new kernels W8 and W10 are eighth- and tenth-order polynomi-
als with boundary smoothness of 2 and 4, respectively. They are defined by

Wn(ra, h) = (1/h)

n
∑

k=0,2,...

ak (ra/h)
k
, where the coefficients ak are given in Ta-

ble 1. They have discontinuities in third and fifth derivatives, respectively, only
at the edges of the compact support. Superficially, they resemble the widely used
cubic B-spline kernel. The four kernels mentioned here are plotted in Figure
1. Numerical results presented in this paper were obtained with the 10th-order
polynomial, except where stated otherwise.
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Figure 1: 1D versions of the four kernel functions used in this work. W8 and

W10 denote 8th- and 10th-order polynomial kernels, respectively.

Table 1: Coefficients ak of (ra/h)
k

in the kernel functions W8 and W10.

n a0 a2 a4 a6 a8 a10

8 0.603764 -0.580823 0.209206 -0.0334338 0.00200000

10 0.676758 -0.845947 0.422974 -0.105743 0.0132179 -0.000660896
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2.2 Assumptions

There are a few restrictions on the theoretical analysis to follow. The kernel
is assumed to be compactly supported, so that W (~x − ~xa, h) is zero valued
for |~x − ~xa| ≥ 2h. Both the kernel and the data function A(~x) are required
to be infinitely differentiable within the compact support. Discontinuities in
derivatives of W (~x−~xa, h) are allowed at the boundary of the compact support,
|~x − ~xa| = 2h, and are described by the parameter β defined above. It is implicit
throughout this paper that SPH operations on particle a are conducted with a
single smoothing length h, which may be associated with that particle or may
be a constant for all particles in a particular application.

Kernel functions are usually even, so that W (~x − ~xa, h) = W ( ~xa − ~x, h),
and normalised so that they satisfy

∫

W (~x − ~xa, h) dV = 1. However, some
consistency-corrected particle methods do not satisfy these criteria, so normal-
isation and evenness are not assumed as general properties from the outset.
These assumptions will be introduced for the analysis of standard SPH only.

2.3 Notation

It is useful to express the kernel in a dimensionless form, which is defined by
Equation (5) for the 1D case.

Ŵa(s) = hW (x − xa, h), s =
x − xa

h
, sb =

xb − xa

h
(5)

Some relationships between the dimensional and non-dimensionalised forms are
given in Eqs. (6) and (7).

∂nW (x − xa, h)

∂xn
=

1

hn+1

∂nŴ

∂sn
=

1

hn+1
Ŵ (n) (6)

∫ xa+2h

xa−2h

f(x)dx = h

∫ 2

−2

f(s)ds (7)

In the interests of conciseness, it is implied throughout the remainder of this
paper that the particle of interest is particle a. As h is assumed to be a constant,
it can be omitted from W (x−xa, h). Where there is no ambiguity, W (x−xa) and
Ŵ (s) are further abbreviated to W and Ŵ , respectively. Derivatives of W and
Ŵ are always implicitly taken with respect to x or s, respectively, and denoted
by primes or the f (n)(x) notation. Subscripts a and b denote the particle at
which a function or derivative is to be evaluated. Similar notation will be used
for the data function A(x), though it will not be written in terms of s. Integrals
are taken over the compact support unless otherwise stated.
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3 Standard SPH in One Dimension

Error in the integral or smoothing stage of the approximation has been consid-
ered by Monaghan [3] and many others, and is discussed briefly here. In the
integral in Equation (1), if A(x) is smooth, it can be expanded in a Taylor series
about xa. With an integration by parts, this results in:

−
∫ xa+2h

xa−2h

A(x)
∂W (x − xa, h)

∂x
dx =

∂A(x)

∂x

∣

∣

∣

∣

x=xa

∫ xa+2h

xa−2h

W (x − xa, h)dx

+
∂2A

∂x2

∣

∣

∣

∣

x=xa

∫ xa+2h

xa−2h

(x − xa)W (x − xa, h) dx

+
1

2

∂3A

∂x3

∣

∣

∣

∣

x=xa

∫ xa+2h

xa−2h

(x − xa)2W (x − xa, h) dx

+ . . . . (8)

In terms of the non-dimensional form of the kernel, with more compact notation,
the smoothing error is given by:

−
∫

W ′Adx − A′

a = A′

a

(
∫

Ŵds − 1

)

+ hA′′

a

∫

sŴds +

h2

2
A′′′

a

∫

s2Ŵds + . . . (9)

The kernel integrals in this series depend only on the dimensionless shape of the
kernel, and not on any length scales of a particular problem. For most versions
of SPH, with a normalised and even kernel, the first two terms on the right hand
side vanish, as do all terms involving even-order derivatives. The error is then

−
∫

W ′Adx − A′

a =
h2

2
A′′′

a

∫

s2Wds + O(h4) , (10)

which is second order in h. As it includes only odd derivatives of the data
function A(x), it is entirely dispersive and free of dissipation.

This is the contribution to error due to the smoothing stage, and is inde-
pendent of particle distribution. Discretisation error and resultant overall error
are considered in sections 3.1 and 3.2 for standard SPH with uniform and arbi-
trary particle distribution, respectively. Each treatment consists of a theoretical
analysis followed by a presentation of quantitative results of both analysis and
numerical experiments.

3.1 Uniform Particle Spacing

3.1.1 Analysis

Discretisation error is the error introduced when the smoothing integral in Equa-
tion (1) is approximated with a discrete version based on data and kernel values
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at particles. Each particle b is located at xb and associated with a volume
(length in 1D) ∆xb. Here it is assumed that the volumes span the compact
support without gaps or overlaps. In the special case when particles are evenly
spaced, ∆xb = ∆x for all b. The approximate SPH integral can be described
usefully by the second Euler-MacLaurin formula [29]. For a general function
f(x), this is:

∆x

n
∑

j=1

fj =

∫ xn+∆x/2

x1−∆x/2

f(x)dx

+
∞
∑

k=1

B2k∆x2k

(2k)!

(

1 − 2−2k+1
)

(

f
(2k−1)
(n+1/2) − f

(2k−1)
1/2

)

, (11)

where fj is defined as f(x1 + j∆x) and f(x) is smooth. B2k are the Bernoulli
numbers, which increase non-monotonically with k, but not as rapidly as (2k)!
in the denominator. If f(x) is defined as A(x)W ′(x) for the present problem,
the left hand side of Equation (11) is identical to the SPH estimate of A′(xa),
the first term on the right hand side represents its integral counterpart, and

the remainder is an exact expression for the discretisation error. f
(2k−1)
n+1/2 and

f
(2k−1)
1/2 are the (2k − 1)th derivatives of A(x)W ′(x), evaluated at the edges of

the compact support.
For typical kernels, some low-order derivatives are zero at the compact

support boundary. This property of the kernel is described by the boundary
smoothness defined above. If the boundary smoothness of the kernel W is β,
the boundary smoothness of the function A(x)W ′(x) is β − 1, and the term

f
(2k−1)
n+1/2 − f

(2k−1)
1/2 in the Euler-MacLaurin formula is zero for all 2k − 1 ≤ β − 1.

The first non-zero term in the series has 2k = β + 2, assuming that β is even
(the modification for odd β is straightforward). With these substitutions in
Equation (11), discretisation error is

∑

AbW
′

b∆x −
∫

AW ′dx

= ∆xβ+2 Bβ+2

(β + 2)!

(

1 − 2−β−1
)

[

(AW ′)
(β+1)
x=xa+2h − (AW ′)

(β+1)
x=xa−2h

]

(12)

+ O
(

∆xβ+4
)

.

A(x) in the error term is now expanded in a Taylor series about xa, and the ker-
nel is written in the non-dimensional form to make its dependence on smoothing
length explicit. Derivatives of AW ′ are then expressed as follows:

(AW ′)(β+1) =
Aa

hβ+3
Ŵ (β+2) +

A′

a

hβ+2

[

sŴ (β+2) + (β + 1)Ŵ (β+1)
]

+
A′′

a

2hβ+1

[

s2Ŵ (β+2) + 2s(β + 1)Ŵ (β+1) + (β + 1)βŴ (β)
]

(13)

+O

(

1

hβ

)

.
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This representation is now subsituted into the term in square brackets in Equa-
tion (13) and evaluated at x = xa ± 2h. If the kernel is even, even-order
derivatives of A(x) cancel to give:

[

(AW ′)
(β+1)
x=xa+2h − (AW ′)

(β+1)
x=xa−2h

]

=

A′

a

hβ+2

[

4Ŵ
(β+2)
s=2 + 2(β + 1)Ŵ

(β+1)
s=2

]

+
A′′′

a

3hβ

[

8Ŵ
(β+2)
s=2 + 12(β + 1)Ŵ

(β+1)
s=2 + 6(β + 1)βŴ

(β)
s=2 + (β + 1)β(β − 1)Ŵ

(β−1)
s=2

]

+ O

(

1

hβ−2

)

. (14)

Substitution of this expression into Equation (13) leads to this final statement
of discretisation error:

∑

AbW
′

b∆x −
∫

AW ′dx =

(

∆x

h

)β+2
Bβ+2

(β + 2)!

(

1 − 2−β−1
)

×
{

A′

a

[

4Ŵ
(β+2)
s=2 + 2(β + 1)Ŵ

(β+1)
s=2

]

+ O
(

h2
)

}

+O

(

[

∆x

h

]β+4
)

. (15)

This can be combined with Equation (10) for smoothing error to obtain the
following expression for overall error:

−
∑

AbW
′

b∆x − A′

a =

+
h2

2
A′′′

a

∫

s2Ŵds + O
(

h4
)

−
(

∆x

h

)β+2
Bβ+2

(β + 2)!

(

1 − 2−β−1
)

(16)

×
{

A′

a

[

4Ŵ
(β+2)
s=2 + 2(β + 1)Ŵ

(β+1)
s=2

]

+ O
(

h2
)

}

+O

(

[

∆x

h

]β+4
)

.

This is an exact expression for error in the SPH gradient approximation at a
particle a, in terms of the data function and its derivatives at xa, the smoothing
length, the particle spacing and the kernel function. It is valid for uniformly
spaced particles in one dimension, smooth data functions, and kernel functions
which are smooth (except at the support boundary), even and normalised. It
also requires that the particle volumes span the compact support without gaps
or overlaps.
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It is clear that the total error is the sum of a second order error in h (smooth-
ing error) and an order (β + 2) error in ∆x/h (due to discretisation of the
smoothing integral). The coefficient of (∆x/h)β+2 in the discretisation error
contains terms of second order in h, as well as terms which are independent of
h. Therefore, as (∆x/h) is reduced, accuracy becomes limited by smoothing
error of order h2. This is to be expected, as the SPH approximation approaches
the continuous smoothing defined by the integration stage of Equation (1). On
the other hand, as smoothing length h tends to zero, error does not vanish, but
becomes dominated by a residual term which depends on (∆x/h). The kernel
boundary smoothness, β, determines the behaviour of this error term.

3.1.2 Quantitative Results

Error predicted by the theoretical analysis has been calculated for various par-
ticle distributions and a chosen data function, and the results are presented
here in a series of graphs. In all cases the data function was the sinusoid
A(x) = A0 sin (2πx/λ). The wavelength λ can be considered representative
of a wavelength of interest in a real application. Equation (16) was evaluated
for this choice of A(x) with additional terms up to the first two non-zero terms of
the Euler-MacLaurin summation and the first two terms of the Taylor series of
A(x), i.e. the A′

a and A′′′

a terms shown in full in Equation(14). The smoothing
error series of Equation (9) was also evaluated to the first two non-zero terms,

which involve h2A′′′

a and h4A
(5)
a . The analysis requires that the volumes ∆x of a

particle’s neighbours fill that particle’s kernel support of width 4h, without gaps
or overlaps. Therefore, as there is always a particle at the centre of the com-
pact support, the analysis can be expected to be exact for particle distributions
satisfying

∆x

h
=

4

2n + 1
, (17)

where n is an integer. The analytically predicted error according to Equation
(16) has been quantified only for these conditions. and is plotted with discrete
points and labelled “analytical” in the graphs below.

Numerical experiments have also been conducted, both to validate the the-
oretical analysis and to aid overall insight. The SPH estimate of the data
function’s first derivative was compared with the exact derivative to determine
the error empirically. For both the analytical and empirical calculations, error
was computed at all particles over an interval of one wavelength λ, and results
are presented in the form of non-dimensionalised L2 norm error. The dimen-
sionless error is the ratio of the computed error to the maximum absolute value
of the exact derivative of the data function, which is 2πA0/λ. Empirically com-
puted error is plotted as continuous curves made up 50 to 200 data points each,
labelled “empirical” in the graph legends. The combinations of h and ∆x/h cho-
sen for empirical evaluation are not limited to those satisfying Equation (17),
and include many intermediate values.



Quinlan et al. Truncation error in mesh-free particle methods 12

Results are presented in Figure 2(a) as functions of h/λ (the ratio of smooth-
ing length to wavelength) and in Figure 2(b) as functions of ∆x/h (the ratio
of particle spacing to smoothing length). For particle distributions satisfying
Equation (17), Figure 2 displays close agreement between the error analysis and
empirically computed error. Figure 2(a) confirms that error is second order in
smoothing length, but is limited at low h by discretisation error. For particle
distributions that do not satisfy ∆x/h = 4/(2n+1), there is a special h/λ value
at which error is zero (but because the empirical curves are based on a finite
number of points, and the scales are logarithmic, these error minima appear
greater than zero in Figure 2 ).

The variation of error with ∆x/h is not monotonic. Closer investigation
has shown that the numerous local minima in Figure 2(b) again correspond to
points where the error changes sign. For the discrete ∆x/h values satisfying
∆x/h = 4/(2n + 1) (i.e. the particle distributions for which the theroetical

analysis should be exact), error displays order (∆x/h)
(β+2)

behaviour, with
β = 4 for the 10th-order polynomial kernel used here.

A comparison of empirically evaluated error for various kernel functions is
presented in Figure 3(a). A low value of smoothing length has been selected
here for illustrative purposes, so that error is dominated by discretisation effects.
The predictions of the analysis for discretisation-limited error are borne out —
error for the 8th-order polynomial kernel (β = 2) decays less rapidly than error
observed with the 10th-order polynomial kernel (β = 4). The Gaussian kernel
displays higher order discretisation error behaviour. Smoothing-limited error
(that is, total error at low ∆x/h) is greater for the Gaussian kernel than for
the others. This is due to the integral moments in the smoothing error series
of Equation (9), which are higher for the Gaussian kernel than for the others
tested. In Figure 3(b), it is apparent that errors with the B-spline and 8th-order
polynomial kernels display similar dependence on ∆x/h. This is predicted by
the analysis, since β = 2 for both kernels. These plots also demonstrate that
the qualitative predictions of the discretisation error model appear to be valid
for the B-spline kernel, despite the fact that it is not infinitely smooth inside
the compact support. Smoother kernels appear to give more rapid convergence
to the smoothing-limited regime as ∆x/h is reduced.

3.2 Arbitrary particle spacing

3.2.1 Analysis

To examine the effects of non-uniform particle distribution, the smoothing ap-
proximation integral

∫

AW ′dx can be partitioned into a series of integrals over
subintervals, each of which represents the volume of a particle. Each of these
volumes has width of ∆xb and is centred at a location x̄b which does not nec-
essarily coincide with the particle location, xb. These integrals over particle
volumes are reformulated by expanding A(x) about xa and W (x) about xb.
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h/λ = 0.0018 in all cases.
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The assumption of an even, normalised kernel is retained. The procedure is as
follows:

−
∫ xa+2h

xa−2h

AW ′dx = −
∑

b

∫ x̄b+∆xb/2

x̄b−∆xb/2

AW ′dx =

−
∑

b

∫ x̄b+∆xb/2

x̄b−∆xb/2

[Aa + (x − xa)A′

a + . . .] [W ′

b + (x − xb)W
′′

b + . . .] dx.(18)

The product within the integral is now expanded, and Aa in the resulting term
AaW ′

b is replaced with Ab by means of another Taylor series to give

−
∫ xa+2h

xa−2h

AW ′dx = −
∑

b

AbW
′

b∆x

−
∑

b

(

A′

aŴ ′

b +
1

h
AaŴ ′′

b

)
∫

(s − sb) ds

−
∑

b

1

2h
AaŴ ′′′

b

∫

(s − sb)
2
ds (19)

−
∑

b

A′

aŴ ′′

b

∫

s (s − sb) ds

−
∑

b

h

2
A′′

aŴ ′

b

(
∫

s2ds − s2
b

∫

ds

)

+ . . . .

This equation is expressed in dimensionless form, and all integrals on the right
hand side are taken from x̄b − ∆xb/2 to x̄b + ∆xb/2. ∆sb and s̄b are now
introduced to denote the dimensionless subinterval width ∆xb/h and centroid
location (x̄b − xa) /h, respectively. The parameter δb = (x̄b − xb) /∆xb is used
as a dimensionless measure of particle distribution non-uniformity. Equation
(20) results as a general expression for discretisation error.

−
∑

b

AbW
′

b∆x +

∫ xa+2h

xa−2h

AW ′dx = A′

a

∑

b

Ŵ ′

bδb∆s2
b +

Aa

h

∑

b

Ŵ ′′

b δb∆s2
b

+
Aa

2h

∑

b

Ŵ ′′′

b

(

∆s2
b

12
+ δ2

b∆s2
b

)

∆sb

+A′

a

∑

b

Ŵ ′′

b

(

∆s2
b

12
+ s̄bδb∆sb

)

∆sb (20)

+A′′

a

h

2

∑

b

Ŵ ′

b

(

∆s2
b

12
+ (s̄b + sb) δb∆sb

)

∆sb

+O
(

h2
)

To gain some insight into the nature of this error, the terms ∆sb and δb are
now replaced by average values ∆s and δ and moved outside the summations
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(introducing a higher order error into the analysis itself). One ∆sb is retained
inside each sum, resulting in sums such as

∑

Ŵ ′

b∆sb, which can be interpreted

as an approximation to
∫

Ŵ ′ds. Because of the assumed evenness of the kernel
function, most of the integrals approximated by summations in Equation (20)
evaluate exactly to zero. The only exception is the following component of the
last sum:

A′′

a

h

2
∆sδ

∑

b

Ŵ ′

b (s̄b + sb) ∆sb ≈ A′′

a

h

2
∆sδ

∫

2sŴ ′ds

= −A′′

ah∆sδ

∫

Ŵds = A′′

ah∆sδO(1). (21)

The approximate integrals are similar to the weighted Monte Carlo integrals
studied by Yakowitz et al. [30], which have errors of order ∆s2

b . The first four
sums on the right hand side of Equation (20), approximating integrals which
evaluate to zero, are therefore replaced with an O(∆s)2 term. The integral rep-
resented by the last sum does not equal zero; it is substituted by Equation (21),
with an additional O(∆s)2 error. This yields a final expression for discretisation
error for arbitrarily spaced particles with normalised even kernel functions:

−
∑

b

AbW
′

b∆x +

∫ xa+2h

xa−2h

AW ′dx =

Aa

h

[

δO
(

∆s3
)

+
1

2

(

δ2 +
1

12

)

O
(

∆s4
)

]

+ A′

a

[

δO
(

∆s3
)

+ O
(

∆s4
)]

A′′

ah
[

δO (∆s) + δO
(

∆s3
)

+ O
(

∆s4
)]

+ . . . . (22)

Combining this with Equation (10), and neglecting some lower order terms,
results in the following expression for overall error:

−
∑

b

AbW
′

b∆x − A′

a =

Aa

h

[

δO
(

∆s3
)

+
1

2

(

δ2 +
1

12

)

O
(

∆s4
)

]

+ A′

a

[

δO
(

∆s3
)

+ O
(

∆s4
)]

A′′

ah
[

δO (∆s) + O
(

∆s4
)]

+ . . .

+
h2

2
A′′′

a

∫

s2Ŵds + . . . (23)

Equation (23) is an expression of the interaction between the three parame-
ters h, ∆x/h (= ∆s) and δ. Although it does not allow exact quantification of
error like Equation (16), it provides important insights. The leading terms are
first order in ∆x/h, first order in the non-uniformity parameter δ, and order
1/h in smoothing length. These properties are independent of the smoothness
of the kernel. The most striking feature of Equation (23) is the 1/h term, which
suggests that discretisation error will ultimately increase if h is decreased while
∆x/h and δ are held constant.
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Figure 4: Observed L2 norm error in SPH estimates of the first derivative of

A(x) = A0 sin (2πx/λ) as a function of smoothing length, for various particle

spacing perturbations, computed with ∆x/h = 0.364.

3.2.2 Quantitative Results

In numerical experiments, non-uniform spacing was introduced by adding a
normally distributed random perturbation to the position of every particle in
the numerical experiment. The normalised standard deviation of this pertur-
bation, σ/∆x, is an empirical measure of the parameter δb = (x̄b − xb) /∆xb,
though its meaning is not exactly the same. The analytical statement of er-
ror, Equation (23), has not been evaluated numerically, as it contains many
order-of-magnitude terms.

The empirical results shown in Figure 4 confirm the theoretical finding that
error is second order in h when h is relatively large (as with uniform spacing),
but error is of order h−1 when h is sufficiently small. The data in Figure 5(a)
(for a small h/λ value of 0.022) suggest that discretisation error is third order
in ∆x/h. This is consistent with the (1/h) O

(

∆x3/h3
)

term in the theoretical
analysis, which may dominate under conditions of sufficiently small h and large
∆x/h. The upper envelope on the curves for the uniform and least non-uniform
particle distributions (σ/∆x = 0 and σ/∆x = 0.002) is steeper, suggesting
that discretisation error is dominated by the O

(

∆x4/h4
)

term in Equation (23)
when non-uniformity is small. Results for larger smoothing length are shown
in Figure 5(b). Error is independent of ∆x/h for most of the range tested,
showing that the smoothing error dominates. Error is first-order in ∆x/h for
distributions with severe non-uniformity and high values of ∆x/h, suggesting
that the hδO(∆s) term of Equation (23) is dominant in this regime.
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Figure 5: Observed L2 norm error in SPH estimates of the first derivative of

A(x) = A0 sin (2πx/λ) as a function of particle spacing for various particle

spacing perturbations, with (a) h/λ = 0.022, and (b) h/λ = 0.2.
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4 First-order Consistent Methods in One Di-

mension

Various particle methods have been proposed to remedy the lack of consistency
in SPH. An nth-order consistent method is one which exactly evaluates values
and derivatives of polynomial data functions up to order n, for arbitrary particle
distributions. Here we consider the error properties of a general first-order
consistent method.

4.1 Analysis

The total error in the first derivative has been analysed above for arbitrary par-
ticle distribution and an even, normalised kernel function, resulting in Equation
(23). However, kernel functions developed through consistency correction tech-
niques are neither normalised nor even, in general. Equation (9) for smoothing
error can be combined with Equation (20) for discretisation error to obtain a
more general expression which is valid for non-even, non-normalised kernels:

−
∑

b

AbW
′

b∆x − A′

a =

A′

a

(
∫

Ŵds − 1

)

+ hA′′

a

∫

sŴds +
h2

2
A′′′

a

∫

s2Ŵds + . . .

+A′

a

∑

b

Ŵ ′

bδb∆s2
b +

Aa

h

∑

b

Ŵ ′′

b δb∆s2
b +

Aa

2h

∑

b

Ŵ ′′′

b

(

∆s2
b

12
+ δ2

b∆s2
b

)

∆sb (24)

+A′

a

∑

b

Ŵ ′′

b

(

∆s2
b

12
+ s̄bδb∆sb

)

∆sb + A′′

a

h

2

∑

b

Ŵ ′

b

(

∆s2
b

12
+ (s̄b + sb) δb∆sb

)

∆sb

+O
(

h2
)

.

If the method is first order consistent, then all error series terms in A(x) and
A′(x) must vanish. Eliminating these terms from Equation (24), the error for a
first-order consistent method is

−
∑

b

AbW
′

b∆x − A′

a = hA′′

a

∫

sŴds +
h2

2
A′′′

a

∫

s2Ŵds + . . .

+A′′

a

h

2

∑

b

Ŵ ′

b

(

∆s2
b

12
+ (s̄b + sb) δb∆sb

)

∆sb(25)

+O
(

h2
)

.

In comparison with Equation (23) for standard SPH, consistency correction
has eliminated the 1/h discretisation error, which caused divergence for non-

uniform particle distributions. The normalisation error
(

∫

Ŵds − 1
)

is not
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zero, but it is a contributor to the coefficient of A′

a, which must vanish by virtue
of the consistency property. However, non-evenness of the corrected kernel
results in a first-order smoothing error term hA′′

a

∫

sŴds. It should be noted
that asymmetry in the corrected kernel is due to non-uniformity and asymmetry
of the particle distribution. The significance of the new first-order smoothing
error (the first term on the right hand side of Equation (26)) can be expected
to increase with increasingly non-uniform particle distributions. Discretisation
error is dominated by another O(1/h) term. It is difficult to interpret Equation
(26) further because the corrected kernel function depends implicitly on the
particle distribution and hence on ∆x and δ.

4.2 Implementations

Two of the many first-order consistent developments of SPH are outlined here.
Results of numerical experiments are presented here for the one of the two
methods in one dimension, and results for both methods will be presented in
3D.

In the first-order form of RKPM, due to Liu et al. [19], a basic kernel or
window function W (~x − ~xa) is multiplied by a polynomial cP(~x − ~xa), where
P(~x) = (1, x, y, z)T and c is the vector of coefficients, determined by solving

[

∑

b

W (~xb − ~x)P(~xb)P(~xb − ~x)T

]

c(~x)T = P(~x) . (26)

This equation guarantees that linear functions are exactly reproduced. In order
to determine derivatives of the overall kernel function W (~x)cP(~x), Equation
(26) can be differentiated to obtain an implicit expression for derivatives of c.
Particle volumes, which weight the individual particle contributions in SPH, are
set to unity in RKPM.

Another method to ensure first order consistency is the mixed kernel and
gradient correction proposed by Bonet and Lok [21]. A zero-order consistent
corrected kernel function is defined by

W̃ (~xb − ~x) =
W (~xb − ~x)

∑

b W (~xb − ~x)Vb
. (27)

The corrected gradient ∇̃W̃ is then defined as L∇W̃ where the matrix L is
defined as

L(~x) =

(

∑

b

~xT
b ∇W̃ (~xb − ~x)Vb

)

−1

. (28)

When determining ∇W̃ , it must be noted that the denominator in Equation
(27) is a function of ~x.
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4.3 Quantitative Results

In numerical experiments, error was evaluated for the first-order consistent SPH
gradient correction due to Bonet and Lok [21], summarised in Eqs. (27) and
(28). The results shown in Figure 6(a) confirm that error is first order in smooth-
ing length, as smoothing length tends to zero. However, for higher values of
smoothing length, accuracy is second order. The transition from second to first
order accuracy occurs at lower smoothing lengths when the spacing is more uni-
form. Like standard SPH, the corrected method becomes more susceptible to
the effects of non-uniform spacing as the average ∆x/h is increased.

The influence of particle spacing on the corrected method is illustrated in
Figure 6(b), for which a very fine smoothing length was selected in order to
highlight discretisation error. Even so, particle distribution effects are significant
only for the highest value of σ/∆x shown. In this case, error is approximately
first order in ∆x/h. This is consistent with Equation (26). These results show
that enforcement of linear consistency in a SPH-like method greatly improves
its robustness in the presence of non-uniform particle spacing. Despite the
appearance of a new first-order smoothing error term, it appears that this error
is not significant for uniform or moderately non-uniform particle spacing.

5 Three dimensions

The full analysis of one-dimensional discrete methods does not generalise to
higher dimensions because it is not clear how the compact support can be parti-
tioned into analytically convenient subvolumes assigned to each particle. How-
ever, a brief analysis for three dimensions will be presented for error due to the
continuous integral stage, and numerical experiments will be described. The
analysis can easily be reduced to the two-dimensional case.

5.1 Analysis

In the following, V is the three-dimensional compact support. Ax,a denotes a
partial derivative evaluated at particle a, and integrals are taken over V unless
otherwise indicated. si are the dimensionless coordinates x/h etc., and V̂ is the
non-dimensionalised volume V/h3. All integrals are volume integrals over the
kernel support. For convenience, the coordinate system has its origin at a, the
particle of interest.

The continuous SPH approximation to ∂A/∂x is −
∫

V
WAxdV . With in-

tegration by parts, a Taylor series expansion and non-dimensionalisation, the
error in this approximation is

−
∫

V

A
∂W

∂xi
dV − ∂A

∂xi

∣

∣

∣

∣

a

=
∂A

∂xi

∣

∣

∣

∣

a

(
∫

ŴdV̂ − 1

)
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Figure 6: Empirically observed error in first-order consistent SPH gradient es-

timates of a sinusoidal data function for various particle spacing perturbations

(a) as a function of smoothing length h with ∆x/h = 0.7, and (b) as a function

of particle spacing ratio ∆x/h with h/λ = 0.022.
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+h

(

∂2A

∂xixj

∣

∣

∣

∣

a

∫

sjŴdV̂

)

(29)

+
h2

2

(

∂3A

∂xixjxk

∣

∣

∣

∣

a

∫

sjskŴdV̂

)

+ O(h3),

where summation over repeated indices i, j and k is implied.
This is a multidimensional equivalent of Equation 9, and the structure of

the error series is essentially the same as in one dimension. If the kernel is

normalised
(

∫

ŴdV̂ = 1
)

and symmetric about all three axes, the first two

terms on the right hand side disappear and smoothing error is second order.
As in the 1D case, asymmetric consistency-corrected kernels will result in a
first-order smoothing error term.

5.2 Numerical Experiments

3D numerical experiments were conducted with the sinusoidal test data function
A(~x) = A0 sin (2π~x · ~n/λ). The magnitude of the vector error in ∇A was evalu-
ated at every point in a sphere of diameter equal to λ, and the L2 norm of this
error was calculated and non-dimensionalised. Enough particles were placed
outside the sphere to eliminate boundary effects. Particles were distributed on
a regular Cartesian grid, and randomised when desired with a normally dis-
tributed perturbation. Tests were conducted with the unit vector ~n aligned

with the x axis, and also with ~n =
(

√

3/5,
√

1/5,
√

1/5
)

. The 3D tests dif-

fer from the 1D tests in that particle volumes were calculated by a method
used in SPH physics simulations. Density was calculated as ρa =

∑

b Wabm,
where every particle has equal mass m, and volume was then determined from
Vb = m/ρb. In this regard, the three-dimensional test is more realistic than the
one-dimensional test.

Results are shown in Figure 7. The trends predicted analytically and ob-
served empirically in one dimension appear to be reproduced in three dimen-
sions. With uniformly spaced particles, error decays with h2 for high h, and
is discretisation-limited at low h. This is somewhat surprising; the significance
of uniform distribution in the 1D analysis is that particles are located at the
centroids of assigned subvolumes which fill the compact support exactly, with-
out gaps or overlaps. It is not obvious that this criterion can be satisfied for
a Cartesian distribution of particles with a spherically symmetric 3D kernel.
Comparison of Figure 7(a) with Figure 7(b) shows that error is not sensitive to
the orientation of the data gradient with respect to the particle distribution.

Finally, results are shown in Figure 8 for two first-order consistent methods
applied to uniformly and non-uniformly spaced particles. The one-dimensional
result is reproduced in 3D: for low smoothing length, the divergent behaviour
of standard SPH is replaced with first order discretisation-limited error. The
results of gradient correction and RKPM are similar, but the gradient correction
method displays slightly less sensitivity to non-uniform particle spacing.
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line unperturbed particle distribution, and in (b) it is oblique.
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Figure 8: Observed L2 norm error in 3D in estimates of the gradient of A(~x) =

A0 sin (2π~x · ~n/λ), for various values of mean particle spacing ∆x/h and spacing

perturbation σ/∆x, with (a) first-order consistent gradient-corrected SPH and

(b) first-order consistent RKPM.
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Han and Meng [26] have shown order (p+1) convergence for p-order consis-
tency, both theoretically and empirically, suggesting that error should be second
order in the present case of first-order consistent RKPM. However, their anal-
ysis was restricted to certain classes of particle distribution. The appearance
of first-order behaviour in the present work is due to unusually large values of
∆x/h and σ/∆x which have been selected in order to observe errors in extreme
cases. Such poor discretisations would be avoided in practice when possible;
however, the user can choose only the initial particle distribution, and high
values of σ/∆x may arise through motion of the particles.

6 Convergence of Particle Gradient Approxima-

tions

There are two length scales which affect the accuracy of SPH-like methods.
These are the smoothing length h, which characterises the radius of interaction
between particles, and the ratio ∆x/h, which in 1D is inversely proportional to
the number of particles in the compact support. ∆x/h can also be viewed as a
measure of particle overlap. Smoothing length is analogous to the element size
in a mesh-based method. Intuitively, the inverse of ∆x/h is analgous to the
number of nodes in the stencil of a finite difference or finite volume method,
or the number and connectivity of nodes in each element in the finite element
method. To preserve this analogy, it was chosen to present results in terms of
h and ∆x/h in this paper, although the choice of h and ∆x would have been
equally valid. The analogy is useful at an intuitive level, but it is not rigorous.

For users of a mesh-based computational method, element size is the main
parameter which can be used to control accuracy. Convergence means that the
numerical solution approaches the exact solution as this one parameter tends
to zero, and the computational stencil is considered a fixed characteristic of
the method. In particle methods, for the sake of simplicity as well as the
experience earned in mesh-based methods, it is desirable to vary h alone to
find an acceptable trade-off of accuracy and computational cost, while holding
∆x/h constant at some suitable value (not tampering with the continuously
adjustable “stencil”). This philosophy is ingrained in much of the literature
on particle methods, including this paper. However, the analysis and numeri-
cal experiments presented here show that in standard SPH, decreasing h with
constant ∆x/h results in discretisation-limited error at best; when spacing is
non-uniform (which is inevitable in practice), it may result in divergence. Second
order convergence is observed at sufficiently large h and small ∆x/h, in which
case smoothing error dominates overall error. First-order consistent methods
appear to ensure convergence of the gradient approximation, but do not guar-
antee global second-order convergence.
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Figure 9: Observed L2 norm error in estimates of the gradient of A(x) =

A0 sin (2πx/λ), for particle spacing perturbation σ/∆x = 0.2, with ∆x/h ∝ hα.

The ∆x/h value corresponding to the maximum h value is 0.9 in each case.

In principle it is possible to achieve asymptotic second order convergence
as h → 0 even in standard SPH, if h and ∆x/h are manipulated together
in such a way that discretisation and smoothing errors decrease at the same
rate. For the ideal case of uniform distribution (Equation (16)), this requires
that the relationship ∆x/h ∝ h2/(β+2) be maintained throughout refinement.
Then, if β is high (in other words, if the kernel is very smooth), ∆x can be
reduced just a little faster than h. For non-uniform particle spacing, Equation
(23) suggests that ∆x/h should be proportional to h to maintain a constant
ratio between the leading terms of the smoothing and discretisation error series
(under the somewhat simplistic assumption that the non-uniformity parameter
δ will be independent of ∆x/h and h). This scenario is illustrated numerically
in Figure 9, showing results of numerical experiments in which h and ∆x/h
were varied together in prescribed relationships on severely non-uniform particle
distributions. Near second-order convergence is maintained to very low h/λ if
particle spacing varies according to ∆x/h ∝ h. Also as Equation (23) predicts,
error does not vary with h if ∆x/h ∝ h1/3. However, with ∆x/h ∝ h1/10 (⇒
∆x ∝ h11/10), divergence is not avoided. This result is contrary to Monaghan’s
argument [4] that second order convergence in h can be obtained by decreasing
∆x according to ∆x/h ∝ hǫ/(1−ǫ) for arbitrarily small ǫ.

Any discussion of accuracy for particle methods is complicated by the avail-
abilty of two readily adjustable spatial parameters, h and ∆x/h. The standard
SPH gradient estimate does not converge globally as smoothing length alone
tends to zero. In practice, however, mesh size or smoothing length does not
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tend to zero, and modellers seek the coarsest and least expensive discretisation
scale that achieves required accuracy. The pragmatic and successful approach
in SPH has been to choose a fixed ∆x/h which is small enough to ensure good
behaviour for the finite range of smoothing length likely to be encountered. This
means that the method is operating in the smoothing-limited regime, with neg-
ligible discretisation effects and second order error in h. For example, Cleary
and Monaghan [25] demonstrated second-order convergence in 2D while vary-
ing h by a factor of 4, with fixed ∆x/h = 5/6 (21 particles per kernel support)
and uniformly spaced particles. The choice of ∆x/h must usually be based
on judgement and experimentation; values from around 0.7 [14] to 1.0 [6] have
been used in engineering applications of SPH. The results presented here indi-
cate that fixed ∆x/h may often be reliable, but can result in failure of standard
SPH, while consistency-corrected methods can restore robustness.

7 Conclusions

Truncation error in both standard and corrected one-dimensional SPH approxi-
mations has been modelled analytically by Taylor series expansions. This direct
approach has yielded important insights, confirmed by numerical experiments.
In three dimensions, numerical experiments have been carried out along with a
limited theoretical analysis, to find that truncation error behaviour is similar in
one and three dimensions.

If SPH is viewed as a two-stage method combining integral smoothing with
a discrete approximation, it has been shown that discretisation effects limit the
error as smoothing length h is decreased, and conversely, that smoothing er-
ror dominates when the ratio of particle spacing to smoothing length, ∆x/h,
is small. The smoothness of the kernel and its derivatives at the edges of the
compact support has been shown to be an important characteristic when dis-
cretisation effects dominate and particle spacing is uniform. For non-uniformly
spaced particles, SPH behaves in a complex manner. Discretisation error can
increase as smoothing length is decreased below a critical value.

In first-order consistent methods, on the other hand, error decreases mono-
tonically as smoothing length is reduced, even if particles are unevenly dis-
tributed. A first-order consistent method is accurate to second order (in smooth-
ing length) for larger smoothing lengths, and undergoes a transition to first-order
accuracy for finer smoothing lengths.

The results of this analysis confirm that the accuracy of particle methods
is influenced by particle spacing as well as smoothing length. The role of both
parameters must be understood, as attempts to improve resolution by reducing
either the smoothing length h or the ratio ∆x/h alone may be ineffective or
even counterproductive. It is likely that the worst-case scenarios described here
occur only in extreme circumstances, and indeed there is a long and diverse
record of successful applications of standard SPH.
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In future work, this analysis will be extended to provide practical guidelines
for the selection of h and ∆x/h values to optimise the balance of accuracy
against computational effort, accounting for the compound effects of smoothing
length, mean particle spacing, and the non-uniformity of particle spacing. Based
on the present work, however, a few preliminary recommendations can be offered
for users of standard SPH. A smooth kernel function should be used to reduce
discretisation error (which becomes significant at large values of ∆x/h) without
any increase in the number of particle interactions to be computed. When
particles are very unevenly spaced, ∆x/h should be set low enough to ensure that
accuracy is dominated by smoothing effects (a few specific examples for 3D are
illustrated in Figure 7). Finally, when adjusting h to reduce error, ∆x/h must be
reduced more rapidly than h1/3 to guarantee improvement in accuracy (although
convergence over a limited range of h may be achieved without observing this
rule).
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